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Benchmark relativistic delta-coupled-cluster
calculations of K-edge core-ionization energies of
third-row elements†

Xuechen Zheng, a Chaoqun Zhang,a Zheqi Jin,b Stephen H. Southworthc and
Lan Cheng *a

A benchmark computational study of K-edge core-ionization energies of third-row elements using

relativistic delta-coupled-cluster (DCC) methods and a revised core-valence separation (CVS) scheme is

reported. High-level relativistic (HLR) corrections beyond the spin-free exact two-component theory in its

one-electron variant (SFX2C-1e), including the contributions from two-electron picture-change effects,

spin–orbit coupling, the Breit term, and quantum electrodynamics effects, have been taken into account

and demonstrated to play an important role. Relativistic DCC calculations are shown to provide accurate

results for core-ionization energies of third-row elements. The SFX2C-1e-CVS-DCC results augmented

with HLR corrections show a maximum deviation of less than 0.5 eV with respect to experimental values.

I. Introduction

The recent rapid development of X-ray sources including a
synchrotron,1–4 free-electron lasers,5–12 and high-harmonic
generation13–17 enables the study of ultrafast nuclear and
electronic dynamics.18–20 The accurate prediction of core-
excited and ionized states plays an important role in studying
these X-ray induced phenomena.21–24 Many computational
methods used in calculations of core-level spectroscopy are
based on response theories.25–54 These methods calculate the
ground state and the difference between targeted core-excited
or ionized states and the ground state. The response theory
based methods can treat many core states on the same footing
and can obtain transition properties conveniently. On the other
hand, core-ionization and excitation energies obtained using
response theories are often less accurate than valence ioniza-
tion and excitation energies, because of the large relaxation of
wave functions induced by the core hole. For example, core-
ionization energies of second-row elements computed using
the equation-of-motion ionization potential coupled-cluster
singles and doubles (EOMIP-CCSD) method have errors of
1–3 eV.36 Triple or even quadruple excitations are often
required to obtain quantitative results. Therefore, a ‘‘direct

scheme’’ that separately optimizes wave functions or electron
densities for the ground and core-excited or ionized states has
emerged as a valuable alternative to response theories. The
direct scheme can be combined with mean-field theories,
including delta Hartree–Fock (DHF), delta DFT (DDFT) or
orbital optimized DFT (OO-DFT), orthogonality-constrained
DFT methods, an excited-state mean-field approach,55–67 the
restricted-active-space self-consistent-field (DRASSCF) method
and RAS second-order perturbation theory (DRASPT2),57,68–75

RAS-based higher-order electron-correlation methods,76–78 an
excited-state-specific quantum Monte Carlo approach,79 and
coupled-cluster (DCC) methods.37,80–82 Since the relaxation of
wave functions has been explicitly taken into account, methods
in this category have good performance in calculations of core-
ionization and excitation energies. For example, the DCC
singles and doubles with a noniterative inclusion of triple
excitation [DCCSD(T)] method has been shown to provide
accurate core-ionization energies of second-row elements with
a maximum absolute deviation from experimental values of
around 0.2 eV.80

The direct approaches for calculations of core-ionized or
excited states using wave function-based electron-correlation
methods have a generic convergence difficulty. This arises from
the coupling of targeted core-ionized or excited states with
high-lying valence continuum states. The idea of core-valence
separation (CVS),83 originally proposed for the response theory
calculations of core-excited states, has been extended to the
direct approaches to solve this divergence problem. Lee et al.
have frozen core orbitals in the CC calculations of both the ground
state and the core-ionized state in their DCC calculations.81 This
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avoids the convergence problem while in general overestimating
core-ionization energies, since the ground state has more core
electrons than the core-ionized state and hence more core-
correlation energies. Our previous calculations80 have adopted a
CVS variant that freezes the vacant core orbital in CC calculations.
This tends to overestimate core-ionization energies by neglecting a
part of correlation energies for the core-ionized states. Therefore,
we have calculated a simple ad hoc correction to this approximation
to obtain high accuracy for computed core-ionization energies.
Matthews has developed a CVS variant that includes the excitations
into the virtual core orbital when they involve at least one occupied
orbital having a lower orbital energy.37 This CVS variant avoids the
convergence problem and also performs well numerically. In this
work, we study a revised version of the CVS condition to further
understand the excellent performance of the Matthews variant.

In this paper, we aim to extend the applicability of CVS–DCC
schemes for the accurate calculations of K-edge core-ionization
energies of third-row elements. A new theoretical challenge lies
in the accurate treatment of relativistic effects. The spin-free
exact two-component theory in its one-electron variant (the
SFX2C-1e scheme)84,85 has been shown to provide the accurate
and efficient treatment of relativistic effects for the calculations
of core-ionization energies of second-row elements.36,65,80 The
SFX2C-1e scheme has also been recently used in OO-DFT
calculations of third-row elements and has provided promising
results.63 On the other hand, since high-level relativistic (HLR)
corrections beyond the SFX2C-1e scheme have been shown to
amount to �24 eV for the 1s ionization energy of Kr and �93 eV
for that of Xe,86 it seems logical to expect the HLR corrections to
play a role in the accurate calculations of third-row elements.
Therefore, in the present study, we have included HLR corrections
including two-electron picture change, spin–orbit coupling, the
Breit interaction, and quantum electrodynamics (QED) effects.
The SFX2C-1e-CVS-DCCSD(T) results augmented with HLR correc-
tions are shown to provide the accurate Si, P, S, and Cl K-edge
core-ionization energies for a benchmark set of molecules, with a
maximum absolute error of below 0.5 eV compared with the
experiment. In Section II, we discuss the computational methods
used in this work, with an emphasis on the CVS conditions and
the treatments of high-level relativistic corrections. We provide
the computational details in Section III and discuss the computa-
tional results in Section IV. Finally, in Section V, we provide
conclusions and perspectives for future work.

II. Theory

A DCC calculation of a core-ionization energy takes the differ-
ence between the CC energy of the neutral molecule and that of
the core-ionized state. A CC wave function |CCCi is obtained by
applying an exponential wave operator eT̂ to a Hartree–Fock
(HF) wave function |CHFi

|CCCi = eT̂|CHFi (1)

The cluster operator T̂ is a linear combination of elementary
excitation operators weighted by cluster amplitudes. In the CC

singles and doubles (CCSD) method, the cluster operator is
composed of single and double excitations

T̂ ¼
X
ia

tai a
y
aai þ

1

4

X
ijab

tabij a
y
aa
y
bajai: (2)

Here {i, j,. . .} and {a, b,. . .} denote the occupied and virtual
orbitals, respectively. For a core-ionized state, the virtual space
comprises an ordinary unoccupied orbital av and an unoccupied
core orbital ac. The convergence difficulty in solving CCSD
amplitude equations for a core-ionized state arises from double

excitations of the type ayaca
y
bv
ajai involving the unoccupied core

orbital ac. Since ac has a lower orbital energy than valence
occupied orbitals, the denominators |ej + ei � eac

� ebv
| may be

very small. This leads to unphysical large cluster amplitudes and
hence divergence of CCSD amplitude equations. A variety of CVS
conditions have been proposed to solve this divergence problem
for DCC calculations.37,80,81 In Section II.A, we discuss a revised
version of the CVS condition for the DCC calculations of
core-ionization energies used in the present study. Another
computational challenge in accurate calculations of core-
ionization energies is to treat relativistic effects accurately. In
Section II.B, we present the methods for treating relativistic
effects focusing on high-level relativistic corrections.

A. A revised CVS condition for DCC

The basic physical idea of core valence separation (CVS) is
to exploit the locality of core holes to decouple targeted core-
ionized states from high-lying valence continuum states
without a significant loss of accuracy. A mathematical condition
for CVS in DCC calculations involves excluding small denominators
|ej + ei� eac

� ebv
| in solving CCSD amplitude equations for core-

ionized states. In our previous work, we have adopted a simple
CVS scheme that freezes the vacant core orbital in solution of
CCSD amplitude equations.80 This scheme will be denoted as
CVS0 in the following discussions. The CVS0 scheme avoids
convergence difficulties and has been shown to provide
accurate chemical shifts of core-ionization energies of second-
row elements. Since the exclusion of the vacant core orbitals
tends to underestimate the correlation energy of the
core-ionized state, the CVS0 scheme tends to overestimate
core-ionization energies. We have used a correction scheme
to obtain accurate absolute core-ionization energies. Here, we
have performed CCSD calculations for the core-ionized states
excluding excitations having denominators below a given
threshold. The differences between these calculations and the
CVS0 calculations are obtained as the corrections to the CVS0
approximation. These corrections typically amount to 0.2–
0.5 eV for second-row elements. CVS0–DCCSD(T) calculations
augmented with these corrections have been shown to provide
highly accurate absolute values for K-edge core-ionization
energies of second-row elements.80 On the other hand, the
computed results converge well with respect to the values of
threshold only when using small basis sets. Although such
calculations using triple-zeta basis sets provide good results, it
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is desirable to have an approach free from working with
thresholds.

Matthews has recently developed a CVS variant for DCC
calculations,37 hereafter referred to as CVS(M). Instead of

freezing all double excitations of the type ayaca
y
bajai, the

CVS(M) scheme only freezes ayaca
y
bajai excitations with the

orbital energies of the orbital i and j both higher than that of

the orbital ac. Namely, the CVS(M) scheme retains ayaca
y
bajai-type

excitations, in which the orbital energy of the orbital i or j is
lower than that of the vacant core orbital ac. Note that, when ej

or ei is lower than eac
, the corresponding excitation ayaca

y
bajai

with a denominator |ej + ei � eac
� eb| is free from the small

denominator problem. The CVS(M) scheme has been demon-
strated to be an excellent numerical solution to the divergence
problem. In Table 1, we have summarized the CVS(M)-
DCCSD(T) results for the benchmark set of core-ionization
energies used in our previous study. The CVS(M)-DCCSD(T)
results agree very well with the CVS0-DCCSD(T) results aug-
mented with the corrections to the CVS0 approximation, with
the latter denoted as CVS0-DCCSD(T) + DCVS in the table.

Interestingly, the excellent agreement between the CVS(M)
and CVS0 + DCVS results indicates that, among double excita-
tions involving the vacant core orbital, only those excitations
correlating core orbitals lower than the vacant core orbital
make significant contributions to computed core-ionization
energies. An immediate question is about the physical origin
of this numerical observation, e.g., whether all deeper core
orbitals make equally important contributions. Since the
vacant core orbital is highly localized, it is logical to assume
that only the corresponding core orbital located at the same
atom contributes significantly. Therefore, we propose a revised
CVS condition aiming to improve our understanding. The

revised scheme retains ayaca
y
bajai-type excitations only when

the orbital i or j is in the same shell as ac. For example, for
calculations of K-edge core-ionization energies presented here,

we have included ayaca
y
bajai with ac being an ionized 1s a orbital

and i or j the corresponding 1s b orbital. Computed core-
ionization energies using the present revised CVS scheme are
summarized in the third column of Table 1 and denoted as
‘‘CVS’’ in the table. They are nearly indistinguishable from the
CVS(M) results. This verifies that the correlation contributions to
ionization energies from correlating the vacant core orbital indeed
arise mainly from the correlation of the corresponding core
orbital in the same shell. We have used the revised CVS scheme
in DCC calculations of third-row elements presented here.

B. High-level relativistic corrections

Since core electrons are located near the nuclei and move faster
than valence electrons, relativistic effects play an important role
in the accurate calculations of core-ionization energies. The
most rigorous treatment of relativistic effects in quantum
chemistry is offered by the four-component Dirac–Coulomb–
Breit (DCB) approach augmented with quantum electro-
dynamics (QED) effects (the DCB + QED approach).87 The DCB

approach employs the one-electron Dirac Hamiltonian together
with an electron–electron interaction V̂ij written as a sum of the
instantaneous Coulomb interaction V̂C

ij and the Breit term V̂B
ij

87

V̂ij = V̂C
ij + V̂B

ij, (3)

in which the Coulomb operator and the Breit term are given by

V̂
C

ij ¼
1

rij
; V̂

B

ij ¼ �
1

rij

âi � âj
2
þ ðâi � r̂ijÞðâj � r̂ijÞ

2rij2

� �
: (4)

Since the DCB approach is computationally demanding, practical
calculations often rely on more approximate approaches. The
present study has used a hierarchy of approximate relativistic
quantum-chemical methods including the four-component
Dirac–Coulomb (DC) approach,87 the spin-free DC (SFDC)
approach,88,89 and the spin-free exact two-component theory in
its one-electron variant (SFX2C-1e).84,85,90 Neglecting the Breit
term in the DCB approach leads to the DC approach. The SFDC
approach is obtained by performing a spin separation for the DC
approach. The SFX2C-1e scheme is obtained by performing
an X2C decoupling of the positronic and electronic degrees of
freedom for the SFDC Hamiltonian in its matrix representation.
The SFX2C-1e scheme has been shown to provide accurate treat-
ments of scalar-relativistic effects with computational costs nearly
identical to those of non-relativistic calculations. We thus have
carried out the SFX2C-1e calculations and augmented the SFX2C-
1e results with corrections to recover the accuracy of the DCB +
QED approach. These corrections are denoted as high-level
relativistic (HLR) corrections in our discussion. Following the
hierarchy of relativistic quantum-chemical methods described

Table 1 K-edge core-ionization energies (in eV) of second-row elements
in bold letters marked with a star. The deviation of ionization energies with
respect to experimental values is enclosed in parentheses. Scalar-
relativistic effects have been taken into account using the spin-free exact
two-component theory in its one-electron variant. All the results are the
estimate of the basis set limit obtained by the extrapolation of cc-pCVXZ
(X = T, Q, 5)

CVS0-DCCSD(T)
+ DCVS80

CVS(M)-
DCCSD(T)37

CVS-
DCCSD(T) Experiment107

C*O 296.35 (0.14) 296.35 (0.14) 296.35 (0.14) 296.21
CO* 542.64 (0.09) 542.65 (0.10) 542.65 (0.10) 542.55
F�2 696.80 (0.11) 696.83 (0.14) 696.83 (0.14) 696.69
HF* 694.45 (0.22) 694.48 (0.25) 694.48 (0.25) 694.23
N�2 410.01 (0.03) 410.02 (0.04) 410.02 (0.04) 409.98
C*H4 290.79 (�0.12) 290.77 (�0.14) 290.77 (�0.14) 290.91
H2O* 540.00 (0.10) 540.01 (0.11) 540.01 (0.11) 539.90
C*H2O 294.54 (0.07) 294.53 (0.06) 294.53 (0.06) 294.47
CH2O* 539.51 (0.03) 539.52 (0.04) 539.52 (0.04) 539.48
C�2H2 291.31 (0.17) 291.31 (0.17) 291.31 (0.17) 291.14
C�2H4 290.81 (�0.01) 290.80 (�0.02) 290.80 (�0.02) 290.82
C*O2 297.79 (0.10) 297.78 (0.09) 297.78 (0.09) 297.69
CO�2 541.40 (0.06) 541.41 (0.07) 541.41 (0.07) 541.34
NNO* 541.63 (0.21) 541.65 (0.23) 541.65 (0.23) 541.42
NN*O 412.81 (0.22) 412.81 (0.22) 412.81 (0.22) 412.59
N*NO 408.91 (0.20) 408.92 (0.21) 408.92 (0.21) 408.71
N*H3 405.67 (0.11) 405.67 (0.11) 405.67 (0.11) 405.56
HC*N 293.48 (0.08) 293.47 (0.07) 293.47 (0.07) 293.40
HCN* 406.86 (0.08) 406.86 (0.08) 406.86 (0.08) 406.78
C*H3OH 292.46 (0.03) 292.45 (0.02) 292.45 (0.02) 292.43
CH3O*H 539.18 (0.07) 539.19 (0.08) 539.19 (0.08) 539.11
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above, the HLR corrections contain the two-electron picture
change (2e-pc) correction computed as the difference between
the SFDC and SFX2C-1e results, spin–orbit (SO) correction as the
difference between the DC and SFDC results, the contribution
from the Breit term obtained as the difference between the DCB
and DC results, and the QED correction.

Our previous work has shown that the SFX2C-1e scheme
provides sufficiently accurate treatment of relativistic effects for
high accuracy calculations of core-ionization energies of
second-row elements.80 The work by Southworth et al.86 has
demonstrated that high-level relativistic corrections make
significant contributions to 1s ionization energies of Kr and
Xe; e.g., they contribute �24 eV and �93 eV to the Kr and Xe 1s
ionization energies, respectively. It is thus important to inves-
tigate their contributions to the 1s core-ionization energies of
third-row elements when aiming at high accuracy. We have
obtained the 2e-pc, SO, and Gaunt-term contributions to core
ionization energies as the corresponding corrections to 1s
orbital energies and also from equation-of-motion coupled-
cluster singles and doubles (EOM-CCSD)91,92 calculations.
These two approaches have produced HLR corrections in close
agreement with each other, indicating that the coupling of
these HLR effects with an electron correlation and wave func-
tion relaxation plays a minor role in the calculations of core
ionization energies. The work by Southworth et al. has shown
that the 2e-pc correction for the 1s ionization energy of XeF2 is
almost identical to that for the Xe atom. We have performed
atomic and molecular calculations for 2e-pc, SO, and Breit-term
contributions and have found that these corrections are also
largely transferable from atoms to molecules. These results are
documented in the ESI.† Therefore, in the present study, we
have used the HLR corrections to the 1s orbital energies of the
Si, P, S, and Cl atoms obtained from atomic calculations using
spherically averaged occupation numbers as the corresponding
HLR corrections to molecular 1s ionization energies.

We have also estimated the QED corrections to 1s core
ionization energies using the corresponding corrections to
atomic orbital energies. Kozioł and Aucar93 have calculated
QED corrections to atomic 1s orbital energies including
vacuum-polarization and self-energy contributions and fit the
results (in Hartree) into a function of the nuclear charge Z

e(Z) = a � Zb, (5)

with a and b taking the values of 8.020 � 10�7 and 3.607,
respectively. We have adopted this expression in the present
estimate of QED corrections.

III. Computational details

All calculations presented here have been performed using the
CFOUR program package.89,90,94–96 The benchmark set com-
prises 15 K-edge core-ionization energies of third-row elements
including silicon 1s ionization energies in SiH4 and SiCl4,
phosphorus 1s ionization energies in PH3, PCl3, POF3, PSF33,
PF3, and PF5, sulfur 1s ionization energies in OCS, CS2, SF6,

H2S, and SO2, and chlorine 1s ionization energies in HCl and Cl2.
The structures of these molecules have been calculated at the
SFX2C-1e-CCSD(T) level using correlation-consistent polarized
core-valence triple-zeta (cc-pCVTZ) basis sets97,98 recontracted
for the SFX2C-1e scheme (available on https://www.cfour.de).
These structures in Cartesian coordinates are summarized in the
ESI.†

Basis-set effects on computed core-ionization energies are
studied in Section IV.A. We have performed calculations of
core-ionization energies using SFX2C-1e recontracted cc-pVXZ
and cc-pCVXZ (X = T, Q, 5) basis sets and also the fully
uncontracted versions cc-pVXZ-unc and cc-pCVXZ-unc (X = T,
Q, 5). Inspired by the work in the literature,61,99,100 we have also
studied a hybrid scheme using cc-pCVXZ-unc basis sets for the
target atom and the cc-pVXZ basis sets for the other atoms. This
hybrid approach is denoted as cc-pCVXZ-unc* (X = T, Q, 5).
Contributions of the electron correlation are presented and dis-
cussed in Section IV.2. We have obtained electron-correlation
contributions using the DCCSD101 and DCCSD(T)102 methods.

High-level relativistic corrections, i.e., those beyond the
SFX2C-1e scheme, are studied in Section IV.2. In these calcula-
tions, the corrections to the targeted 1s ionization energies
have been approximated using the corresponding corrections
to the atomic 1s orbital energies, since these corrections are of
atomic characteristic and the coupling between these relativis-
tic corrections and correlations is small. In the ESI,† we show
that their corrections to the molecular 1s orbital energies are
essentially indistinguishable from the atomic ones. We have
obtained the corrections to the atomic orbital energies using
atomic Hartree–Fock (HF) calculations with spherically averaged
occupation numbers using uncontracted ANO-RCC (ANO-RCC-
unc)103,104 basis sets. 2e-pc Corrections have been obtained as
the difference between the atomic SFDC and SFX2C-1e results,
the spin–orbit correction as the difference between the atomic
DC and SFDC results, and the contributions of the Breit terms as
the difference between the atomic DCB and DC results. The
atomic calculations have been performed using an efficient
implementation of atomic HF calculations within the CFOUR
program package for constructing atomic mean-field spin–orbit
integrals. The details for this implementation will be published
elsewhere. The QED corrections to the 1s orbital energies have been
taken from the work by Kozioł and Aucar as given in eqn (5).93

IV. Results and discussion

In this section, we present the benchmark DCC calculations of
K-edge core-ionization energies of third-row elements with a
careful study of basis-set effects, electron-correlation contributions,
and high-level relativistic (HLR) corrections. The best DCC results
are shown to be essentially quantitative; the maximum deviation of
the SFX2C-1e-CVS-DCCSD(T) results with HLR corrections with
respect to experimental values is less than 0.5 eV. Thus, the
computational protocol presented here is a promising candidate
for the accurate prediction of core-ionization energies of third-row
elements.
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A. Basis-set effects

The CVS-DCCSD(T) values for K-edge core-ionization energies
computed using a variety of basis sets are summarized in
Table 2. The standard correlation-consistent triple-z basis sets
(cc-pVTZ) overestimate core-ionization energies by around
10 eV compared with calculations using the uncontracted basis
sets. Note that the contraction coefficients of the cc-pVXZ sets
have been obtained from the atomic calculations of the neutral
atom with spherically averaged occupation numbers. Thus,
they describe core orbitals in molecules without a core hole
better than those in core-ionized states, in which the presence
of the core hole induces significant relaxation of the wave
function, especially core orbitals. For example, the difference
between HF/cc-pVTZ and HF/cc-pVTZ-unc energies is only
0.002 eV for the neutral HCl molecule but amounts to as large
as 10.2 eV for the core-ionized state of HCl. The inclusion of
core-correlation functions can effectively improve the descrip-
tion of this relaxation. The cc-pCVTZ results improve signifi-
cantly over the cc-pVTZ results. For second-row elements, we
have found the cc-pCVXZ basis sets to be as accurate as the
corresponding fully uncontracted cc-pCVXZ-unc basis sets.
However, for third-row elements, the results obtained using
cc-pCVXZ basis sets still differ from the cc-pCVXZ-unc results
by 0.3–0.8 eV. Note that the uncontracted cc-pVXZ basis sets
contain steep low angular momentum functions that can serve
as the core-correlation functions. The difference between
cc-pVXZ-unc and cc-pCVXZ-unc thus lies in the high angular
momentum core-correlation functions. For example, the
cc-pCVTZ-unc basis set for Cl has in addition two core-
correlating d-type and one core-correlating f-type functions
compared with the cc-pVTZ-unc set. This is a relatively minor
effect and contributes around 0.1–0.3 eV to computed core-
ionization energies.

Since the core hole is highly localized and induces wave
function relaxation for the targeted atom, it is only necessary to
use uncontracted basis sets for the targeted atom. Therefore,
we also use a hybrid scheme,61,99,100 in which we use uncon-
tracted cc-pCVTZ basis sets on targeted atoms and standard
cc-pVXZ basis sets on the other atoms. This hybrid approach is
denoted as cc-pCVXZ-unc* and is significantly more efficient

than using cc-pCVXZ-unc basis sets. For example, the cc-
pCVTZ-unc* scheme has 186 basis functions for a calculation
of PCl3, to be compared with 336 basis functions when using
the cc-pCVTZ-unc basis sets for all atoms. As shown in Table 2,
the cc-pCVTZ-unc* results agree very well with the results
obtained using cc-pCVTZ-unc basis sets for all the atoms.

We have also studied basis-set effects by extending the
cardinal number of the basis sets. Table 3 shows the computed
core-ionization energies using cc-pCVXZ-unc* with X = T, Q,
and 5. The ionization energies tend to decrease with
the enlargement of basis sets. The difference between the
cc-pCVTZ-unc* and cc-pCV5Z-unc* results is less than 0.2 eV.
Therefore, the contributions of core-correlation functions using
uncontracted basis sets on target atoms are more pronounced
than the variation of the results with the increase of the
cardinal number of basis sets. We will use the cc-pCVTZ-unc*
scheme in the following calculations.

B. Electron-correlation and high-level relativistic
contributions

As shown in Table 4, electron-correlation contributions are
represented as the differences between the DHF and
DCCSD(T) results. Our previous work on second-row elements
has shown that the electron correlation contributes a small
fraction of the total core-ionization energies, but makes sig-
nificant contributions to chemical shifts of core-ionization
energies, i.e., relative shifts of core ionization energies because
of the chemical environment.80 We have seen similar electron-
correlation effects for core-ionization energies of third-row
elements. The electron correlation contributes up to 1 eV for
absolute values, while it plays an important role in the accurate
calculations of chemical shifts. For example, the relative shifts
of sulfur 1s ionization energies in CS2 and SO2 are calculated to
be 6.82 eV at the DHF level and 5.52 eV at the DCCSD(T) level.
Triple corrections [the differences between DCCSD(T) and
DCCSD results] contribute up to 0.3 eV. Therefore, it is logical
to expect the contributions from higher-level excitations to be
smaller. Thus, CVS-DCCSD(T) is expected to provide the accu-
rate treatment of the electron correlation in the practical

Table 2 DCCSD(T) values for the K-edge core-ionization energies (in eV)
of the atoms in bold letters marked with a star. ‘‘-unc’’ refers to uncon-
tracted basis sets. The column ‘‘cc-pCVTZ-unc*’’ presents the results
obtained using the uncontracted cc-pCVTZ basis sets on the targeted
atoms and the standard cc-pVTZ basis sets on the other atoms. Scalar-
relativistic effects have been taken into account using the spin-free exact
two-component theory in its one-electron variant

cc-pVTZ cc-pVTZ-unc cc-pCVTZ cc-pCVTZ-unc cc-pCVTZ-unc*

Si*H4 1854.24 1848.07 1847.59 1848.00 1847.99
P*H3 2160.06 2151.97 2151.52 2151.91 2151.91
H2S* 2488.96 2479.74 2480.26 2479.67 2479.67
CS�2 2488.57 2479.33 2480.04 2479.25 2479.25
S*O2 2494.20 2485.01 2485.24 2484.78 2484.77
HCl* 2841.59 2831.71 2831.32 2831.64 2831.64
Cl�2 2842.13 2832.18 2831.80 2832.11 2832.11

Table 3 DCCSD(T) values for the K-edge core-ionization energies (in eV)
of the atoms in bold letters marked with a star. The columns ‘‘cc-pCVXZ-
unc*’’ (X = T, Q, 5) present the results obtained using uncontracted
cc-pCVXZ basis sets on the targeted atoms and standard cc-pVXZ basis
sets on the other atoms. Scalar-relativistic effects have been taken into
account using the spin-free exact two-component theory in its one-
electron variant

cc-pCVTZ-unc* cc-pCVQZ-unc* cc-pCV5Z-unc*

Si*H4 1847.99 1847.82 1847.83
P*H3 2151.91 2151.78 2151.78
H2S* 2479.67 2479.54 2479.54
CS�2 2479.25 2479.14 2479.15
S*O2 2484.77 2484.68 2484.72
HCl* 2831.64 2831.54 2831.55
Cl�2 2832.11 2832.04 2832.06
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calculations of the core-ionization energies of third-row
elements.

An investigation of the electron-correlation and wave func-
tion relaxation contributions to HLR corrections including the
2e-pc, SO, and Gaunt-term corrections to core ionization ener-
gies are summarized in Table 5. The column ‘‘Koopmans’’
presents the corrections to orbital energies. They are in close
agreement with the corresponding EOM-CCSD values with
deviations below 0.015 eV. The coupling of these HLR correc-
tions with the electron correlation and wave function relaxation
thus does not play a significant role in present calculations. We
use the corrections to 1s orbital energies in the rest of the
present study. These results also support the use of the HLR
corrections to orbital energies as corrections to core ionization
energies being independently carried out in ref. 63. The high-
level relativistic corrections to 1s ionization energies of Si, P, S
and Cl atoms are summarized in Table 6. The two-electron
picture change corrections and the differences between the
SFDC and SFX2C-1e results increase these ionization energies
by 0.4–0.8 eV. The spin–orbit corrections play a relatively minor
role and amount to less than 0.01 eV. The contributions from the
Breit interaction decrease these K-edge core-ionization energies
by 1.0–1.8 eV. The QED corrections are smaller in magnitude and
amount to �0.3 to �0.6 eV. The total high-level relativistic
corrections to the 1s ionization energies of Si, P, S and Cl
amount to �0.80, �1.02, �1.28 and �1.59 eV, respectively. Note
that the high-level relativistic corrections increase rapidly with
respect to the nuclear charge; the corrections to chlorine are

around twice the values for silicon. It is important to consider
high-level relativistic corrections to obtain the accurate absolute
values of the core-ionization energies of third-row elements.

C. Comparison with the experiment

Comparison with experimental values shows that the SFX2C-1e-
DCCSD(T)/cc-pCVTZ-unc* results in Table 7 consistently over-
estimate the core-ionization energies of third-row elements by
around 1 eV, because of the neglect of high-level relativistic
corrections. Adding high-level relativistic corrections to SFX2C-
1e-DCCSD(T)/cc-pCVTZ-unc* results provides computational
results in excellent agreement with experimental values; the
maximum deviation of the SFX2C-1e-DCCSD(T)/cc-pCVTZ-unc*
+ HLR results in Table 7 from the corresponding experimental
values is 0.3 eV. This is consistent with the error estimate in the
previous subsections that the errors in the treatment of basis-
set effects and electron correlation contributions are both
below 0.2 eV. SFX2C-1e-DCCSD(T) calculations augmented with
HLR corrections thus have the potential of providing accurate
predictions for the K-edge core-ionization energies of third-row
elements.

Let us take a close look at a discrepancy between two
experimental results for the sulfur 1s ionization energies of

Table 4 DHF, DCCSD, and DCCSD(T) values for the K-edge core-
ionization energies (in eV) of the atoms in bold letters marked with a star.
The cc-pCVTZ-unc* basis sets have been used here. Scalar-relativistic
effects have been taken into account using the spin-free exact two-
component theory in its one-electron variant

DHF DCCSD DDCCSD(T)

Si*H4 1847.69 1848.03 1847.99
P*H3 2151.64 2151.93 2151.91
H2S* 2479.24 2479.66 2479.67
CS�2 2478.82 2479.21 2479.25
S*O2 2485.64 2485.08 2484.77
HCl* 2831.11 2831.62 2831.64
Cl�2 2831.53 2832.08 2832.11

Table 5 High-level relativistic (HLR) corrections (in eV) to 1s ionization
energies using the corrections to the 1s orbital energies (the columns
‘‘Koopmans’’) and at the EOM-CCSD/ANO-RCC-unc level (the columns
‘‘EOM-CCSD’’)

Two electron
picture change Spin–orbit coupling Gaunt term

Koopmans EOM-CCSD Koopmans
EOM-
CCSD Koopmans

EOM-
CCSD

Si*H4 0.451 0.455 �0.001 �0.001 �0.946 �0.937
P*H3 0.562 0.568 �0.002 �0.002 �1.228 �1.217
H2S* 0.691 0.698 �0.004 �0.004 �1.532 �1.520
S*O2 0.691 0.698 �0.004 �0.004 �1.535 �1.523
HCl* 0.839 0.848 �0.005 �0.005 �1.885 �1.872
Cl�2 0.839 0.834 �0.005 �0.006 �1.889 �1.883

Table 6 High-level relativistic (HLR) corrections (in eV) to the K-edge
core-ionization energies of Si, P, S and Cl atoms computed as the
corresponding corrections to 1s orbital energies using the uncontracted
ANO-RCC (ANO-RCC-unc) basis sets

Si P S Cl

Two-electron picture change 0.451 0.563 0.692 0.839
Spin–orbit coupling �0.002 �0.002 �0.003 �0.005
Breit term �0.950 �1.198 �1.488 �1.823
QED effects �0.297 �0.381 �0.481 �0.599

Total DHLR �0.798 �1.019 �1.280 �1.588

Table 7 SFX2C-1e-DCCSD(T)/cc-pCVTZ-unc* values for the K-edge
core-ionization energies (in eV) of the atoms in bold letters marked with
a star. DHLR includes contributions from two-electron picture-change
effects, the Breit term, and QED effects. The deviation of computed
ionization energies with respect to experimental values is enclosed in
parentheses

SFX2C-1e-DCCSD(T)
SFX2C-1e-DCCSD(T)
+ DHLR Experiment105,107–109

Si*H4 1848.0 (1.0) 1847.2 (0.2) 1847.0
Si*Cl4 1851.5 (0.9) 1850.7 (0.1) 1850.6
P*H3 2151.9 (1.0) 2150.9 (0.0) 2150.9
P*Cl3 2155.0 (0.9) 2154.0 (�0.1) 2154.2
P*OF3 2158.9 (1.1) 2157.9 (0.1) 2157.8
P*SF3 2158.2 (1.1) 2157.1 (0.1) 2157.1
P*F3 2157.3 (1.0) 2156.3 (0.0) 2156.4
P*F5 2160.5 (1.1) 2159.5 (0.1) 2159.4
OCS* 2480.0 (1.3) 2478.7 (0.0) 2478.7
Cl�2 2479.2 (1.1) 2478.0 (�0.1) 2478.1
S*F6 2491.3 (1.2) 2490.0 (�0.1) 2490.1
H2S* 2479.7 (1.2) 2478.4 (�0.1) 2478.5
S*O2 2484.8 (1.1) 2483.5 (�0.2) 2483.7
HCl* 2831.6 (1.9) 2830.1 (0.3) 2829.8
Cl�2 2832.1 (1.8) 2830.5 (0.3) 2830.2
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the OCS molecule.105,106 As shown in Table 8, two measured
values for the sulfur 1s ionization energies of OCS differ by
1.6 eV. Our computed result agrees well with the experimental
result in ref. 105, while the difference between the computed
value and the measured one in ref. 106 amounts to 1.6 eV and
exceeds the estimated error of the computational approach.
The measurement in ref. 105 derived core-ionization energies
by analyzing the X-ray absorption spectrum. No error bar for the
position of the derived ionization edge was given. The experi-
mental study in ref. 106 directly measured the binding energy
by photoelectron spectroscopy. The accuracy of binding
energies depends on the accurate knowledge of the X-ray
energy, kinetic energy offsets of the electron spectrometer,
and the resolution of both the X-rays and electron spectro-
meter. This experimental measurement did not specify an error
bar either. Therefore, it is suggested to revisit experimental
measurements for this core-ionization energy. In addition, the
computed result for the chlorine 1s ionization energy of SiCl4

differs from the experimental result in the measurement in ref.
106 by around 1 eV. This discrepancy also suggests a revisita-
tion of experimental measurements for the Cl 1s ionization
energy of SiCl4.

Accurate core-ionization energies computed here might also
serve to benchmark more approximate treatments of the elec-
tron correlation and/or relativistic effects and to guide the
improvement of more approximate treatments. For example,
Cunha et al. have performed calculations for the 1s ionization
energies of third-row elements by orbital optimized density
functional theory (OO-DFT),63 in which relativistic effects have
been treated using the SFX2C-1e scheme. The SFX2C-1e-OO-
DFT calculations provide chemical shifts of K-edge core-
ionization energies in excellent agreement with experimental
values. Concerning absolute values, Cunha et al. have found
that the use of the SCAN0 functional having a 25% Hartree–
Fock exchange in SFX2C-1e calculations tends to overestimate
these core-ionization energies. On the other hand, as we have
shown in the present study, the high-level relativistic corrections
amount to �1.0 to �1.8 eV for the core-ionization energies of
these elements. Augmentation of the OO-DFT/SCAN0 results
with high-level relativistic corrections shows that the SCAN0
functional actually tends to underestimate the core-ionization
energies, while it represents the closest agreement with experi-
mental results among the functionals used in ref. 63. This
merely serves as an example of the usefulness of including
HLR corrections in benchmark studies. A thorough OO-DFT

study with the inclusion of HLR effects might be useful to
identify the best functionals and understand the performance
of various functionals.

V. Conclusions

Benchmark DCC calculations of K-edge core-ionization
energies of third-row elements Si, P, S and Cl using a revised
CVS condition with thorough analyses of the basis set, electron-
correlation, and high-level relativistic effects are presented.
A study of the revised CVS condition has shown that the
contributions involving the vacant core orbital to the ionization
energy mainly come from the correlation of the corresponding
core orbital in the same shell. Basis-set effects have been
demonstrated to be important; it is necessary to use uncon-
tracted basis sets for targeted atoms in the accurate calculations
of core-ionization energies of third-row elements. Furthermore,
the use of uncontracted cc-pCVTZ basis sets for targeted atoms
and cc-pVTZ sets for the other atoms appears to be an efficient
and accurate alternative to the use of uncontracted basis sets for
all atoms. The high-level relativistic corrections amount from
�0.8 eV to �1.6 eV for Si, P, S, and Cl K-edge core-ionization
energies. SFX2C-1e-CVS-DCCSD(T)/cc-pCVTZ-unc* calculations
augmented with high-level relativistic corrections can provide
highly accurate K-edge core-ionization energies of third-row
elements with deviations from experimental values of lower than
0.5 eV.
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Table 8 SFX2C-1e-DCCSD(T) + DHLR values for the K-edge core-
ionization energies (in eV) of the atoms in bold letters marked with a star
compared with experimental values

Exp.106 Exp.105,107–109 DCCSD(T)/cc-pCVTZ-unc* + DHLR

Si*H4 1847.1 1847.0 1847.2
Si*Cl4 1850.9 1850.6 1850.7
OCS* 2480.3 2478.7 2478.7
CS�2 2477.8 2478.1 2478.0
S*F6 2490.3 2490.1 2490.0
SiCl�4 2830.4 — 2829.3
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version, see http://www.cfour.de.

95 D. A. Matthews, L. Cheng, M. E. Harding, F. Lipparini,
S. Stopkowicz, T.-C. Jagau, P. G. Szalay, J. Gauss and
J. F. Stanton, J. Chem. Phys., 2020, 152, 214108.

96 J. F. Stanton, J. Gauss, J. D. Watts and R. J. Bartlett, J. Chem.
Phys., 1991, 94, 4334–4345.

97 T. H. Dunning, J. Chem. Phys., 1989, 90, 1007–1023.
98 D. E. Woon and T. H. Dunning, J. Chem. Phys., 1995, 103,

4572–4585.
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