Understanding specific ion effects and the Hofmeister series†
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Specific ion effects (SIE), encompassing the Hofmeister Series, have been known for more than 130 years since Hofmeister and Lewith’s foundational work. SIEs are ubiquitous and are observed across the medical, biological, chemical and industrial sciences. Nevertheless, no general predictive theory has yet been able to explain ion specificity across these fields; it remains impossible to predict when, how, and to what magnitude, a SIE will be observed. In part, this is due to the complexity of real systems in which ions, counterions, solvents and cosolutes all play varying roles, which give rise to anomalies and reversals in anticipated SIEs. Herein we review the historical explanations for SIE in water and the key ion properties that have been attributed to them. Systems where the Hofmeister series is perturbed or reversed are explored, as is the behaviour of ions at the liquid–vapour interface. We discuss SIEs in mixed electrolytes, nonaqueous solvents, and in highly concentrated electrolyte solutions – exciting frontiers in this field with particular relevance to biological and electrochemical applications. We conclude the perspective by summarising the challenges and opportunities facing this SIE research that highlight potential pathways towards a general predictive theory of SIE.
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1. Introduction

The presence of ions in a solution has a direct effect on its physicochemical properties. Electrolytes, encompassing acids, bases and salts, are key components in myriad contexts: cleaning agents, fertilisers, batteries and broader geophysical phenomena. Even life itself runs on electrolytes, which stabilise and regulate proteins, enzymes and cells, as well as balance acidity levels and fluid retention. In the majority of these applications, the electrolyte’s effect is dependent not only on the ions’ charges or concentrations, as suggested by widely-used theories (e.g. Debye–Hückel theory), but also on their identity. For example, KF is poisonous to humans, whilst KI is used to treat hypothyroidism; clearly the identity of the anion matters here. Such phenomena, in which the ion’s identity is intrinsic to its effect on the properties of a system, are collectively known as specific ion effects (SIEs). Specific ion effects are the rule, rather than the exception.

SIEs were first systematically studied by Lewith and Hofmeister in the period 1887–1891, who found a consistent ordering of ions’ abilities to precipitate proteins from blood serum and hen egg white in aqueous solutions:

\[
\begin{align*}
\text{Anions: } & C_4H_4O_6^2^- > SO_4^{2-} > HPO_4^{2-} > C_2H_3O_2CO_3^{3-} > CH_3CO_2^- > HCO_3^- > CrO_4^{2-} > Cl^- > NO_3^- > ClO_3^- \\
\text{Cations: } & Li^+ > K^+ > Na^+ > NH_4^+ > Mg^{2+}
\end{align*}
\]

‘>’ implies a stronger ability to precipitate the protein (known as salting-out) and therefore lower “concentration” (in cation molar concentration; Fig. S1–S3, ESI†) required. This order has (perhaps erroneously) been set in stone for the anions on a
commemorative plaque at Charles University in Prague. SIE following the same or a very similar order have since been observed in various biological, polymer, and non-aqueous systems, and has become commonly known as the Hofmeister series. However, there are as many reports (if not more) of SIEs that deviate from the Hofmeister series, but are nevertheless still given the same label. The Lyotropic series (based on the heat of hydration of ions), although invariant in order, has also been used interchangeably with the Hofmeister series, due to the similarity of their orderings as shown in Fig. 1. While SIE in many contexts may share similar underlying mechanisms to those in Hofmeister’s original precipitation experiments, subtle physicochemical differences induce marked deviations from Hofmeister’s original ordering. Many of these deviations are either ignored or lack a comprehensive explanation, and hence we still do not fully understand the origins of SIEs. Fig. 1 also shows that, although the Hofmeister series may often be used post hoc as a qualitative label to explain observations, it cannot be used a priori to make quantitative predictions of SIEs. Such a predictor remains a ‘holy-grail’ in this field of research.

There are many curious disconnects between the SIE field and the broader chemical and physiological literature. For instance, Pearson’s hard and soft acids and bases (HSAB) theory has many parallels with the Hofmeister series, yet is rarely discussed in the context of SIE despite having arguably stronger theoretical foundations. Similarly, the work of Wright and Diamond is often overlooked by the field, despite its sound theoretical discussions on potential origins of SIEs in terms of electrostatic and competitive interactions.

This perspective aims to review recent advances in our theoretical understanding of SIEs and summarise the current challenges facing this fundamentally important field of research. SIEs are commonly attributed solely to the anion or cation, with disregard for the presence of a counterion. We address the underlying mechanisms to those in Hofmeister’s original pre-
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shortcomings of this assumption in this perspective, and recount historical explanations, theoretical treatments, and correlations between SIEs and ionic properties in Section 2. However, SIEs are clearly counterion-dependent and are known to be responsible for deviations and even reversals in Hofmeister trends.\textsuperscript{33,44,45} Counterions must be considered explicitly if SIE are to be understood completely. Counterion-induced deviations, and those caused by other relevant physicochemical conditions, are therefore discussed in Section 3. Many SIEs occur at an interface, meaning that the synergies between SIEs and interfacial structure/properties must be elucidated carefully, if SIEs are to be fully understood; we discuss recent advances in this respect in Section 4. The complexity of SIEs is compounded in mixed-salt systems (of particular relevance to SIEs in biochemical contexts), and so we examine the manifestation of SIEs in mixed salt systems in Section 5. The fact that SIEs occur not only in water, but in nonaqueous solvents as well suggests that SIEs occur fundamentally due to some inherent property of ions themselves that is apparently modulated by the solvent environment. With this in mind, we discuss recent advances concerning nonaqueous SIEs in Section 6. The electrostatic environments in concentrated electrolytes differ fundamentally from weak electrolytes, for instance, by exhibiting variable electrostatic decay lengths. Recent investigations have demonstrated this phenomenon to be ion specific and so Section 7 reviews recent progress in this respect. Finally, we

Fig. 1 The Hofmeister series versus its deviations (with the latter indicated by individual boxes). The top(anions)/bottom(cations) end of this series, historically called kosmotropes, generally precipitate proteins from (aqueous) solution. The bottom(anions)/top(cations) ions are historically called chaotropes, which generally solubilise proteins.\textsuperscript{41} We prefer the terms charge diffuse ions and charge dense ions over chaotrope and kosmotrope respectively. Reprinted with permission from ref. 41 and 47 with permission from Elsevier, copyright 2017.
summarise the recent progress and current challenges for the field in Section 8.

At this point it is also important to make our conventions in terminology clear. In the manner of Mazzini and Craig,\textsuperscript{41} we will use the phrase “specific ion effect” (or SIE) in reference to any physicochemical phenomenon that depends on the identity of the ion. A Hofmeister effect or series refers to a SIE that conforms to the original ion ordering reported by Hofmeister, above (either whole, or with few exceptions). A reverse Hofmeister effect or series refers to a SIE that occurs in the opposite order to that reported by Hofmeister. Similarly, Lyotropic effects or series are those that are consistent with the conventional ordering of the Lyotropic series (either whole, or in part) and the label ‘reverse’ is used in the same manner here.\textsuperscript{56} When discussing general interactions between an ion and a dissolved protein, polymer, surface or other chemical species, the term cosolute is used to address these moieties.

2. Aqueous specific ion effects

2.1. Historical explanations

The genesis of the Hofmeister effect was Hofmeister’s own experiments concerning the solubility of egg proteins in aqueous electrolyte solutions.\textsuperscript{31,32} Two key observations from these original experiments have had far-reaching consequence. Firstly, given the timescale over which the effects were observed by Hofmeister and Lewith (several hours or days in some circumstances), it is likely they are thermodynamic in origin (as opposed to kinetic). Secondly, trends in an ions’ abilities to precipitate five different solutes were consistent, suggesting that the effect was general. Indeed, Hofmeister effects are known to influence myriad phenomena, including surface tension,\textsuperscript{51} zeta potentials,\textsuperscript{52} buffers,\textsuperscript{53} upper and lower critical solution temperatures (UCSTs and LCSTs respectively) of thermoresponsive polymers,\textsuperscript{36,54–56} ion-binding to proteins\textsuperscript{37} and membranes,\textsuperscript{58} transport across membranes,\textsuperscript{59} molecular forces,\textsuperscript{60,61} electrolyte viscosity,\textsuperscript{62–66} enzyme activity,\textsuperscript{16–27} bacterial growth,\textsuperscript{67} bubble stability,\textsuperscript{14} and others.\textsuperscript{62,65,68–75}

Hofmeister hypothesised\textsuperscript{32} that the behaviour of each ion derived from its capacity to adsorb water. On this basis, ions were subsequently categorised as kosmotropes (which are strongly hydrated, thereby bringing order to the solution) and chaotropes (which are weakly hydrated, thereby disrupting order in the solution), respectively. As shown in Fig. 1, the Hofmeister series orders ions from kosmotropes (highest anions, lowest cations) to chaotropes (lowest anions, highest cations). Kosmotropes precipitate (“salt-out”) proteins, while chaotropes solubilise (“salt-in”) proteins. However, despite the pervasive historical use of the kosmotrope and chaotrope terms, they are often misleading considering the relative standard molar entropies of many ions.\textsuperscript{45,66} We therefore prefer to use the terms ‘charge diffuse ion’ instead of chaotrope and ‘charge dense ion’ instead of kosmotrope. Salting-in and salting-out terms are also useful in regard to describing an ion’s impact on precipitation, yet are system dependent (Section 3), so require caution when used more generally. Similarly, as Fig. 1 indicates, the positions of ions on this scale are not invariant; they may change based on the system and the effect in question (the most common variations are indicated by the sliding boxes containing some ions in the series).

Various models and mechanisms have been proposed since Hofmeister’s initial ion–water adsorption model. Various cavity models\textsuperscript{75,76} have attempted to explain SIEs purely in terms of the ion’s influence on the solvent. These models are based on the work required to make a cavity in a liquid. On this basis, Melander and Horváth’s model\textsuperscript{75} explains salting-out behaviour in terms of ion surface tension increments, and a protein salting-out constant (which is a measure of a protein’s susceptibility to being salted out, related to the “hydrophobic” and electrostatic interactions). Pica and Graziano\textsuperscript{77,78} have used theories grounded in a solvent-excluded volume effect to describe the thermodynamics of poly(N-isopropylacrylamide) (pNiPAM) hydration. On the other hand, other models, such as Baldwin’s,\textsuperscript{79} hypothesised that ions precipitate proteins via interactions at nonpolar functional groups, while they salt-in proteins via interactions at peptide groups. In polymer systems, Rogers et al.\textsuperscript{80} have postulated that weakly hydrated ions preferentially bind to the centre of macromolecular chains where the solvation structure is most disrupted. A recognition that the counterion was important led Collins in 1997 to develop the Law of Matching Water Affinities (LMWA),\textsuperscript{81} which attempts to explain SIEs via the fact that associated ion pairs will preferentially form if they have similar absolute enthalpies of hydration (Fig. 2). Collins also considered the relationship between the charge density and observed Hofmeister effects. More recently, Lo Nostro and Ninham\textsuperscript{82} have posited that SIEs are the product of three key considerations:

i. Cation–anion pairing and their interactions with both cosolute and solvent molecules.

ii. “Local” interactions between the ion and the cosolute drive ions to adsorb specifically. Many-body quantum mechanical dispersion forces that are missing from standard theories can account for this. These and specific hydration are dependent on the dielectric properties of the ion, cosolutes and solvent.

iii. Concurrent phenomena allow anomalies such as reordering the series of ionic efficacy and series inversions.

Many investigations focus on ion–protein interactions in conjunction with ion–solvent interactions.\textsuperscript{79,81,83–95} Like Collins,\textsuperscript{81} later work has emphasised the importance of moving “Beyond Hofmeister” to overcome the limitations of separating the anion and the cation series.\textsuperscript{33}

2.2. Ion solvation in water

The local solvation environment around dissolved ions has long been hypothesised to be the origin of SIEs in aqueous electrolytes. Whilst ionic solvation structures have been studied extensively in this context, both experimental and theoretical approaches have revealed the aqueous solvation structure of ions to be deceptively complex. Neutron diffraction experiments\textsuperscript{86} have supported the now conventional explanation of the Hofmeister
effect for proteins, i.e. that salting-in or salting-out is caused by the competition between the dissolved salt and the protein for waters of hydration. Similarly, X-ray diffraction has indicated that water hydrogen bond strength changes upon NaCl dissolution.\textsuperscript{97} However, there is ongoing debate regarding the influence ions have on water’s native structure beyond their first solvation shell. A range of techniques indicate that ions do not significantly affect the water structure beyond their first solvation shell. These include femtosecond mid-infrared pump–probe spectroscopy,\textsuperscript{98} terahertz absorption spectroscopy,\textsuperscript{99} and molecular dynamics (MD)\textsuperscript{100} studies. On the other hand, alternate conclusions, viz. that well hydrated ions influence the structure of water well beyond the first solvation shell, were reached on the basis of femtosecond infrared spectroscopy.\textsuperscript{101} Neutron diffraction experiments\textsuperscript{102} also imply that ion solvation is not limited to a single solvation shell, with salts disordering the tetrahedral structure of water in a similar manner to changes in pressure and temperature. Quantum chemical molecular dynamics\textsuperscript{103} simulations indicate Na\textsuperscript{+} and Cl\textsuperscript{−} ions have distinct effects; while the disruption caused by Na\textsuperscript{+} is limited to the cation’s first solvation shell, Cl\textsuperscript{−} influences hydrogen bonding within the solvent over larger length scales. A potential caveat here is that the timescale of these simulations (~20 ps) is comparable to the estimated residence times of water molecules around these ions.\textsuperscript{104–106} The disruptions observed may therefore not truly reflect the ions’ effects on experimental timescales. Thus, the range over which an ion perturbs the structure of the solvent is still to be determined, and likely to be ion specific and concentration dependent (Sections 3.1 and 7).

Classical theories regarding salt interactions in aqueous solution, such as Born energies of solution and ion transfer,\textsuperscript{107,108} Debye–Hückel (DH) theory,\textsuperscript{109} and the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory of colloidal interaction,\textsuperscript{110–112} have been developed largely to account for deviations in ideality, rather than to explain SIEs. They therefore generally fail to account for such subtle structural effects, and have significant limitations.\textsuperscript{113} DH theory treats the electrostatic potential within an electrolyte solution via a linearisation of the Poisson–Boltzmann equation, and assumes that ions are non-polarisable point charges that undergo complete dissociation in a featureless, homogenous dielectric “solvent”. Whilst DH theory is often considered capable of only accounting for phenomena in dilute aqueous environments (<10\textsuperscript{−3} M), for long-range electrostatic interactions it is often adequate up to concentrations of ~0.5 M.\textsuperscript{114} The extended DH model of Stokes and Robinson,\textsuperscript{115} which includes a description of the ionic radius, is accurate up to ~0.1 M. Similarly, specific ion interaction theory was developed from DH theory to estimate single ion activity coefficients at even higher concentrations (~10 M) via interaction coefficients.\textsuperscript{116,117} The Pitzer Method\textsuperscript{118} has become an increasingly popular tool for determining the thermodynamic properties of electrolytes\textsuperscript{119–122} and is considered the best model for predicting ion activity coefficients to date.\textsuperscript{123,124} Nevertheless, it too is based on DH theory, although it also accounts for the hydrated size of individual ions and their short-range binary and ternary interactions via a virial expansion (thereby requiring additional empirical parameterisation). The necessity for additional empirical parameters at high concentration in DH theory arises ultimately from the rudimentary assumptions of DH theory itself. In fact, some authors\textsuperscript{125} contend that the early successes of DH theory, despite its assumptions, are responsible for our current poor understanding of electrolyte solutions at high concentrations. We discuss more advanced theoretical treatments of concentrated electrolyte solutions in Section 7. The fact that properties such as ion size, shape, polarisability and charge density are ignored in DH theory fundamentally limits its utility in the context of SIEs.

2.3. Correlations with electrolyte properties

The nature of an ion’s effect on a system is determined by the properties of the ion as well as the solute and solvent. In fact, the ubiquity of the Hofmeister series indicates that the properties of the ion are fundamental to its origin. Collins and
Washabaugh\textsuperscript{126} had listed 30 properties of salt solutions by 1985, which has since expanded, with many, such as ion size, polarisability and hydration free energy following Hofmeister trends to some extent.\textsuperscript{124,127,128} Variations and exceptions are frequent however, meaning well-defined Hofmeister ion parameters have not been well established. Leontidis\textsuperscript{129} covered these properties in a recent review, positing that the Hofmeister series originates from a combination of ionic charge distribution, size, shape, and hydrophobicity (Fig. 3). A study by Mazzini and Craig\textsuperscript{42} showed consistent trends for anions (Hofmeister series) and cations (reverse Lyotropic series) with respect to their electrostrictive volume in eleven different protic and aprotic solvents. This suggests ions alone exhibit a SIE series that is independent of the solvent; that is, there exists a fundamental SIE series. Investigations\textsuperscript{128,130–133} of the intermolecular forces\textsuperscript{134} driving SIEs have elucidated and aided the search for relevant ion properties. The discussion below considers the correlation of fundamental ion properties with observed SIEs.

### 2.3.1. Ion polarisability

Polarisability has been used as a direct correlator to experimental SIE on multiple occasions.\textsuperscript{19,25}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{The major ion properties (solid black box) linked to the effects studied widely (dashed black box) and sparsely (dotted grey box). Stickiness is a term to describe the ease at which an ion can lose or share their hydration shells, and therefore adhere to interfaces. It is resultant from a combination of ion hydration, complexation ability and surface polarity. Adapted from ref. 129 with permission from Elsevier, copyright 2017.}
\end{figure}
and correlations can be drawn between ion polarisabilities, ionic Gaussian radii and the ion ordering within the Hofmeister series. Parsons and Ninham\(^\text{135}\) calculated the hard sphere radii, static (and dynamic) polarisabilities and the Gaussian radii and volume of common ions reported in SIE. The Gaussian radius is a relevant property when explaining the Hofmeister series in terms of electron density, as it can be used for non-spherical ions. However, it is still limited in its consideration of the whole ion. Thus, the correlation between these ion properties and Hofmeister effects is most obvious for monatomic, monovalent ions. However, discrepancies appear when considering polyatomic ions such as acetate (CH\(_2\)COO\(^-\)). This is likely due to inclusion of the non-interacting methyl group in the Gaussian radius calculation making the Gaussian radius larger than those for neighbouring ions in the Hofmeister series. The interaction strength of acetate in solution remains primarily driven by the charge-dense carboxyl moiety. This indicates that unravelling these trends may require separation based on localised charge; for anions at least, electrostatic strength will dominate strong interactions (compared to polarisability). A similar example is the more ‘kosmotropic’ nature of IO\(_3^-\) ions, compared to structurally similar ClO\(_3^-\) ions.\(^{46,136}\) In the former case, the surface charge density on the oxygens is higher due to the reduced electronegativity of the iodine atom in comparison to chlorine.\(^{128}\) IO\(_3^-\) ions are also more polarisable than ClO\(_3^-\) which would suggest they should exhibit more ‘chaotropic’ behaviour, similar to ions such as SCN\(^-\) or I\(^-\), but this is not the case.

### 2.3.2. Ion size, shape and hydrophobicity

Ion size is important for polarisability and ion pairing in Collin’s LMWA.\(^{81,82,135}\) It also correlates with the Hofmeister series to some extent.\(^{135}\) Large symmetrical ions (e.g., I\(^-\)) have a more delocalised and polarisable electron density, making them weaker at orientation-dependent binding (such as hydrogen bonding). Small ions (e.g., F\(^-\)), on the other hand, have a high charge density allowing for strong, orientational interactions. As a consequence, large ions often have weaker solvation shells,\(^{83}\) and so they can partially desolvate more readily to interact with a cosolute. Furthermore, size can be a determining factor in non-Hofmeister SIE such as permeability of a pore\(^{137,138}\) or binding to macrocyclic receptors and cucurbiturils.\(^{139}\) Ion shape is also an important consideration, as it potentially leads to multiple binding locations on the ion (e.g., C\(_4\)H\(_4\)O\(_6\)^2\(^-\)), coexisting binding and non-binding moieties (e.g., C\(_6\)H\(_{11}\)COO\(^-\)), or anisotropic charge densities (e.g., SCN\(^-\)) not present in monatomic ions.

The location of the charge within a polyatomic ion is of utmost importance. When the maximal charge density of an ion is located on a distal moiety, the magnitude of the interaction strength appears to be directed through this site (e.g., CH\(_2\)COO\(^-\)). This is discussed in detail below in Section 2.3.3. However, in cases where the charge density has a maximum on an internal atom, this can effectively cause a shielding of charge. The latter is evident in tertiary ammonium cations (which often show a reverse Hofmeister series),\(^{41}\) and also for tetraphenylphosphonium and tetraphenylarsionium cations and tetraphenylborate anions. In these cases, higher order interactions (e.g., dispersion, induction, exchange) become the driving intermolecular force governing their effects.\(^{128}\) Notably, for the tetraphenyl ions, both the cationic and anionic derivatives show little difference in common measures of the strength of specific ion interactions such as viscosity \(B\) coefficients, limiting molar conductivities, enthalpies of hydration and Gibbs energies of transfer, indicating a charge independence for these ions.

### 2.3.3. Ion radial charge density (\(\rho\)).

Recently, Gregory \textit{et al.}\(^{128}\) proposed a site-specific radial charge density parameter for quantifying SIEs. This density is based on Coulomb’s Law of electrostatic interactions \((U \sim q \phi / R)\) and constitutes a system-independent approximation of an ion’s electrostatic interaction with its solvent environment (Fig. 4). For anions, this site-specific radial charge density \((\rho, \text{“sho”})\) appears to be applicable to both fundamental aqueous electrolyte properties (in the absence of cosolutes), such as hydration enthalpies (Fig. 4(e)) and viscosity \(B\) coefficients, as well as a variety of other phenomena including colloidal stability, the relative activities of viruses (Fig. 4(f)) and enzymes, and nonaqueous chemical reaction rates and Gibbs’ energy of transfers (Fig. 4(g)).

The utility of the \(\rho\) parameter is greater for anions than it is for cations (even when accounting for the increased atomic radii at a solvent’s negative dipole in the Coulomb’s Law approximation).\(^{128}\) This suggests that electrostatic interactions are more determinant in aqueous solutions for anions than cations. This is somewhat counterintuitive, considering their generally larger size and hence greater polarisability. For the cations there is more pronounced competitive behaviour between distinct components of the ion–solvent interactions (viz. electrostatics, dispersion, induction, exchange). The result is that cation-induced SIEs are increasingly subject to non-Coulombic phenomena (especially when additional co-solutes are present). Notably, the dispersion and electrostatic components of the cation–solvent interaction are generally inversely related and charge-dependent, whereas for anions, these components are directly related and charge independent.

#### 2.3.4. Viscosity \(B\) coefficients.

Poiseuille,\(^{141}\) in perhaps one of the earliest studies of salt specific effects, noted that the addition of some salts to water increases viscosity, whereas other salts decrease viscosity. Jones and Dole\(^{64}\) sought a relationship between the viscosity and the concentration of electrolytes and reasoned from the work of Debye and Hückel\(^{109}\) that the electrostatic interactions, which act to increase the viscosity, should vary with the square root of concentration. Their result was expressed in terms of the fluidity, whereas the expression is now usually cast in terms of viscosity,

\[
\frac{\eta}{\eta_0} = 1 + A \sqrt{c} + Bc \tag{1}
\]

Here, \(c\) is the electrolyte concentration and \(\eta\) and \(\eta_0\) are the viscosity of the solution and water respectively. The \(A\) coefficient is related to interionic forces, whereas the \(B\) term is attributed to ion–solvent interactions. This \(B\) term has come to be recognised...
as a quantitative measure of SIE, and was the progenitor of the "water structure breaker/maker" descriptors for ions.142 Whilst the A coefficients are always positive, the B coefficients take on both positive and negative values. Notably the B coefficients are temperature dependent, which suggest a relationship between the ion's influence on solvent structure and the entropy present in the system.

Experimentally it is not possible to directly measure the contribution of each ion to the viscosity B coefficient to determine ionic B coefficients. An additivity assumption, that the contribution of each ion to the B coefficient is independent, allows ionic B coefficients to be determined relative to a reference anion or cation. In aqueous solution, KCl is often chosen as the reference salt with each of the ionic B coefficients assigned half the total B coefficient for KCl, as K+ and Cl− have similar ionic mobilities. In other solvents, a different choice of reference ions is often required. The ionic B coefficients for simple monatomic ions correlate with the cube of the crystal radius of ions, with smaller ions having positive B coefficients and larger ions leading to more negative ionic B coefficients. The more negative the ionic B coefficient the more "structure breaking" the ion. Ionic viscosity B coefficients have been correlated with structural hydration entropies,143 partial molar entropies,144 ionic partial molar volumes145 and, for anions, lyotropic numbers.146 Further, the variation of the B coefficients for an ion in different solvents are related to the molar volume of the solvents. Mazzini and Craig41 have examined the ordering of ionic B coefficients in a number of solvents and found that the alkali metals follow a reverse lyotropic series for most solvents and the large ammonium cations follow a reverse Hofmeister series. For the anions a Hofmeister series is evident in a number of solvents but not in water.41 For further details the interested reader is referred to the excellent and comprehensive review of Jenkins and Marcus on viscosity B coefficients.147

2.3.5. Solubility, pH, and ion pairing. Salt solubility is an important factor for experimental investigations of SIEs and...
is especially notable in nonaqueous systems (discussed in Section 6).\textsuperscript{141,148} Often the relative permittivity ($\epsilon_r$) is considered a key parameter for determining salt solubility in a given solvent, as it influences the Born energy of an ion, however this only has validity as a rule of thumb, considering it has limited quantitative correlation with salt solubility limits (Fig. S2, ESI\textsuperscript{†}). Early experiments on protein precipitation in aqueous electrolytes were based on a limited list of salts, as saturation sometimes occurred at a lower concentration than that required to precipitate the protein.\textsuperscript{146} Evidently, the protein here interacts more strongly with the water than does the salt.

The pK\textsubscript{a} and pK\textsubscript{b} of the respective conjugate acid and base of a salt is important to consider in understanding SIEs. Not only are they indicative of the degree of dissociation of the ions in solution, but they also describe whether hydrolysis of the ions might occur. For example, citrate buffers modulate the pH between 3.0–6.2 and NaHCO\textsubscript{3} neutralises acids toward a pH of 8.4. This affects various components of the system, including the solute (whether it has an effective positive or negative charge), the ion protonation state (i.e., PO\textsubscript{4}\textsuperscript{3–}, PO\textsubscript{4}\textsuperscript{2–}, H\textsubscript{2}PO\textsubscript{4}– or HPO\textsubscript{4}\textsuperscript{2–}), and the need to account for additional ions (i.e., OH\textsuperscript{−} or H\textsubscript{2}O\textsuperscript{+}) in any analysis, modelling or prediction.

A related and common misconception is that strong electrolytes completely dissociate in water.\textsuperscript{149} This is understandable considering the initial success of DH theory, and its underlying assumption that the salt is completely dissociated. However, molecular dynamics\textsuperscript{150} and Monte Carlo\textsuperscript{151} simulations, X-ray diffraction,\textsuperscript{152} conductivity,\textsuperscript{151,153} and transference data,\textsuperscript{154} as well as osmotic and vapour pressure measurements\textsuperscript{125,155} indicate that this is not always the case in alkyl halide solutions (up to 20–30\% of the ions could exist as ion-pairs or clusters at concentrations of 1 m).\textsuperscript{156} Heyrovská claims that the degree of dissociation and ion hydration numbers are the two parameters required to explain activity\textsuperscript{155,156} and similarly Shi and Beck\textsuperscript{157} suggest a correlation exists between free energy and the ion-association affected hydration numbers. Free ions and associated ion-pairs are speculated to exhibit different SIEs, so a deeper knowledge of degree of dissociation may elucidate some SIE phenomena, especially where cation-anion interactions appear to have substantial impact (see Section 3.3).\textsuperscript{154,158} Bruce and Bui et al.\textsuperscript{159–163} have recently made substantial efforts in improving this mechanistic understanding for SIE, especially for cations and mixed salt (see Section 5) systems. Additionally, Judd et al.\textsuperscript{164} have suggested that ion pair formation does not necessarily correlate with ion-ion binding affinity by using an eicosyl sulfate ionic surfactants as a probe.

We also note here that the concept of ion-pairing in electrolyte solutions can be ambiguous. Considering the dynamic behaviour of ions in solution, the relatively-static (statistical) picture of an ion-pair fails to encompass the range of ion-ion interactions occurring in reality, which will include contact, solvent-separated and solvent–solvent separated “ion-pairs” (CIP, SIP and SSIP respectively, see Fig. 3),\textsuperscript{165} as well as larger clusters,\textsuperscript{156,158} which can have lifetimes on the same timescale as ion–water interactions.\textsuperscript{194–196} The term ion-ion correlations could be used to encompass this range of behaviour.

The interested reader is directed to the comprehensive review of Marcus and Hefter.\textsuperscript{165}

2.3.6. Lewis acidity/basicity. Pearson’s hard and soft acids and bases (HSAB) concept provides an alternative context for understanding SIEs in general.\textsuperscript{48} According to Pearson, hard acids (cations) and bases (anions) are non-polarisable, whereas soft acids and bases are polarisable. This hard/soft categorisation (Table 1) of ions resembles the original kosmotropic/chotropic categorisation in the Hofmeister series but is more general in the sense that it is solvent-independent due to being a property of the ion itself. Pearson’s work is an extension and explanation of the previous findings of Ahland, Chatt and Davies regarding halide affinities for particular Lewis acids.\textsuperscript{166} HSAB theory posits that hard acids bind most strongly with hard bases, while soft acids bind most strongly with soft bases. This has a striking resemblance to Collins’ LMWA, discussed in Section 2.1, but appeared more than 40 years earlier.\textsuperscript{81}

Table 1 shows that HSAB theory encompasses not only ions that are traditionally the focus of SIE studies, but also transition metal ions and non-ionic molecules. Nevertheless, despite its generality, HSAB remains a qualitative categorisation; it does not allow for differentiation between acids and bases in the same category. Pearson\textsuperscript{167} recognised a need for a two-parameter quantitative description of ions and proposed a strength factor (S, based on gas phase reaction data) paired with a “softness” parameter, $\alpha$, such that the equilibrium constant ($K$) for an acid (A)-base (B) reaction,

$$A_{(aq)} + B_{(aq)} \rightleftharpoons A:B_{(aq)}$$ (2)

is,

$$\log K = S_A S_B + \sigma_A \sigma_B$$ (3)

Pearson highlighted, however, a lack of quantitative precision using this approach, despite its qualitative utility, and that parameters for the weaker aquo-ions (e.g., M(H\textsubscript{2}O)$^{n+}$) would be of more practical use than bare ions. This is especially relevant for strongly coordinated cations (e.g., Mg$^{2+}$).

Gregory et al.\textsuperscript{45} showed that the Lewis acidity and basicity indices deduced by Marcus\textsuperscript{66,168} could be correlated with observed SIE.\textsuperscript{38} This hypothesis has been further investigated by Miranda-Quintana and Smiatek in terms of protein stabilisation for zwitterions and osmolytes.\textsuperscript{169} For anions it appears these Lewis basic properties relate to the anion’s charge density.\textsuperscript{128}

3. Anomalous SIEs in aqueous solutions

Since so many SIE follow the Hofmeister series, it is useful to investigate those that do not – that is, those that qualitatively differ from the order of the Hofmeister series. Such ‘anomalies’ occur frequently and complicate the study of SIEs as it becomes increasingly difficult to find recurring trends. The origins of these anomalies themselves are, in many cases, not well understood. Do they deviate due to competing effects that become
dominant given certain conditions, or are they the product of a fundamentally different underlying mechanism? Some anomalies may in fact be a result of incomplete series reversals, or competing mechanisms (see, for instance, Fig. 5). Commonly, it is reported that SIEs are more pronounced for anions than they are for cations. This is a broad generalisation that should be taken with a grain of salt (pun intended), since in some cases the physical conditions of the system itself can be responsible, and indeed the influence or effect of cations can be more pronounced than anions. In this section we examine how subtle changes within aqueous electrolytes (e.g., pH, ion concentration, presence of a cosolute, counterion and temperature), can each cause SIEs to deviate from the Hofmeister series. Understanding these phenomena remains a principal barrier preventing a complete understanding of SIEs.

### 3.1. Concentration and pH-induced series reversals

Beyond SIEs in concentrated electrolytes (see Section 7), several studies have demonstrated the delicate interplay between ion concentration and pH on Hofmeister trends (or even on ‘simple’ sodium chloride behaviour). In one study the effect of pH and salt concentration on the reversal of the Hofmeister series for lysozyme was discussed by Bostrom et al. At pH values above the isoelectric point the direct series was followed, but below this...
the reverse series was followed. At low salt concentrations, the adsorption of more polarisable anions was enhanced by ion-surface dispersion interactions, whereas at high concentrations there was enhanced adsorption of the cations. This is a charge reversal phenomenon; anion adsorption screens surface forces, while cation adsorption increases them (Fig. 5(a) and (b)). Boström et al. posit that the entropic terms, for anions at low concentration and for cations at high concentration, were the driving forces for the Hofmeister series. Salis et al. also reported electrophoretic mobility measurements on lysozyme suspensions to help explain how solution pH can invert the Hofmeister series. The reversal was predicted by a complex interplay of ionic size, hydration, and dispersion forces. Additionally, it impacted the charge on the amino acid groups, as well as the ionic composition of the solution. Specific buffer effects (a buffer subset of SIE) that can modulate Hofmeister effects in biological systems were reviewed by Salis and Monuzzi. Fig. 5(c) displays a very rich concentration dependence on the behaviour of lysozyme in electrolyte solutions. Zhang and Cremer claimed ionic volume and polarisability to be the properties determining the liquid–liquid phase transition, suggesting that charge diffuse ions raise the cloud point temperature sharply due to ion pairing with lysozyme. Upon saturation, however, a maximum was reached, and the behaviour reversed due to a decrease in interfacial tension. For chloride, the phase transition continues to rise due to a continual increase in the interfacial tension. pH effects have also been observed in polymer systems. For instance, in a multi-responsive poly(2-(diethylamino)ethyl methacrylate) and poly(2-(2-methoxyethoxy)ethyl methacrylate) copolymer brush system, Johnson et al. utilised pH effects to alter the SIE observed on the thermal response. They indicated that the overall SIE could be quenched by a balance of competing stabilising and destabilising effects of the ions on each individual monomer identity. Section 3.2 further discusses how cosolute identity may alter SIE.

Fig. 6 shows three different concentration dependent specific ion influences on polymer behaviour.

3.2. Cosolute-induced series reversals

Cosolute-dependent Hofmeister reversal has been reviewed by Paterová et al., who state that traditional explanations of Hofmeister ordering of ions in terms of their bulk hydration properties is inadequate. NMR spectroscopy and MD simulations on a specific amino acid (triglycine) showed that uncapping the N-terminus (RNH3 to RNH2) caused ion screening and bridging effect (causing collapse) while at high concentrations (Section 7), the same strong ion specific direct interactions now govern re-entrant swelling.

A similar reversal was observed by Schwierz et al. who investigated colloidal coagulation kinetics. A direct Hofmeister

**Fig. 6** LCST change vs. the concentration of various sodium salts for (a) uncharged ELP V5A2G3–120, (b) weakly positive ELP KV6-112 and (c) the UCST for weakly positive PAU. Reproduced from ref. 177 with permission from the Royal Society of Chemistry, copyright 2018.
series was followed for a partial set of anions for both negatively charged hydrophobic surfaces and positively charged polar surfaces. Conversely, a reversal in the Hofmeister series was observed at negatively charged polar surfaces and positively charged non-polar surfaces. This is understood as a transient phenomenon for surfaces of intermediate polarity or charge. It implies that the surface determines whether the dominant ion will be the anion or the cation. Similar conclusions have been reached by Okur et al., who investigated Hofmeister effects on protein surfaces. Franks et al., investigating zeta potentials and yield stresses, observed a forward cation Hofmeister series existing at silica surfaces\(^{181}\) (K\(^+\) > Na\(^+\) > Li\(^+\)), whilst a reverse series occurred at alumina surfaces\(^{182}\) (Li\(^+\) > Na\(^+\) > K\(^+\)). These were corroborated theoretically by Parsons et al.\(^{183}\) using a modified Poisson Boltzmann analysis, indicating an interplay of hydration, non-electrostatic potentials and ion size underpinning these effects. SIE occurring at such surfaces indicates that even the vessel choice (i.e., silica glassware) requires consideration. Indeed, surface functionalisation can be used as a means of masking specific ion effects (on the surface) entirely.\(^{184}\)

### 3.3. Counterion-induced series reversals

As alluded to in the Introduction (Section 1), SIEs are not independent of the counterion despite common assumptions and the implicit assumption of the Hofmeister series itself. A simple example is provided in Fig. 8.\(^{185}\) Here, the activity of NaF and NaSCN are vastly different across all concentrations. The activity of NaSCN is greater than the activity of KSCN, when SCN\(^-\) is the common counterion, however this is reversed when F\(^-\) is the counterion (i.e., \(\gamma_{\text{NaSCN}} > \gamma_{\text{KSCN}}; \gamma_{\text{KF}} > \gamma_{\text{NaF}}\)). Also, the activity of NaSCN is greater than activity of NaF when Na\(^+\) is the common counterion, but this is reversed when K\(^+\) is the counterion (i.e., \(\gamma_{\text{NaSCN}} > \gamma_{\text{NaF}}; \gamma_{\text{KF}} > \gamma_{\text{KSCN}}\)).

Similarly, HSAB theory (see Section 2.3.6) recognises counterion reversals, but in a more generalised way. Soft acids form complexes with different ligand atoms in order of decreasing stability, i.e. C \(\sim\) S \(\sim\) I \(>\) Br \(>\) Cl \(>\) N \(>\) O \(>\) F; whilst there is a strong, but incomplete inversion of this stability series for hard acids.\(^{186}\) The argument for an incomplete inversion is that some soft bases are still strong proton acceptors.

Gregory et al.\(^{45}\) investigated the energetic mechanisms of counterion induced reversals in a solvent cluster model via a density functional theory (DFT) approach using generalised Kohn–Sham energy decomposition analysis (GKS-EDA).\(^{187}\) In the presence of a counterion that has had its energy included as part of the solvation environment, there is negligible counterion effect on the direct interaction strength between anions or cations and the model pNIPAM fragment. However, when simultaneously considering the energetics of both the cation and anion interacting at the respective C–O and N–H moieties of the pNIPAM fragment (Fig. 9(a)), a cationic reversal takes place if an ion-pair is forced at the amide N–H moiety (Fig. 9(b)), whereas an anionic reversal takes place if an ion-pair is forced at the C–O moiety (Fig. 9(e)).

Furthermore, Mazzini and Craig\(^{44}\) showed these counterion reversals appear in nonaqueous solutions when considering the Gibbs free energy of dissolution of salts (negative values indicate solubility) versus the difference in the constituent ions' absolute free energies of solvation (negative values indicate the anion is more soluble than the cation, Fig. 10). In these circumstances counterion reversals can be more pronounced for aprotic solvents. In water (and other protic solvents) the inversion is most evident for the F\(^-\) anion, whilst the other cation-anion combinations fall onto the same trend. In propylene carbonate (PC) (and other aprotic solvents) no singular trend appears, but the F\(^-\) ion shows a very different trend.

### 3.4. Stimuli-induced series anomalies

Whilst there has been previous work on light-responsive polymers generally,\(^{188–190}\) only recently\(^{191}\) have studies investigated...
the Hofmeister series in light-responsive (azo-benzene) salts. UV-activation causes the cation to adopt a cis-conformation and greatly decreases the LCST of pNIPAM (Fig. 11(a)). For azobenzene cation salts, it is difficult to distinguish the behaviour of different anions under visible light, where the cation adopts a trans-conformation (Fig. 11(b)). Thus, UV light acts to amplify both the ion specificity of the salts and the magnitude of their effect. This was explained as the cis-conformation permitting more dissociation, providing anions with more dynamic freedom. Equivalent systems for alkali metal cations, with a common light responsive anion, showed very little ion specificity and, if anything, the UV-induced cis-conformation decreased ion-specificity. Senske et al.\textsuperscript{192} reported a Hofmeister series reversal due to temperature changes using a novel thermodynamic analysis. It was found that protein stability curves, \(\Delta G_u(T)\), for each ion were impacted by the temperature, such that their respective curves intersected, presenting temperature dependent ion rankings (Fig. 11(c)). This was attributed to differing enthalpic and entropic contributions to the excess free energy. It is claimed this classification may be extrapolated beyond ions to neutral cosolutes as well. Quartz crystal microbalance with dissipation monitoring (QCM-D) measurements performed by Johnson et al.\textsuperscript{193} also displayed a subtle temperature dependence on the ion ordering for the dissipation of an 80:20 mol\% p(MEO\textsubscript{2}MA-stat-OEGMA\textsubscript{300}) brush (Fig. 11(d)). For example, at low temperatures lower dissipation values for the brush were observed in a 250 mM KSCN + 500 mM KCH\textsubscript{3}COO salt mixture when compared with a 250 mM KSCN + 250 mM KCH\textsubscript{3}COO salt mixture or pure 250 mM KSCN salt, however at high temperatures the opposite was observed. However, in this case it is difficult to decouple the SIEs from the effect of ionic strength and steric crowding, as noted by the authors,\textsuperscript{193} as the brush in higher ionic strengths seemingly exhibits slightly higher dissipations at elevated temperatures when it is expected to be in a collapsed state. A recent study by Yao et al.\textsuperscript{194} on ubiquitin proteins, showed both temperature and pH (Section 3.1) dependent SIE via static light scattering data as well as concentration dependent trends via differential scanning calorimetry (DSC).

4. SIEs at the liquid–vapour interface

Ions at the vapour–liquid interface are of fundamental interest for understanding SIEs, and the presence of an interface
increases the complexity of ion specificity (Fig. 12). In this respect the vapour–liquid interface is the simplest to consider.

Classical models of electrolytes suggest that the sharp discontinuity at the interface between two dielectric media forces
(point charge) ions away from the interface, due to image charge repulsion. This results in a depletion of ions from solvent–vapour interfaces.\textsuperscript{195} As elucidated in Sections 2.2 and 7 however, treating ions as point charges ignores ion specificity completely. Experimental\textsuperscript{196} and computational results\textsuperscript{197–199} deviate from this classical picture, indicating that more polarisable ions have a greater affinity for the vapour–solvent interface.

Levin\textsuperscript{200} explained this phenomenon via the cavitational energy required for an ion to reside at the water–vapour interface. Polarisable ions can redistribute their charges to stay hydrated at the interface to balance the electrostatic penalty accompanying ion adsorption. On the other hand, less-polarisable ions are less able to redistribute their charge, and so become depleted at the water–vapour interface. Nevertheless, the correlation between these ion specific trends and ion polarisability is weak,\textsuperscript{201,202} and investigation of ionic adsorption at solvent surfaces remains an active area of research. Ion-specific adsorption at the liquid–vapour interface has also been explained in terms of the competition between ions’ bulk solvation and interfacial affinity. Colussi \textit{et al.}\textsuperscript{201} found an inverse correlation between the dehydration free energy of an anion and its affinity for the air/water interface. Their results indicate strongly hydrated ions prefer to remain in the bulk solvent, while weakly hydrated ions will be driven to the liquid–vapour interface.

At the surface of an electrolyte solution, the Gibbs adsorption equation relates increasing\textsuperscript{203} surface tension values of an electrolyte solution with a depletion of the ions from the interface (if an electrolyte is treated as a binary system).\textsuperscript{195} However, separate ion contributions are essential to understand ion-specific adsorption, and it is impossible to directly infer these from surface tension measurements (which reflect the influence of both cation and anion). Pegram and Record\textsuperscript{204–206} have utilised surface tension data to determine single ionic partition coefficients ($K_p$) at the water–vapour interface (relative to Na$_2$SO$_4$ at 0). These coefficients show similarity to reported Hofmeister series. Nevertheless, these $K_p$ values only account for anion–cation interactions indirectly. Further, the impact of ions on the interfacial tension is not strictly additive, reflecting ion specific effects of the counterion (see Section 3.3).\textsuperscript{14} Work by Craig \textit{et al.}\textsuperscript{13,14,207} with similarities to Collins’ LMWA (Section 2.1)\textsuperscript{81,126} suggested if the cation and anion had similar properties (\textit{i.e.}, $\alpha$ or $\beta$) they would inhibit bubble coalescence, whilst different would allow properties would allow coalescence. The assignment of $\alpha$ and $\beta$ properties was related to each ions $K_p$ values and indicates ion pairs inhibit coalescence while partitioned ions do not.\textsuperscript{14} Modelling by Duignan\textsuperscript{208} explained these results with a modified Poisson–Boltzmann equation. An electrostatic surface potential arises from the coexisting enhancement and depletion of each ion. This allows for bubble coalescence due to a reduced Gibbs–Marangoni pressure.

Experimentally, few techniques can quantitatively determine the presence of ions at the liquid–vapour interface and their interaction with solvent molecules. Relevant techniques include X-ray photoelectron spectroscopy\textsuperscript{209,210} (XPS) and metastable induced electron spectroscopy\textsuperscript{211–213} (MIES), X-ray reflectivity (XR),\textsuperscript{214,215} neutral impact collision ion scattering spectroscopy (NICISS),\textsuperscript{213,216–220} and non-linear optical (NLO) techniques such as vibrational sum-frequency generation (VSFG) and second-harmonic generation (SHG) spectroscopy\textsuperscript{195,221–223} (see Table S1 for descriptions in ESIF). Of these techniques however, only XPS and NICISS can directly probe concentration depth profiles of single ions at solvent surfaces. NICISS has the additional (and unique) benefit of delivering high depth resolution (down to $\sim$0.2 nm).

Hemminger and co-workers\textsuperscript{224–226} have applied XPS at the surfaces of aqueous electrolyte solutions to measure the ratio between ionic concentrations. They reported an aqueous specific ion order in the surface-enhanced concentration of $I^- > Br^- > F^-$. In a separate investigation\textsuperscript{227} with LiI and KI salts in water, they showed higher surface concentrations of Li$^+$ than K$^-$. Additionally, the anion–cation ratio presented by the authors indicated that I$^-$ had a higher surface concentration in LiI solutions than KI solutions. This trend agreed with Pegram and Record’s\textsuperscript{204} anion partition coefficient values for I$^-$ in LiI (1.34 ± 0.22) and KI (1.0 ± 0.14) electrolyte solutions, where a higher partition coefficient value suggests higher propensity towards the water–vapour interface.

As with surface tension, NLO techniques can only measure the net ion contribution at a solvent surface. Nevertheless, NLO-based investigations have delivered several insights regarding SIE at solvent surfaces. For instance, Allen and co-workers\textsuperscript{228} have employed VSFG extensively to study ionic interaction with solvent molecules at liquid–vapour interfaces, \textit{via} the ions’ influence on the solvent hydrogen-bonding network. These investigations indicate that, for monovalent salts, the degree of the ions’ influence at the interface follows the orders $I^- > Br^- > Cl^- > F^-$ for simple monovalent anions,\textsuperscript{221} and Li$^+ = NH_4^+ > K^+ > Na^+$ for cations.\textsuperscript{229} This order agrees qualitatively with trends in ion partition coefficients (and size) for anions, but only partially for cations.\textsuperscript{210} Peterson \textit{et al.}\textsuperscript{210} have reported the same order for monovalent anions using SHG spectroscopy. For divalent cations a largest-to-smallest size order of Sr$^{2+} > Ca^{2+} > Mg^{2+}$ was reported by Allen and co-workers.\textsuperscript{211} Various experimental techniques show a consistent largest-to-smallest size order for monovalent anions at the water–vapour interface, in accordance with computational and theoretical works. For polyatomic and anisotropic ions less consistency exists,\textsuperscript{231} and many studies only investigate one or two salts.\textsuperscript{232–236} MD simulations related to one of these studies\textsuperscript{233} on a NaSCN salt reported an accumulation of the SCN$^-$ and depletion of Na$^+$ at the surface, while the subsurface (between $\sim$5–10 Å depth) had an accumulation of Na$^+$ and depletion of SCN$^-$. Liquid–vapour interfaces have also been investigated in nonaqueous solutions (more generally discussed in Section 6). In glycerol, Allen \textit{et al.}\textsuperscript{217} found that NaI has a larger degree of disturbance on the surface hydrogen bonding network than NaBr. One possible explanation for this result is that the propensity of I$^-$ for the interface is larger than that of Br$^-$. Alternatively, NICISS can be used to directly measure concentration depth profiles elementally. For instance, LiI and LiCl salts have been investigated at aqueous\textsuperscript{238–240} and formamide.\textsuperscript{241}
solvent surfaces, and could also be useful for exploring mixed electrolyte systems.\textsuperscript{205,242,243} For formamide,\textsuperscript{241} \( \Gamma \) was reported to accumulate at the surface, whereas Cl\(^-\) had roughly the same concentration at the outermost surface layer as the bulk. In both cases however there was a subsurface depletion of the anions. The local topology around the ions was deemed important for this analysis, as ion scattering spectroscopy revealed the surface was not flat, with structural deformations particularly near the ions. In mixed electrolytes dissolved in glycerol, NICISS concentration depth profiles showed that Br\(^-\) outcompetes Cl\(^-\) in interactions with the tetrahexylammonium cations at the glycerol–vapour interface.\textsuperscript{243} In water however, additional challenges arise due to its low vapour pressure, given the experimental conditions. I

5. SIEs in mixed electrolytes

Specific ion effects in simple systems (i.e., single electrolytes in water) have been well studied, demonstrating the influence of ion identity on colloidal stability,\textsuperscript{245-248} structure of soft matter systems\textsuperscript{14,29} and response of polymer brushes and gels.\textsuperscript{36-38,193,249} However, the manifestation of SIEs in vivo relies on the delicate balance of myriad interactions between the solvent and multiple solutes/cosolutes. In an attempt to quantify these phenomena, industry often applies the parameterised Pitzer Method (Section 2.2). Few studies have examined this intricate and complex behaviour to explicitly resolve SIEs.

To understand the behaviour between ions in a complex system, the effect of each individual ion must be considered along with their net additive or non-additive influences. In a recent investigation, Robertson et al.\textsuperscript{249} deconvolved the net response of neutral thermoresponsive polymer brushes in complex electrolytes, consisting of two anions from the same end of the Hofmeister series (Fig. 1), into the influence of the constituent ions. The authors suggest that the change in response of a system \( \Delta R \) is the difference between the response in the presence of an electrolyte with respect to the neat solvent \( (\Delta R_\text{net} = R_\text{salt} - R_\text{water}) \). For a responsive polymer, \( \Delta R \) may be analogous to a change in LCST or swelling state. The observed net change in response \( \Delta R_\text{net} \) results from the simple summation of the effect of each pure component salt

\[
\Delta R_\text{net} = \sum_i \Delta R_i
\]

and an empirical term, \( \delta \), which accounts for deviations from pure additive behaviour (e.g., synergistic or competitive behaviour). Thus, for a binary complex electrolyte for two salts that either both salt-in or both salt-out the polymer, the net response of the system \( \Delta R_\text{net} \) can be expressed as,

\[
|\Delta R_\text{net}| = |\Delta R_1 + \Delta R_2| + \delta
\] (4)

where \( \Delta R_1 \) and \( \Delta R_2 \) are the response in the presence of the two component salts alone. This relationship quantitatively describes the behaviour of the ions in terms of magnitude (additive vs. non-additive) and direction of the combined effect. Robertson et al. thus defined for a system of two same-effect salts that \( \delta \approx 0 \) represents additive behaviour, and \( \delta > 0 \) non-additive and synergistic behaviour. When \( \delta < 0 \) the combined behaviour is non-additive, with further distinction defined; \( \delta < 0 \) and \( |\Delta R_\text{net}| > \max(\Delta R_1,\Delta R_2) \) is cooperative, while \( \delta < 0 \) and \( |\Delta R_\text{net}| < \max(\Delta R_1,\Delta R_2) \) is antagonistic.

Moghaddam and Thormann used DSC to investigate the stability of ungrafted poly(propylene oxide) (PPO) in aqueous solutions of binary sodium electrolytes, keeping the cation constant to decode the relative influence of different anions.\textsuperscript{250} They reported that the behaviour of PPO in the presence of two salts that salt-in PPO (NaSCN and NaI) or two salts that salt-out PPO (NaCl and NaBr) is dependent on the salt concentration. The authors reported a turnover in the manifested SIE with increasing concentration. That is, in the presence of a low concentration binary electrolyte, \( |\Delta R_\text{net}| \) is greater than the \( |\Delta R| \) of PPO in the presence of either pure electrolyte, while at higher concentrations the LCST \( (|\Delta R_\text{net}|) \) in the mixed salt solution lies between each of the pure composite electrolytes (Fig. 13); altering from cooperative to antagonistic behaviour.

We recast the data of Moghaddam and Thormann (Fig. 13(a) and (b)), showing the net change in the LCST of PPO as a function of the concentration of a second electrolyte from the same end of the Hofmeister series. Deviations from purely additive behaviour are illustrated by \( \delta \) in each inset figure. In the case of two salting-out salts (Fig. 13(a)), systematically varying the concentration of NaBr whilst maintaining a constant NaCl concentration of 0.1 M, and vice versa, yields approximately additive behaviour (\( \delta \approx 0 \)). Deviations from additive behaviour occur at high NaCl concentrations as \( \delta \) diverges from 0. Fig. 13(b) presents the behaviour of PPO in the presence of binary electrolytes composed of two salting-in anions. For this combination of mixed electrolytes, the behaviour is essentially additive at all concentrations.

Moghaddam and Thormann also investigated a binary electrolyte composed of two salts that salt-in and salt-out PPO, NaSCN and NaCl, Fig. 13(c).\textsuperscript{250} Here approximately additive behaviour was observed, whereby both anions impart their individual (opposite) effects onto the system. No attempt is made here to extend the definition of the \( \delta \) deviation parameter to systems comprising mixtures with both salting-in and salting-out salts, owing to the non-unique range of possible relative responses for a given \( \delta \) value.

Recently, Bruce et al. investigated the effects of a mixed electrolyte (composed of anions from opposite ends of the Hofmeister series) on the LCST of ungrafted pNIPAM in a combined spectroscopic and MD study.\textsuperscript{160} In the presence of a fixed concentration of Na\(_2\)SO\(_4\) and systematically varied Na
strongly hydrated SO$_4^{2-}$ anion, leaving a greater number of lone I$^-$ anions in a more hydrated state. These hydrated ions compete with the polymer for water and decrease polymer solubility. However, at all concentrations of the mixed salt the MD results indicated an increase in the number of I$^-$ ions proximal to a model oligomer compared to the pure salt, and the effects of the SO$_4^{2-}$ anion on the solvation of the I$^-$ anion was most notable in the second solvation shell. This may indicate other factors at play (for instance cation effects) for NaI to further salt-out the polymer whilst I$^-$ itself showed an increased affinity for the polymer and increased solvation in the mixed salt system. Upon further addition of NaI, a salting-in effect was observed in comparison to the lower concentrations; this turnover in behaviour is indicative of competitive behaviour occurring between the anions (i.e., I$^-$ salting-in effects manifest instead of SO$_4^{2-}$ salting-out behaviour). Finally, in the highest iodide concentration region, it was concluded there was a depletion of ions at the surface, driving polymer collapse and thus a decrease in LCST.

Johnson et al.$^{193}$ investigated the effects of mixed aqueous electrolytes composed of anions from the two extremes of the Hofmeister series. The authors probed the behaviour of a statistical copolymer brush of di(ethylene glycol) methyl ether methacrylate (MEO$_2$MA) and ethylene glycol methyl ether methacrylate (OEGMA$_{300}$) (P(MEO$_2$MA-stat-OEGMA$_{300}$)) 80 : 20 mol% using QCM-D. In comparison to Moghaddam and Thormann$^{250}$ and Bruce et al.$^{160}$ Johnson et al. explored the influence of temperature on the manifestation of SIEs across a wide concentration range, noting temperature-dependent SIEs (Fig. 11(d)). At low temperatures ($<25$ °C) and in the presence of equimolar KSCN (salting-in) and KCH$_3$COO (salting-out) electrolytes, the impact of the ions was approximately additive, yielding a similar brush response to that in the absence of salt. However, at higher temperatures a net salting-in effect was observed in comparison to water.

The influence of mixed electrolyte solutions on the thermotransition of a P(MEO$_2$MA-stat-OEGMA$_{300}$) 80 : 20 mol% copolymer brush has also been studied by Robertson et al.$^{249}$ Fig. 14 presents a subset of the data collected by Robertson et al.: $\Delta R_{\text{net}}$ as a function of varied salt concentration at 15 °C (most swollen state). This study reported that for binary electrolytes composed of two salts (KF and KCl) that both individually salt-out the polymer, the influence of the ions was concentration dependent. At low and intermediate concentrations of KF (containing the more charge dense of the anions), an approximately additive ($\delta \approx 0$) behaviour of the ions with increasing KCl concentration was observed, consistent with Moghaddam and Thormann.$^{249,250}$ At high KF concentrations (500 mM), a non-monotonic impact was observed that was dependent on the KCl concentration, which was attributed to the availability of solvent molecules.$^{249}$ A complementary experiment with two salting-in salts, KSCN and KI, demonstrated competitive behaviour between the salts. As shown in Fig. 14(b), all $\Delta R_{\text{net}}$ curves corresponding to binary electrolytes are non-monotonic with increasing salt concentration. For example, in 250 mM KSCN with varied KI concentration,
antagonistic behaviour was observed at 125 mM KI, additive behaviour at 250 mM KI concentrations and again non-additive behaviour at 500 mM KI. This is similar to the three concentration regions observed by Bruce et al. for Na₂SO₄ and NaI mixtures. Robertson et al. note, however, that the non-monotonic behaviour between the ions (from antagonistic to cooperative) in Fig. 14(b) cannot be explained by the Moghaddam and Thomann competitive binding mechanism. Rather, it was hypothesised that the turnover is due to the reduction in salting-in behaviour driven by the inter-anion and polymer-anion interactions. Notably, when observing the 125 mM and 500 mM KSCN solutions, at high concentrations of KI the behaviour appears to converge to that observed in the pure KI salt.

6. SIEs in nonaqueous solvents

The vast majority of SIE studies have employed water as the solvent (Section 2.2). This has led to the prevalent assumption that the SIEs observed originate from the properties of water itself, or that the existence of the Hofmeister series is dependent upon water. Recent reports by Mazzini and Craig, Gregory et al., and others demonstrate however that SIEs and the Hofmeister series also exist in nonaqueous solvents. The origins of SIEs therefore cannot be solely attributed to an ion’s ability to induce order in an aqueous environment; their origins must be more general in nature (i.e., a property of the ions themselves). Nonetheless, the role of the solvent is important in the manifestation of SIEs. Identifying the influence of the solvent on SIEs in nonaqueous environments is not only critical for SIEs to be exploited in myriad applications employing nonaqueous solvents (e.g., batteries, supercapacitors, metal electrodeposition, semiconductors, fuel cells, capillary electrophoresis, etc.), but also for our fundamental understanding of SIEs generally.

In this respect, nonaqueous solvents pose interesting challenges. For instance, Mazzini and Craig have recently demonstrated that the association of anions with their solvent environment in water and methanol exhibit analogous trends; both following the Hofmeister series (measured via NMR molecular reorientation time). On the other hand, the standard molar heat capacities of the same anions exhibit no known SIE trend in water but follow a reverse Hofmeister trend in methanol. Comparable results were observed regarding the limiting molar conductivity. Similarly, while viscosity $B$ coefficients of these anions in water were reported not to follow a known SIE trend (these are dependent on coordination number), in methanol they followed a direct Hofmeister series. Solvent-induced SIE reversals have been observed in ion retention times in size exclusion chromatography and polymer swelling experiments. For instance, a direct series was found for water and MeOH in both cases, while a reverse series was seen in dimethyl sulfoxide (DMSO) and PC. In formamide (FA) electrolyte solutions, polymer-brush swelling exhibited a reverse series, despite ion retention times exhibiting no known ion specific trend. These series inversions supported prior observations of Parker and Pearson.

The initial hypotheses for solvent-induced anion Hofmeister series reversal by Mazzini et al. were in line with the proposed polarisability origins of SIE. This suggested that a forward Hofmeister series would be followed in low polarisability solvents, such as water and methanol, whilst a reversal would occur for high polarisability solvents such as DMSO and PC. The fact that ion retention times in FA showed no known ion-specific trend whilst known ion-specific trends were observed in polymer brush swelling, suggest that FA has properties that were on the cusp of producing ion series reversal. For these protic solvents, polarisability correlates with Lewis acidity, and other work suggests that the latter is the fundamentally important property. In fact, the radial charge density of anions ($I$, Section 2.3.3) and the solvent’s Lewis acidity (quantified by the Gutmann acceptor number, AN) were correlated quantitatively with the magnitude of the Gibbs energy of transfer from aqueous to nonaqueous solutions (Fig. 15(a)). Similar correlations were observed for the $S_{N2}$ reaction rate of nucleophilic...
anions with methyl iodide in nonaqueous environments (Fig. 15(b)). For cations, it was hypothesised that the similarity in Lewis basicity (quantified by the Gutmann donor number, DN) between water and many nonaqueous solvents (or cosolutes) allowed for non-electrostatic interactions, such as dispersion, to instead have significant influence in (partially) aqueous SIE for cations. Considerable work to address the use of donor numbers for SIE has been performed by Smiatek et al. using a conceptual density functional theory approach.

Whilst it appears AN quantifies the magnitude of anion SIE in nonaqueous solvents and DN has shown some success as a solvent parameter for cation solvation, there are two key problems that arise from their empirical origins:

1. A solvent’s DN and AN are based on completely different empirical measurements, and are defined in inconsistent units. The DN is obtained by calorimetry, and is defined as the enthalpy of formation of a solvent antimony pentachloride (SbCl₅) 1:1 adduct (in kcal mol⁻¹). The AN is the solvent-induced ³¹P NMR chemical shift of triethyl phosphine oxide (Et₃PO) in the solvent (in ppm). It is therefore meaningless to quantitatively compare these parameters, or simultaneously account for cation and anion effects self-consistently.

2. A solvent’s DN and AN are specific to the molecular probe (SbCl₅ and Et₃PO, respectively) from which they were each derived. This may limit their transferability for predicting solvency of Lewis acids (e.g., cations) and Lewis bases (e.g., anions) that are dissimilar to these molecular probes.

For these reasons, an ab initio unification of solvent Lewis acid and base properties is warranted. Similarly, the importance of ion solvation numbers have also been highlighted in properly understanding ion solvation in aqueous solution (Section 2.3.5), yet there is limited information available for nonaqueous solvents.

7. SIEs in concentrated electrolytes

To date no theory to describe the properties of highly concentrated electrolyte solutions has gained widespread acceptance, and various effects manifest in this regime (i.e., re-entrant behaviour in polyelectrolytes and colloidal systems). DH theory describes the behaviour of dilute electrolyte solutions successfully, however its accuracy is diminished with increasing concentration for various reasons, some of which are mentioned in Section 2. The DH equation (also called the linearised Poisson–Boltzmann (PB) equation) is the following differential equation,

$$\nabla^2 \psi_i(r) = \begin{cases} 0, & 0 < r < d_i^b \\ -e_i^b, & r \geq d_i^b \end{cases}$$

where $\nabla^2$ is the Laplace operator, $\psi_i$ is the mean electrostatic potential at distance $r$ from an ion $i$ and the square root of the eigenvalue, $\kappa_D$, is known as the Debye parameter and its inverse ($\lambda_D$) is called the Debye length. The meaning of the Debye length is the distance over which the electrostatic effect of a charge is reduced by a factor of $e^{-1}$ in a solvent with static permittivity (formerly known as the dielectric constant) value of $\varepsilon_r$, absolute temperature $T$, and ionic strength $I$,

$$\lambda_D = \frac{1}{\kappa_D} = \frac{\varepsilon_r^i \varepsilon_0 k_B T}{2q^2 N_A I} = \frac{1}{\sqrt{8\pi \varepsilon_0 N_A I}}$$

where $N_A$ is the Avogadro constant and $q_i$ is the formal charge on the ions, $\varepsilon_0$ is the static permittivity of a vacuum, and $\lambda_B$ is the Boltzmann constant. In the final term, the appearance of $\lambda_B$ is a quantity known as the (unscreened) Bjerrum length,

$$\lambda_B = \frac{q^2}{4\pi \varepsilon_0 \varepsilon_r k_B T}$$

which is the length scale at which the thermal ($k_BT$) and electrostatic energy are equal. Both $\lambda_D$ and $\lambda_B$ length scales are valid at low concentrations of ions, however consider for a moment the meaning of $\varepsilon_r$. From electrodynamics, the electric displacement ($D$) is given by,

$$D = \varepsilon_0 E + P$$

with the electric field denoted by $E$ and the polarisation by $P$, with the latter being the response of the material to the applied electric field. In the first-order Taylor expansion of $P$ (higher order terms apply for large electric fields, and this is relegated to lasers and optics), we obtain,

$$D = \varepsilon_0 (1 + \chi_0 \varepsilon) E = \varepsilon_0 \varepsilon E$$

Fig. 15 The Gutmann acceptor number approximates the effect of the solvent on anion trends (a) with the Gibbs’ free energy of transfer from aqueous to nonaqueous solvents and (b) the $S_{ii}2$ reaction rate with methyl iodide. Adapted from ref. 128 with permission from the Royal Society of Chemistry, copyright 2021.
where $\chi_e$ is the electric susceptibility; $\chi_e$ and $\varepsilon_r$ which are generally tensors (for anisotropic media) and are both frequency and temperature dependent. In the context of equilibrium electrolytes, there is no externally applied field, so the relative permittivity is $\varepsilon_r = \varepsilon_r(\omega = 0, T) \in \mathbb{R}$ ($\omega$ is the angular frequency of the applied field). This single number is often used in understanding solvation of ions in different solvents, as solvents with higher permittivity numbers have greater capacity to screen an electric field. However, it is also a function of the composition of the mixture. The electronic and geometric nature of the solvent and solute molecules, their ability to interact and associate with other ions and the nature of the ion-solvent interaction, all contribute. At finite frequencies, different contributions have competing effects and this can lead to phenomena such as an isopermittive point in water. Hence $\varepsilon_r$ is also a function of concentration. Usually, high permittivity solvents will see a decrease in the value of $\varepsilon_r$ with the addition of a salt while lower permittivity solvents can see the reverse. The former is thought to be due to an entropic effect of locking solvent dipoles into solvation shells of ions (salt-screening of solvent–solvent correlations), and the latter due to ion pairing and polarisation of the solvent, as proposed by Grzetic et al.288

To illustrate the effect of adjusting the value of the static permittivity on the Debye and Bjerrum lengths, experimental values were collected and fitted to a functional form provided by Gavish and Promislow295 (detailed in the ESI†), and the correction is shown in Fig. 16. By increasing the NaCl concentration the Debye length decreases at a faster rate compared to the fixed $\varepsilon_r$ form and Bjerrum length increases linearly compared to the fixed $\varepsilon_r$ form.

The form of the Bjerrum length provided in eqn (7) is widely used. However, this form is derived from a simple screened Coulomb interaction and will therefore become increasingly inaccurate as the number of ions in solution (and therefore electrostatic screening) increases. Hence the decay will take the form of a Yukawa-like potential,296 as shown by Liu et al.,279 and results in the following transcendental equation for $r_B$ that gives the effective Bjerrum length ($l_{Beff}$) in solution,

$$l_{Beff} = e^{-\kappa_a\rho}$$ (10)

The solutions to such transcendental equations are given by the real component of the Lambert W function ($W_{\Re}(x))$,

$$l_{Beff} = \frac{1}{\kappa_D} W_{\Re}(\kappa_D l_B) = \lambda_D W_{\Re} \left( \frac{\lambda_B}{\lambda_D} \right)$$ (11)

This effective Bjerrum length gives the length of the electrostatic-thermal interaction equivalence in the presence of ions, with a concentration dependence implicit in the calculation of $\lambda_D$. This is plotted in Fig. 16, showing the significant reduction in the Bjerrum length (compared to the increase by only adjusting the value of the static permittivity) if there are other ions present.

If these were the only extra corrections needed there would be nothing left to add. However surface force measurements297 by Gebbie et al.298 and Perkin’s group,285,299,300 with agreement from other techniques described by Gaddam and Ducker,301 and then further critically reviewed,302 showed that there were significant deviations from the Debye length at higher concentrations, despite adjustments to the value of the permittivity. This highlights a significant breakdown of the DH picture of electrolytes. This is particularly obvious in Fig. 17(a), where there is a significant deviation at higher concentrations. Note all plots in Fig. 17 use an x-axis of $\kappa_D a = a/\lambda_D \sim \sqrt{T}$, i.e., it is proportional to the ionic strength and increases with ionic concentration. In all cases a is the diameter of the particle (sometimes d is used instead of a to denote this quantity) and $\lambda_D = \kappa_D^{-1}$ is the predicted Debye length (i.e., from eqn (6)). Fig. 17(a) shows that the ratio of the observed screening length divided by the Debye length ($l_s/\lambda_D$) for 1:1 aqueous electrolytes, pure room temperature ionic liquids (RTILs) and diluted ionic liquids (ILs) in PC, appear to collapse onto a single line at values of $\kappa_D a \geq 1$. The authors put forward the following relationship to fit the observation,

$$\frac{l_s}{\lambda_D} \sim \left( \frac{a}{\lambda_D} \right)^2 = (\kappa_D a)^2$$ (12)

where $z$ is an empirical exponent, which was found to be $\sim 3$ from their surface force measurements.285,299,300 They also put forward an equivalent equation,

$$\lambda_s \sim \epsilon_{ion}^{-1} \lambda_B$$ (13)

where $\epsilon_{ion}$ is the concentration of the ions. This suggested that the (unscreened) Bjerrum length and the ion size are important in the onset of this phenomenon. They termed this behaviour of the increase in observed screening (compared to the Debye length) as underscreening.

Statistical mechanics predicts a change in the screening behaviour when the Debye length is of the order of the ion size. Kirkwood108 showed that there is a crossover point where the

![Fig. 16](image-url) The effect of varying the relative permittivity ($\varepsilon_r$) due to concentration on both the Debye length ($\lambda_D$) and the unscreened Bjerrum length ($\lambda_B$), as well as the predicted effective (or screened) Bjerrum length ($l_{Beff}$).
screening behaviour would change from pure exponential decay to a damped oscillatory decay, and Lee et al. showed that it occurs at approximately \( a/\lambda_D = \sqrt{4\pi/\kappa_0} > \sqrt{2} \). This oscillatory decay has the functional form,

\[
f(r) = \frac{A}{r} \exp\left(-\frac{r}{\lambda}ight) \sin\left(\frac{2\pi r}{d} + \phi\right)
\]

where \( \lambda \) is the decay length at a distance \( r \), \( A \), and \( \phi \) are empirical constants and \( d \) is related to the ion size. The oscillating behaviour appears to be related to the granular nature of the interactions becoming important, and the onset of charge-ordering which is known as overscreening. The onset of the damped oscillatory decay is observed in both the charge–charge and number–number distribution functions, and is known as the Kirkwood and Fisher–Widom points respectively. The onset of this behaviour was also found in the works of Onsager, Kjellander, Carvalho and Evans, Stillinger and Lovett, and Attard. Fig. 17(c) and (f) shows the Kirkwood and Fisher–Widom points, respectively, for various classical density functional models. Other statistical mechanical models are also plotted in a similar way, and while they predict the same onset of the change in behaviour, they do not capture the \( z = 3 \) scaling behaviour at higher concentrations, i.e., values of \( \kappa_0 d \) that was found by the surface force measurements.

Subsequent theoretical and computational work has also been unable to obtain the \( z = 3 \) scaling that is observed experimentally. The exact contributing factors leading to the scaling behaviour are still unknown, with suggestions of the omission of polarisation as well as ion-pairing and/or clustering being important, with the full dissociation of “strong” 1:1 electrolytes above 0.5 M being questionable (Section 2.3.5). However the degree and nature of such clustering and pairing is still debated. As was shown by Gebbie et al. and more recently by Liu et al., most of the ions in the solution would need to be paired in order to get such a screening length if ion-pairing were the only explanation.

![Fig. 17](image-url)
Predicted electrical double-layer capacitance for such a high degree of ion pairing was also qualitatively different from experiment.²²⁸

Kjellander has shown that, in contrast to DH and PB theory, if all the ions are treated on the same basis, the screening decay length is different from the Debye length.²⁸⁴,³¹⁴,³²⁹ The behaviour of the screening length can be observed by solving,

\[
\frac{k_r^2}{k_D^2} = \frac{\varepsilon_{ir}^{ex}}{1 + k_D^2 a}
\]

where \( k \) is the actual screening parameter, and \( a \) is the particle diameter.²⁸⁴ This yields (at least) 2 solutions, with decay parameters \( k \) and \( k' \) such that \( k < k' (k, k' \in \mathbb{R}) \). The behaviour of these two solutions is shown in Fig. 17(b). When \( k_D a \) is increased (i.e., as concentration is increased), the two solutions approach each other and merge to become complex conjugates,

\[
k = k_R + ik_3
\]

with \( k_R, k_3 \in \mathbb{R} \). This corresponds to the Kirkwood point and indicates the onset of an exponentially oscillating decay behaviour, where \( k_R \) and \( k_3 \) are related to the \( l \) and \( d \) terms in eqn (14). Kjellander also derived an exact statistical mechanical result for the screening length, given by,

\[
k^2 = \frac{1}{k_B T \varepsilon_{ir}^{sc}(k)s_0} \sum_j q_j q_j^* n_j^b
\]

where \( \varepsilon_{ir}^{sc} \) is the dielectric factor (see Kjellander²⁸⁴ for details), and \( q_j^* \) is the dressed particle charge (i.e., a renormalised charge) on ion \( j \) and \( n_j^b \) is the number density of \( j \) ions in the bulk phase. While this is an exact result, calculation of \( \varepsilon_{ir}^{sc} \) and \( q_j^* \) are unknown quantities. However, the modification of the charge to an effective charge is due to the presence of other ions in the solution, which will have correlated behaviour. Hence the electrostatics are highly non-local¹¹² and points to a significant reason why the DH theory breaks down. Furthermore, this treatment also captures ion–ion correlations with the inclusion of ion-pairing (i.e. CIP, SIP, SSIP, clusters) as just highly correlated ions. The permittivity term, \( \varepsilon_{ir}^{sc} \), is a quantity that depends on the presence of ions and also takes into account the granular nature of the solvent. Both of these terms will be specific to both the solvent and the ions that are involved.

The above equations also permit more than two solutions for \( k \), which would lead to a linear combination of exponential and/or oscillatory exponential decays, as shown recently by Kjellander.³⁰⁵ This was hinted at by work by Keblinski et al.³₃₀ and more recently Zeman et al.³⁰⁷ also examined this possibility and fitted simulation data of the potential of mean force with multiple functions similar to the one given by eqn (14). They found scaling relationships with \( \alpha = 1 \) and \( \alpha = 2 \) for two of the terms that they used to fit their simulation data for the diluted IL and for aqueous NaCl (Fig. 17(d) and (e)).

The addition of extra decay lengths increases the accuracy of the DH model (see Fig. 18).³⁰⁵ The term with the smallest decay parameter (largest wavelength) is the one that dominates the behaviour at long range. Recently it has been suggested that a modified Poisson–Boltzmann model may aid in explaining large experimental decay lengths.³³¹

Salt concentration has long been recognised as a significant factor in the study of SIE. There is much more to discuss regarding SIEs at high concentration and the so-called “4th evolution of ionic liquids”³³² shows there is much still to be understood about ion concentration effects in both aqueous and nonaqueous solvents. The original precipitation experiments performed by Lewith and Hofmeister required significant salt concentrations.³² Many modern studies of SIE’s have also performed using high salt concentrations, leading to a prevailing assumption that SIEs are only largely relevant observed in concentrated electrolytes. In this respect it is important to highlight the study of Mazzini and Craig, who demonstrated that SIEs are observed on standard molar volumes of infinitely dilute electrolyte solutions.⁴² Nevertheless, in concentrated solutions, the ion size, its interaction with the other ions and the solvent and the decay lengths of the electrostatics are ion specific. There is no reason to suppose that this supplants other SIEs observed in concentrated electrolytes, and it is conceivable that ion specificity in general are the result of multiple factors (we have discussed concentration-induced SIE reversals further in Section 3.1). However, the empirical relationship of eqn (12) still lacks explanation and has mostly been explored for 1:1 electrolytes, hence the impact of ion valency on these phenomena remains to be explored. We note that the re-entrant solubility of polyelectrolytes at high salt concentrations has been attributed to the extended electrostatic decay length,²⁷⁸ the implication being that higher valency ions induce a departure in the electrostatic decay length from the
Debye length at significantly lower concentrations than those expected from eqn (12).

The implications of the ion specificity of the extended electrostatic decay length at high salt are indeed broad, as they will likely influence any solution with a high ionic strength, including nonaqueous solutions (Section 6), deep eutectic solvents, and ionic liquids. Thus, one would expect that these SIEs are manifest in fields as diverse as crystallisation, the packing of DNA, the colloidal stability of particles, battery and supercapacitor technologies, and self-assembly. In many cases this will result in re-entrant behaviour, that is the stability or properties of a system reverting to a state that is seen at low salt concentrations.

8. Conclusions & outlook

There have been significant contributions to our knowledge of SIEs in recent years. The Hofmeister series itself has been quantified for anions based solely the ionic radial charge density (Section 2.3.3) and insight into the governing intermolecular forces in SIEs has advanced more generally. Mechanisms underpinning SIEs, particularly regarding the influence of cations on polymer systems, continue to be elucidated.

Circumstances where SIEs either deviate from the traditional Hofmeister series or undergo complete reversals (Section 3) are becoming more extensively understood. In particular, it is now known that SIEs can be perturbed by stimuli such as solvent, temperature, and UV radiation, in addition to the more well established changes induced by concentration, pH, ionic strength, cosolute and counterion. By contrast, the behaviour of ions at surfaces (Section 4) are still poorly understood, in part due to experimental techniques’ inability to delineate the individual effects of cations and anions near the interface. However, techniques such as NLO and NICISS are beginning to overcome this barrier (Table S1, ESI†), as are theoretical and computational approaches. The understanding of mixed salt SIE systems, relevant for biological and industrial applications (Section 5), has also developed recently, specifically regarding the additivity (or lack-there-of) of co-dissolved anions. Direct investigations of SIE in nonaqueous environments (Section 6) constitute a new frontier for the field, and in doing so are generalising our understanding of SIEs and their underlying mechanisms. Similarly, a new category of SIE observed in concentrated electrolytes (Section 7) has been shown to facilitate re-entrant behaviour in polyelectrolyte and colloidal systems.

Despite these advances, the ubiquity of SIEs means there is still much to be uncovered and understood. We believe the following avenues of research may help overcome the remaining challenges for understanding and predicting SIEs:

**Ab initio solvent and solute properties**

A multitude of factors are required for predicting an ion’s behaviour in any solution (Fig. 3), given the susceptibility of SIEs to changes in the solvent or cosolute(s). Therefore, in addition to the ion’s properties (Section 2.3), those of the solvent and any cosolute(s) must be considered explicitly for SIEs to be predicted. In this respect, the static relative permittivity (e_r) is prevalent in established electrolyte theories (Sections 2 and 7). This parameter encompasses both positive and negative dipoles of the solution medium, and while this implies an ability to simultaneously account for cation and anion solvation, there is limited relation on relevant properties (e.g. salt solubility Fig. S2, ESI†), since it does not describe explicitly the distribution of charges in an electrolyte solution. The adjusted permittivity term, e_r^*, proposed by Kjellander, possibly overcomes these limitations, as it is an ion specific term that accounts for the bulk molecular structure of the solvent. However, it is currently an unknown quantity. Alternate solvent properties (Section 6) relating to the Lewis acidity (AN) and basicity (DN) appear relevant to the magnitude of observed SIE. It is tempting to use these to predict the potential point of reversal behaviour (Sections 3 and 6), or if salting-in or -out effects occur. However, this is generally not possible – their empirical nature limits their utility and transferability. Elucidation of solvent properties that can simultaneously account for SIE and be incorporated into generalised electrolyte theories (e.g. the solubility of a salt in a solvent) remains problematic. While resolving this issue is critical for more complex SIEs to be elucidated, understanding and predicting solvent structure and properties ab initio will be a key approach in future. While modified Poisson–Boltzmann models can successfully explain ion behaviour in various surface and high concentration phenomena, we think that extending these models to include site-specific charges (Section 2.3.3) could also provide a basis for the elusive predictive theory of specific ion effects.

**Interfacial structure**

Interfacial structure and concentration in electrolyte solutions are critical for myriad chemical and biological processes, such as enzyme and protein structure and electrochemical interfaces. Next-generation electrochemical devices can more readily be realised through optimisation of the electrode interface, and in this respect the adsorption/desorption of electrolyte is the critical phenomenon. A more detailed understanding of SIEs at interfaces will also inform bulk behaviour, and the origins of non-Hofmeister ion specificity (such as those observed in bubble-bubble interactions). In these contexts, nonaqueous solvents are of particular importance. The complete elucidation of these phenomena requires pairing elementally-resolved techniques (e.g. NICISS) and computational simulation towards answering the following questions:

i. What (accumulation/depletion) trend do ions follow at aqueous and nonaqueous solvent surfaces?
ii. How does the solvent identity affect these specific ion trends?

iii. What role do counterions (Section 3.3) have on the specific ion adsorption of individual ions?

**Beyond mixed salt solutions**

Studying SIEs in mixed salt solutions presents challenging test cases for any prospective SIE theory. A natural extension to mixed salt systems are buffered solutions, such as those relevant to SIE in biological systems. The fact that mixed salt effects have also been studied in polyelectrolytes and neutral polymer solutions (Section 5) presents alternative opportunities for studying SIEs via ionic surfactants, which are already known to influence mesophase behaviour in mixed salt-surfactant systems in an ion-specific way. Ionic surfactants also enable systematic investigation and manipulation of SIEs, for instance by using a constant charge group with increasing aliphatic tail length (i.e. in order to maintain a constant Coulombic interaction between the surfactant and the solvent, while varying non-Coulombic effects). Such approaches would be assisted by the fact that properties of ionic surfactant solutions (e.g., critical micelle concentration, surface tension etc.) can be readily measured to assess SIE’s without requiring additional cosolutes. This also provides an additional approach to investigating specific counterion effects and SIEs in mixed salt solutions.

**High salt concentrations**

The ion specific re-entrant behaviour of polyelectrolyte solutions at high concentrations have recently been highlighted. The mechanistic understanding of such behaviour is still limited however. There remain inconsistencies between experimental observation and theory (particularly with respects to electrostatic underscreening, Section 7). Atomistic simulation of bulk structure provides the most direct means forward for elucidating the driving forces behind this non-monotonic behaviour. Notably, simulation would enable the investigation of supersaturated regimes beyond what is experimentally accessible. In this respect, SIEs in ionic liquids provide an alternate avenue for exploring SIEs at high salt concentrations (Section 7), but also one that enables counterion effects to be negated (for instance, by matching one of the ions comprising the salt with the ions in the IL).

**Non-Coulombic effects**

Coulombic interactions between ions, cosolutes and solvents play a significant role in SIEs, particularly for charge dense anions. For larger, charge diffuse ions however, and/or more polarisable solvents/cosolutes, these Coulombic interactions weaken, relative to competing non-covalent interactions (viz. dispersion, induction, exchange repulsion etc.). This is most obvious in long-chain tertiary ammonium salts, tetraphenyl borates, phosphonium or arsonium (Section 2.3.2). Whilst the electrostatic contributions of “Hofmeister ions” have largely been quantified and parameterised, these non-Coulombic phenomena require further attention, as under certain circumstances they possibly account for SIE anomalies and reversals in general (Section 3). Indeed, compelling evidence of SIE understanding coming to maturity would be the ability to “turn off” or quench SIE by balancing these competing forces, via strategies such as surface functionalisation, solution composition, solvent, counterion, etc.

**Data science approaches**

The SIE field is somewhat unusual, in that data science and machine learning approaches have made relatively few in-roads to date (compared to some other fields). This is arguably because such approaches require large, accurate and consistent data sets, for instance, describing the ion solvation structure in aqueous and non-aqueous solvents. The recent development of data resources to specifically address this issue therefore opens up exciting new opportunities for the field, relating to machine learning and deep learning approaches.
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