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There has been increasing attention in using machine learning technologies, such as neural networks
(NNs) and Gaussian process regression (GPR), to model multi-dimensional potential energy surfaces
(PESs). A PES constructed using NNs features high accuracy and generalization capability, but a single
NN cannot actively select training points as GPR does, resulting in expensive ab initio calculations as the
molecular complexity increases. However, a PES constructed using GPR has a slow speed of evaluation
and it is difficult to accurately describe a fast-changing potential. Herein, an efficient scheme for
representing globally accurate reactive PESs with complex topography based on as few points as
possible by incorporating active data selection of GPR into NN fitting is proposed. The validity of this
strategy is tested using the BeH," system, and only 1270 points are automatically sampled. The
generalization performance and speed of evaluation of the generated PES are much better than those of
the GPR PES constructed using the same dataset. Moreover, an accurate NN PES is fitted by 12122

Received 13th February 2022,
Accepted 11th April 2022

DOI: 10.1039/d2cp00719¢ points as a benchmark for comparison to further test the global accuracy of the PES obtained using this

scheme, and the corresponding results present extremely consistent topography characteristics and

Published on 12 April 2022. Downloaded on 1/16/2026 5:13:57 PM.

rsc.li/pccp

1. Introduction

Potential energy surface (PES), as a crucial concept in physical
chemistry, was introduced by the separation of nuclear and
electronic motions, which gives rise to molecular spectrosco-
pies and chemical reactivity dynamics simulations. Since the
quality of dynamical calculations is determined directly by the
accuracy of potential energy, numerous numerical methods"™®
for generating PESs have been developed over the past few
decades to avoid excessive computational cost. Constructing an
applicable PES of a molecular system generally requires two
steps, namely, the calculations of energy points in the selected
coordinate range and representing the mathematical relation-
ship between the nuclear configurations and the corresponding
potential energies from a mass of discrete data. The develop-
ments in the electronic structure theory and computing power
have enabled high-precision ab initio energies for small sys-
tems. However, establishing a global PES of a system with
multiple dimensions is still a challenge. This is particularly
true for reactive PESs with complex topography in which all the
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calculated Be™(%S) + H, reaction probabilities.

reactant and product channels and the regions where reaction
can access need to be included for accurately characterizing the
classical trajectory or quantum scattering calculations. For
example, it usually takes tens of thousands of points to build
complex-forming reactive PESs dominated by a well even for the
simplest triatomic systems.'®*? Therefore, it is a key issue to
efficiently sample data points in the nuclear configuration
space to make the construction of polyatomic or complex
structured PESs truly possible.

In recent years, there has been increasing attention in
representing high-dimensional PESs using machine learning
algorithms.**® Among these methods, it is worth mentioning
that the artificial neural network (NN)* is a powerful and
robust tool for fitting high-quality PESs of reactive systems in
the gas phase and the interaction of molecules with
surfaces.’®>” NNs can give an analytic form about the nuclear
coordinates and energies by minimizing the cost function to
obtain the optimal parameters of every neuron. However, the
implementation of the NN approach is essentially based on the
ab initio points selected in advance, and it becomes exponen-
tially difficult to perform electronic structure calculations in
enormous configurations as the complexity of the system
increases. There have been widespread studies on how to
saturate the energy points in a large configuration space based
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on the NN fitting. Raff et al. developed the use of trajectories
and distance between ab initio points to choose new
configurations.®® Behler proposed the sampled scheme of the
configuration space by the large discrepancy between two
different NN fits.>® Lin et al put forward an uncertainty-
driven strategy to automatically construct multidimensional
NN PESs.*”*" They used the weighted negative squared differ-
ence surface between two independent NN structures as the
uncertainty metric to search and add new data at the less
reliable region of PES. These ways in generating an optimal
dataset automatically amount to active learning, a machine
learning algorithm with an efficient decision on the selection of
training data.

Another popular machine learning method in modeling
PESs is the kernel-based Gaussian process regression (GPR).*?
Unlike NNs, GPR is a nonparametric model without a specific
functional form, and it provides a statistical estimate of the
energy value at an unknown configuration based on the pre-
existing ab initio points. Benefiting from the Bayesian model-
ing, GPR can construct accurate PESs with fewer data points,
and it has been successfully applied in multiple molecular
systems.*”>® An important advantage of the GPR model is that
it can explicitly provide the predictive uncertainty at an
unknown configuration via variance, providing a straightfor-
ward active learning scheme to sample data points. Guan et al.
utilized this unique feature to reproduce the H + H,0 < H, +
OH and H + CH,; < H, + CHj; reactive PESs by continually
adding new energy points with the maximum of variance,”” and
the two reliable PESs were obtained only by assembling 920 and
4000 points, respectively. Uteva et al. used three active learning
strategies to determine the training sets of GPR in generating
intermolecular PESs for CO,-Ne, CO,-H,, and Ar; systems,>®
and their studies further demonstrate the high efficiency of
GPR in sampling data. Therefore, using the GPR method to
represent PESs can save a mass of ab initio calculations, and it
is more convenient and efficient for data acquisition than the
NN model.

On the other hand, the speed of evaluation is also a very
important factor for the assessment of constructed PESs.
Reactive PESs obtained by the GPR approach are much slower
to evaluate than the NN fitting because the product of two
vectors with the size of the number of training points n needs to
be evaluated numerically, scaling as O(n), which restrains the
subsequent dynamics calculations to a great extent when the
value of 7 is relatively large. In contrast, the numerical evalua-
tion of NN PESs only depends on the number of layers and
neurons of the network, thus it is very fast to access the energy
values of the arbitrary configurations. Moreover, there exists
the risk of ill-conditioned covariance matrices when the train-
ing set contains very close points or rapidly varying energy
values, indicating that the GPR model is not suitable for
constructing reactive PESs with obvious well or barrier struc-
tures owing to the requirement of dense points in these
regions.

To sum up, a pure NN model can represent accurate PESs,
but it cannot actively select training points as GPR does, thus
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the corresponding electronic structure calculations become
much too expensive as the molecular complexity increases.
PESs generated by the GPR method can significantly save the
number of ab initio points compared with the NN fitting, but
the speed of evaluation is slow and the regions with fast-
changing energy cannot be accurately reproduced, thus the
GPR model is usually used to construct PESs near the equili-
brium geometry rather than global reactive PESs. Therefore,
constructing globally accurate multi-dimensional PESs with a
rapid speed of evaluation remains a challenge by using a single
model. Combining the advantages of the above two machine
learning algorithms could be a good idea to overcome this
difficulty. In this work, we propose a new scheme for represent-
ing reactive PESs with complex topography by incorporating the
active data selection of GPR into the NN fitting, which can
generate accurate analytic PESs with a rapid speed of evaluation
by sampling as few ab initio points as possible. First, a small
initial dataset is selected to produce a rough GPR PES; and then
the new ab initio data are added to the training set by searching
the maximum in the variance space, and this procedure is
automatically repeated until obtaining the convergent value of
the highest predictive variance; finally, the NN method is used
to construct the analytical PES based on the finally determined
training points. We test the validity of this scheme in a simple
triatomic Be*(’S) + H, reactive system. The main reason is that
accurate ab initio data can be obtained due to the relatively
small number of electrons of this system, which is critical for
testing a new approach for constructing PESs. Moreover, com-
pared to Hj, LiH,, or other simpler systems, the ground state
BeH," PES features more complex topography characteristics,
including wells, barriers, cusps formed by the avoided crossing,
and rapidly changing energies in some regions. Therefore, the
Be'(’S) + H, system is a suitable candidate for examining the
feasibility and universal applicability of this new strategy.
The remainder of this paper is as follows: Section 2 gives the
detailed methodology, including the ab initio calculations,
searching points in GPR and NN fitting. In Section 3, the
results and discussion are presented, which prove the effective-
ness of this scheme in representing reactive PESs with few
points. Section 4 concludes this article.

2. Methods

In this work, the ab initio calculations are performed using
Molpro 2012 software.”® The energy points of the ground state
(12A”) BeH," are calculated at the internally contracted multi-
reference configuration interaction®®®! levels with the David-
son correction (MRCI + Q), and the augmented Dunning-type
correlation consistent polarized quadruple basis set®’ is
adopted for H and Be atoms. Ab initio energy calculations for
this system are carried out in a wide configuration space, and
the data points are sampled in the Jacobi coordinates (7, R,
and 6). The reactive region of Be*(*S) + H, is defined as 0.4 A <
r<9.6A01A <R <132A4, 0° < f/degree < 90°, and the

product region of BeH" + H is defined as 1.0 A < r < 9.6 A,
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Fig.1 The pragmatic procedure of the new scheme for representing
multi-dimensional reactive PESs.

0.1 A < R <132 A, 0° < 0/degree < 180°. A total of 12040
energy points covering the whole configuration region are
selected as the reference set, which provides the candidate
points added to the training database and serves as the test
data to examine the generalization ability of the trained model.

This new scheme that combines the actively selecting points
of GPR and the NN fitting is a universal approach for the
construction of multidimensional reactive PESs, and the basic
procedure of this strategy is illustrated in Fig. 1. For the
triatomic system, the initial configurations can be sampled in
the Jacobi coordinates by using the Latin hypercube sampling
(LHS) approach,®® which can avoid clustering and the samples
cover the whole coordinate region in each degree of freedom. It
is important to note that using the Jacobi coordinates to sample
is not suitable for polyatomic reactive systems due to the
significantly increasing complexity. In addition, a previous
study® suggests that the LHS has limitations for large systems.
As the system’s dimensions increase, the initial configurations
can be sampled along each reaction pathway with the other
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coordinates fixed at the corresponding transition states, which
are determined by relatively low-level ab initio calculations,
ensuring that the dynamically relevant configuration space is
covered. A preliminary GPR PES is constructed based on the
initial energy points. Next, the new ab initio data are added to
the training set by searching the configuration with the highest
predictive variance by this GPR PES in a large coordinate space,
and then a new GPR PES is constructed using the updated
training dataset. This process is repeated automatically until
obtaining the convergent maximum of predictive variance, and
the training set is eventually determined. In the final step, the
analytical PES is represented by the NN fitting based on this
training set. To ensure the important permutation symmetry of
the generated PES, the permutation invariant polynomial (PIP)°
is adopted as the input of GPR and NN models, namely, the PIP-
GPR*® and PIP-NN*"?** methods are used in the process of
constructing PES.

Next, the basic theory and important equations involved
in this strategy are described. The Gaussian process
is a kernel-based non-parametric supervised machine
learning algorithm, which can be regarded as a limit of the
Bayesian network with an infinite number of nodes. The
detailed description of GPR can be found in the relevant
literature,*> and here we only give a brief introduction about
its application in active data selection for representing PESs.
Supporting the initial dataset containing n configurations X
= [x4,. .., X,], where the inputs of x; are the PIPs constructed
by the interatomic distance, and the outputs y = [yy,. .., ¥,] of
the GPR model are the corresponding normalized potential
energies. The joint multivariate Gaussian distribution can be
expressed as follows:

y NN(O7K(X7X)) (1)

in which the mean function is set as zero for simplicity, and
K(X, X) is a n x n matrix with elements of kernel function k(x;,
x;), representing the covariance between x; and x;. Here, the
type of anisotropic Matérn kernel with v = 2.5 is selected and
written as follows:

k(xi,x;) = C(l + \ﬁd(x;’ X)) i gd(x,-l,zx,-)z) eXp(—ﬂM)

+ 90
@)

where c is a constant to be optimized, and d(x;, x;) represents
the Euclidean distance between x; and x;; here, [ =[1y, [, [5] is
the length-scale vector. §; 0, donates the noise term of
following a Gaussian distribution that is added to the diag-
onal of K, which can avoid the risk of the ill covariance
matrix; ¢, I and ¢, form the set of hyperparameters, denoted
as 0.

The goal of training a GPR is to obtain the parameters of
kernel function by maximizing the following logarithm of the
marginal likelihood,

1 _ 1 n
logp(y|X,0) = —y' K~'y — Slog|K| — Jlog(2m)  (3)
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A new data point (x*, y*) to be predicted also follows the
prior distribution of eqn (1),

7] oo 0

K7 (x", X)
K**(x*,x*) (4)

where K** = (x*, x*), and K* is a vector that consists of the
covariance between x* and all of the training data. As a result,
the predicted mean of y* is given by:

wx*) = [K*K + 0,1y (5)
and its variance can be calculated as follows:

*(x¥) = K* — K"K + 0,°1] 'K* (6)
The new ab initio data with the highest predictive variance are
iteratively added to the GPR training dataset until the max-
imum of variance converges, and then the analysis PES is
obtained by using the PIP-NN model based on the dataset
determined by the GPR model.

NNs consist of layers of interconnected mathematical func-
tion simulating biological neurons, and it can present a flexible
form with arbitrary precision. There has been increasing inter-
est in generating multi-dimensional PESs with NNs, and for
more details please refer to the relevant reviews.'*'> For the
studied system, the NN structure contains two hidden layers
with 11 neurons. The analytical form in expressing the
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relationship between inputs and outputs is written as follows:

11 11 3
y = (p(s) <E Wﬁz)(p(z) (Z ‘¢,](_2>¢(1><Z W,(\,')kaLbj(«l))
i=1 j=1 k=1 (7)

where w and b represent the weights and bias, which are
regulated by the Levenberg-Marquardt algorithm.®* ¢ is the
transfer function between the two adjacent layers, and the
smooth hyperbolic tangent function and simple linear function
are selected in the 1-2, 2-3 layers, and 3-4 layers, respectively.
We perform the cross-validation approach to avoid overfitting,
namely, 90% ab initio points are used to fit the NN PES, and the
performance of the trained model is examined by the
other data.

3. Results and discussion

To begin with, a total of 40 ab initio data are selected by the LHS
strategy as the initial training set, and then the new data in the
test dataset are added based on PIP-GPR interpolation. The
highest predictive variance as a function of the number of
training points is described in Fig. 2(a). As can be seen, the
value of the highest variance decreases rapidly at first and then
tends to be flat. The highest variance is convergent to 3.45 eV>
when the number of training points reaches 1270, and these
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Fig. 2 The highest predictive variance and the RMSE of the test database as a function of the number of training points in the GPR training for the BeH,*

system.
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actively sampling energy points are used in the next PIP-NN
fitting. Fig. 2(b) gives the test error calculated on PIP-GPR PES
as a function of the number of training data. The test error
refers to the root mean square error (RMSE) of all the test data
points. The RMSE value is very large when the model is trained
with a small number of points, which is different from H;*” or
Ar;°® PESs constructed using the GPR model. In these systems,
the RMES can be decreased to the meV level merely by using
dozens of samples. This is because the ground state BeH," PES
contains abundant wells and barriers and the energy values
change rapidly in some configurations; more points are
required for accurately describing its structural characteristics
even adopting the GPR method that greatly saves the electronic
structure calculations. The test RMSE of the PIP-GPR PES
trained by 1270 points is 6.12 meV.

Fig. 3 shows the difference between the predicted energies
and the ab initio results in the test database, and the values of
predictive energy are obtained on the PESs constructed using
the PIP-GPR model and the proposed new approach with 1270
training data. The energy values of the abscissa axis are relative
to the dissociation limit of triatomic Be'~H-H. The test RMSEs
of the PES represented by the pure PIP-GPR model and this new
method are 6.12 meV and 1.80 meV, respectively, implying the
accuracy of the PES is remarkably improved by using an
additional NN fitting after actively selecting points with the
GPR model. In the new method, the final analytic PES is fitted
by the PIP-NN scheme, which can yield extremely accurate
PESs, such as the recently reported ultracold reactive system
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of KRb + KRb — K, + Rb,,*® which presented an RMSE of only
1.86 cm ™. The Be*(®S) + H, reactive PES features multiple wells,
barriers, and cusps formed by the avoided crossing effect of the
first excited state,’® which go against the fitting accuracy, and
too small RMSE can also increase the risk of long-range
potential for the tested system. Although the fitting RMSE does
not reach the order of spectroscopic accuracy, the accuracy of
the obtained PES is sufficient for dynamics studies on the
endothermic reaction of Be(*S) + H,. It can be seen from the
distributions of the test errors that both the methods can give
accurate predictions in the energy region below —4 eV. How-
ever, the PIP-GPR PES presents large predictive errors in the
region of relatively high energy. On the contrary, the PES
generated by the new strategy keeps a very small predictive
error in the whole energy region. The absolute highest error
values in the test dataset for the PIP-GPR method and the new
model are 179.6 meV and 11.3 meV, respectively, suggesting
that the generalization performance of the new approach is
much better than that of the pure GPR model for the construc-
tion of PESs with complex topography.

The speed of evaluation is also a very important aspect to
assess PESs, and it directly affects the efficiency of the subse-
quent quantum scattering calculations. The evaluation of NN
PESs depends on the number of neurons, and any two layers
are linked by a simple function; thus, the speed of evaluating a
NN PES is very fast. For the GPR model, as shown in eqn (5), it
requires to calculate the covariance matrixes between the
predicted configurations and all of the training data and the

0:12 T T T T
L PIP-GPR (1270 points)

S
—
T
.

Error (eV)
(=i
o
I

-0.1 oo

-

o
-
1

-0.2 ) L : :

Potential Energy (eV)

0.02 T T T T T
L New Method (1270 points)

0.01

Error (eV)

Poten

tial Energy (eV)

Fig. 3 Predictive error distributions in the test database of the PESs constructed by the PIP-GPR model (1270 points) and the new method (1270 points)

for the BeH,* system.
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Fig. 4 Three-dimensional BeH,* PESs constructed by the new method at four different Be*~H-H angles (45°, 90°, 135°, and 180°).

product of vector-vector with n dimensions, so the efficiency of
predicting a new data point is very low when the number of
training data is relatively large. We use a single core on a single
compute node (Intel(R) Core(TM) i5-1035G1 CPU@1.00 GHz) to
evaluate 100000 potential values on the PESs modeled using
different schemes, and the evaluation times for the PIP-GPR
PES and the PES constructed by the new method are 25.41 s and
7.37 s, respectively. The time cost is saved around three times
than the pure GPR method, and this ratio will increase remark-
ably when the training set contains more data points.

Three-dimensional BeH," PESs constructed using the new
scheme at four different Be'-H-H angles (45°, 90°, 135°, and
180°) are plotted in Fig. 4. The PES is smooth in the whole
coordination space and no non-physical structures are present
for every angle, demonstrating that there is no overfitting
during PIP-NN training. The right valley and left valley on the
PES correspond to the Be®(’S) + H, channel and BeH" + H
channel, respectively. It can be seen that there exist a well and a
barrier on the PES for each Be'-H-H angle, and the two
structures become less obvious with the increase of the Be'-
HH angle. The topography characteristics of BeH," PES imply
the complicated changes between the nuclear configuration
and energy.

The molecular constants of diatomic species Hy(X'Z,") and
BeH'(X'T") are listed in Table 1. The values of bond length
R., dissociation energy D., vibrational frequencies w,, and

12832 | Phys. Chem. Chem. Phys., 2022, 24,12827-12836

Table 1 Molecular constants of H,(X'E,*) and BeH*(X'Z*)

This work Experimental data®’

Hy(X'Z,") R. (bohr) 1.400 1.401

D, (eV) 4.743 4.747

e (em™) 4402.7 4401.2

weXe (em™h) 104.90 121.33
BeH'(X'Z") R. (bohr) 2.489 2.480

D, (eV) 3.163 3.280

e (em™) 2220.5 2221.7

WeXe (cm™1) 40.74 39.79

anharmonicity constants w.x. calculated on the PES generated
by the new method coincide with the experimental values
well,*” indicating that the new PES can accurately describe
the distributions of the rovibrational states of the reactant
and product when the dynamics calculations of the Be*(>S) +
H, — BeH' + H reaction are implemented. Table 2 gives the
geometries and energy values of stationary points for the
ground state BeH,', compared with the previous MRCI + Q
results.®® The energy values are relative to the Be" + H,
dissociation limit. It can be seen that the equilibrium structure
and saddle points obtained on the PES constructed using this
new scheme are in good agreement with the high-level ab initio
calculations.

To further verify the reliability of this scheme in represent-
ing global reactive PESs, we use all the test data and additional

This journal is © the Owner Societies 2022
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Table 2 Stationary points for the ground state BeH,™"

ruu (bohr) Rge' _au (bohr) Energy (eV)
Minimum, 6 = 90°
This work 1.454 3.352 —0.380
MRCI + Q°® 1.449 3.352 —0.374
Saddle point, 0 = 0°
This work 1.438 4.091 —0.129
MRCI + Q°® 1.438 4.067 —0.133

82 points on the minimum energy path to fit an accurate PIP-
NN PES as the benchmark for comparison, and the fitting
RMSE is only 0.91 meV. Fig. 5(a and b) show the collinear
and global minimum energy paths of the Be*(>S) + H, — BeH" +
H reaction, respectively. For the collinear collision, there are a
shallow well and a low barrier, and the reactive paths calculated
on the PESs generated by the three approaches are indistin-
guishable. Compared to the collinear path, the global mini-
mum energy path includes a more obvious well and barrier,
and there exists a small hump behind the barrier. It can be seen
that the path obtained on the PES generated by the new method
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Fig. 5 Collinear (a) and global (b) minimum energy paths of the Be*(%S) +
H, — BeH™* + H reaction calculated on the PESs constructed by the PIP-
NN model (12122 points), the PIP-GPR model (1270 points), and the new
method (1270 points).

This journal is © the Owner Societies 2022

View Article Online

Paper

is completely consistent with the PIP-NN PES constructed with
12122 points, but the PIP-GPR PES produced by the same
database cannot well reproduce the barrier and the complex
shape of the product region. These results indicate that the
GPR model only can produce sufficiently accurate results at the
smooth parts of the PES, whereas the regions with fast-
changing energy values cannot be described correctly for this
system.

In addition to the assessments of the error, speed of
evaluation, and topography characteristics, quantifying the
quality of reactive PESs by quantum scattering is also very
important. To prove that the new scheme can accurately
character the dynamically relevant regions of PES, we perform
the reactant coordinate based time-dependent wave packet®"°
calculations on the Be*(>S) + H, — BeH" + H reaction based on
the PESs produced by different strategies. The time evolution of
the wave function is based on the second-order split operator
method.”" The main parameters used in the dynamical calcula-
tions are given in Table 3. In Fig. 6, the total reaction prob-
abilities of the Be*(*S) + H, — BeH" + H reaction with the total
angular momentum number J = 0 are displayed. The energy
threshold value is 1.45 eV, which corresponds to the endother-
micity of this reaction. The results obtained on PIP-NN PES
with 12122 points save as the benchmark for comparison. It is
clear that the reaction probabilities calculated on PIP-GPR PES
have substantial errors, and the key resonance characteristics
formed by the intermediate complex on the wells are not
presented. This suggests that BeH," PES modeled by the GPR
method is extremely unreliable for dynamics studies even
though the number of training points has reached thousands.
The main reason for the almost negligible probabilities calcu-
lated on PIP-GPR PES is that the collision of J = 0 partial wave is
dominated by the global minimum energy path, as shown in
Fig. 5(b), and this PES does not reproduce the key activated
barrier, which corresponds to the transition state of this reac-
tion, thus the calculated reaction probabilities are significantly
weakened. To prove that the strategy can quickly converge to an
error range necessary to run dynamics, we represent a PES with
only 600 points based on this new scheme, and the corres-
ponding reaction probabilities are also presented in Fig. 6. For
the new PES with 600 points, the reaction probabilities agree
with the results calculated on PIP-NN PES generated with
12122 points, indicating the high efficiency of the presented
strategy in obtaining reliable PESs that can be used in dynamics
studies. When the number of training data increases to 1270,
the corresponding results are almost identical to those of the
NN PES, suggesting that the PES obtained by this new scheme
can accurately describe the dynamically relevant regions.

Our calculation results of the ground BeH," PES suggest that
the standard GPR method could not correctly represent the
reactive PESs with complex topography characteristics based on
a small number of points. One important reason is that the
GPR model inherently cannot give accurate prediction for the
rapidly changing value, and the ill-conditioned covariance
matrix may appear when the data distribution is relatively
dense, resulting in numerical instability in those regions. But
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Table 3 Main numerical parameters in the time-dependent wave packet calculations

Be'(S) + H, » BeH' + H

Grid/basis range and size

R—R.)?
Initial wave packet exp _(R=R.) coskoR
ZARZ

Total propagation time

0.8 T T T
—— PIP-NN (12122 points) Y
— — -PIP-GPR (1270 points) 1
—---New Method (1270 points)

0.6 F —-— New Method (600 points) 7

0.4

Reaction Probabilities

0.2 F

0.0 - I — T
1.6 2.0 2.5 3.0

Collision Energy (eV)

Fig. 6 The total reaction probabilities of the Be*(®S) + H, — BeH* + H
reaction with J = 0 calculated on the PESs constructed by the PIP-NN
model (12122 points), the PIP-GPR model (1270 points), and the new
method (600 and 1270 points).

the GPR model is a very convenient and reliable tool for
sampling data by giving the uncertainties of the predicted
points. NNs have excellent generalization ability, but the per-
formance of NNs in constructing PESs depends strongly on the
distribution of training data. Incorporating the actively select-
ing data of GPR into the NN fitting can produce globally
accurate reactive PESs with a rapid speed of evaluation based
on as few ab initio points as possible.

4. Conclusions and prospects

There has been fast developing interest in constructing multi-
dimensional PESs using modern machine learning technolo-
gies, and most of them are implemented by the NN and GPR
algorithms. NN is a powerful tool to generate accurate PESs, but
the NN fitting is based on the points selected in advance,
resulting in expensive electron structure calculations as the
molecular complexity increases. Although GPR provides a
direct approach in actively sampling data, the constructed PESs
have a low speed of evaluation and the rapidly changing
potential cannot be accurately characterized. Therefore, com-
bining the advantages of the above two methods could be a
good idea to obtain accurate PESs with highly efficient evalua-
tion based on as few ab initio points as possible. In this work,

12834 | Phys. Chem. Chem. Phys., 2022, 24,12827-12836

R (bohr) € [0.1, 25.0], N' = 399, Nil* = 269

r (bohr) e [0.01, 20.0], Nt = 200, N" = 99

N; =139

R, = 16.0 bohr, Ay = 0.20 bohr, k, = (2Eoug)*’* with E, = 4.0 eV

30000 a.u.

an efficient scheme for representing globally accurate reactive
PESs with complex topography by incorporating the actively
selecting points of GPR into the NN fitting is proposed. This
strategy is verified by the triatomic example of the BeH,"
system, and only 1270 points are assembled to construct the
global PES. The accuracy, generalization performance, and
speed of evaluation of the PES constructed by this new scheme
are much better than those of the PES produced by the pure
GPR with the same training data. To further test the global
accuracy of the PES, an accurate PIP-NN PES is constructed with
12122 points as the benchmark for comparison. The topogra-
phy characteristics of the PES generated by this scheme and the
calculated quantum reaction probabilities of the Be*(>S) + H,
reaction are in good agreement with the corresponding results
obtained on this PIP-NN PES.

The proposed scheme is an all-purpose method for repre-
senting global reactive PESs, characterized by high accuracy
and rapid speed of evaluation, and its advantages are particu-
larly prominent for systems with complex topography. For
instance, the long-lived complex-forming reactive systems
usually require a mass of ab initio points to model PESs and
abundant energy grids to character the quantum dynamics.
This method can greatly save the cost of electronic structure
calculations and the generated PES can accelerate the quantum
scattering calculations. The presented scheme seems to be very
promising for constructing reactive PESs with more dimension-
ality. On the other hand, this scheme also has some limitations
for particularly large systems. The inverse of the covariance
matrix needs to be calculated in each GPR iteration, and the
training complexity scales as O(n’), so the speed of actively
selecting points dramatically decreases with the increase of
dimension. This speed can be effectively improved by decreas-
ing the number of training data at the cost of reducing the
accuracy.
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