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Molecular excitons play a central role in processes of solar energy conversion, both natural and artificial.

It is therefore no wonder that numerous experimental and theoretical investigations in the last decade,

employing state-of-the-art spectroscopic techniques and computational methods, have been driven by

the common aim to unravel exciton dynamics in multichromophoric systems. Theoretically, exciton

(de)localization and transfer dynamics are most often modelled using either mixed quantum-classical

approaches (e.g., trajectory surface hopping) or fully quantum mechanical treatments (either using

model diabatic Hamiltonians or direct dynamics). Yet, the terms such as ‘‘exciton localization’’ or

‘‘exciton transfer’’ may bear different meanings in different works depending on the method in use

(quantum-classical vs. fully quantum). Here, we relate different views on exciton (de)localization. For this

purpose, we perform molecular surface hopping simulations on several tetracene dimers differing by a

magnitude of exciton coupling and carry out quantum dynamical as well as surface hopping calculations

on a relevant model system. The molecular surface hopping simulations are done using efficient long-

range corrected time-dependent density functional tight binding electronic structure method, allowing

us to gain insight into different regimes of exciton dynamics in the studied systems.

1 Introduction

Molecular excitons, the electronically excited states of molecu-
lar aggregates, underlie many processes of biological and
technological importance, such as photosynthesis1 or opera-
tion of organic solar cells.2 The development of new, ever
more efficient organic electronic devices requires a thorough
atomistic understanding of exciton dynamics, including gen-
eration of excitons, their delocalization and localization, and
excitation energy transfer. On a fundamental level, the mole-
cular exciton dynamics typically must be described by coupled
electron-nuclear dynamics involving multiple potential energy
surfaces, known as the nonadiabatic dynamics.3

The straightforward numerical solution of the full time-
dependent Schrödinger equation, allowing one to gain com-
plete insight into the nonadiabatic dynamics, is an intractable
task in the case of molecular aggregates due to the large

number of electrons and nuclei of which the whole molecular
assembly consists. Therefore, more efficient (and approximate)
methods and models should be applied to uncover the fate of
excitons. The numerical propagation on a grid can be used for
model Hamiltonians describing molecular dimers and trimers
with a single vibrational degree of freedom (DoF) per monomer.4,5

More degrees of freedom can be treated with multiconfiguration
time-dependent Hartree (MCTDH) method.6–8 And for even
higher dimensional systems, there are two often used
methodologies—(i) mixed quantum-classical approaches, e.g.,
surface hopping (SH) dynamics,9,10 and (ii) efficient fully quantum
treatments, e.g., multiconfigurational Ehrenfest (MCE)11,12 or
multi-layer MCTDH (ML-MCTDH).13,14 We also note that the
recent classical SQC/MM method (symmetrical quasi-classical
windowing model applied to the classical Meyer–Miller vibronic
Hamiltonian) developed by Miller and co-workers was shown to
accurately describe the exciton dynamics.15,16

The advantages of the surface hopping simulations are
relatively low computational cost (especially when combined
with fast electronic structure methods) and ability to treat
explicitly (though classically) all nuclear DoFs for relatively
large molecular systems.17–32 However, in order to account for
the quantum nature of nuclei and properly describe decoher-
ence the quantum dynamical treatment is needed.12,14,33–37
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To judge the extent of the spatial exciton (de)localization, in
the SH simulations the electronic quantities (transition density
matrices, molecular orbitals, particle and hole charges, etc.) are
analyzed at a certain time at a fixed nuclear configuration,
corresponding to a specific point of the SH trajectory.10,30 The
subsequent analysis of the whole swarm of trajectories may lead
to seemingly very different conclusions about exciton localiza-
tion/delocalization, depending on the way how this analysis is
performed. For example, for a molecular homodimer the
ensemble-averaged ‘‘fractions of transition density matrices’’
(FTDMs), representing the fraction of excitation on the left and
the right fragments (for precise definition see the Methods,
eqn (3)), may stay both equal to 0.5 throughout the simulation,
thus implying the exciton delocalization. However, the different
analysis of the same ensemble of trajectories, sorting the frag-
ments by the fraction of transition density matrices rather than
by geometrically defined criterion (left or right) at each time step,
reveals the divergence in FTDM values, with highest fragment
accumulating the most of the excitation and the lowest fragment
staying almost excitation-free, and thus implies the exciton
localization.30 We note that another way of analyzing SH simula-
tions in context of exciton dynamics consists in diabatization
based on localization of molecular orbitals on fragments.31,38

And yet another way to model exciton dynamics with SH consists
in utilizing an exciton model, which allows for straightforward
definition of diabatic states.39,40

In fully quantum simulations based on a diabatic representa-
tion, the diabatic electronic state populations are the quantities of
choice, which unambiguously show the involvement of each frag-
ment into the exciton wave function. Note that we refer here to
locally excited diabatic states (|gei and |egi in the case of a dimer,
with g being a ground state of one monomer and e being an excited
state of the other monomer). These populations include by defini-
tion the integration over nuclear DoFs, thus accounting for all
nuclear configurations ‘‘covered’’ by a wave packet. For direct
dynamics one may also introduce the operator corresponding to
FTDM and use its expectation value to track exciton dynamics.36

In this paper, we relate the two views (quantum-classical and
fully quantum) on the exciton (de)localization. To this end, we
perform the SH simulations employing the TD-lc-DFTB electonic
structure method27,41 on the covalently-linked tetracene dimer42

and analyze the exciton dynamics in this dimer. Subsequently,
we show how the dynamics are affected by increasing exciton
coupling. To do so, we consider three tetracene dimers differing
by a linker between tetracene units. Finally, we perform the
quantum dynamical calculations on a model system and demon-
strate correspondence between quantum-classical and quantum
views on the exciton (de)localization, emphasizing the role of the
exciton coupling strength in this process.

2 Methods and models
2.1 Molecular surface hopping calculations

The dynamics of the dimers were modeled employing the TD-lc-
DFTB method as implemented in the DFTBaby software

package.27,41,43 First, for the dimer from ref. 42 (see Fig. 1), a
ground state (GS) molecular dynamics (MD) run was performed
at a constant temperature of 300 K to equilibrate the system
and sample initial conditions (nuclear positions and velocities)
for subsequent surface hopping dynamics.

The Berendsen thermostat44 was used to control the tem-
perature. The optimized oB97X-D45/6-31G*46 geometry and
randomly generated velocities (corresponding to 300 K) were
used to initialize the GS MD run. The geometry optimization
was done using Gaussian 16.47 The time step for the GS MD was
set to 0.2 fs. Initial conditions for surface hopping dynamics
were sampled every 100 fs starting after 2 ps. In total, 100 initial
conditions were sampled.

For the calculation of excited states we used a reduced active
space composed of the highest 30 occupied and the lowest
30 virtual orbitals, denoted as 30 � 30 in what follows. This
space provides good compromise between accuracy of excitation
energies and the computational time needed for surface hopping
calculations. Excitation energies and corresponding oscillator
strengths were computed for selected geometries in order to
simulate thermally broadened absorption spectrum. For all the
sampled nuclear configurations the S0 - S1 transition was
found to be the most intense one. Therefore, all surface-
hopping trajectories were launched from the S1 state. The
nonadiabatic dynamics were simulated employing Tully’s sur-
face hopping approach9 with modified calculation of hopping
probabilities48 using local diabatization scheme to propagate the
electronic wave function.49,50 The standard energy-based deco-
herence correction was applied.51 The time step for surface
hopping dynamics was set to 0.1 fs. Each trajectory was propa-
gated up to 100 fs. The ground and two lowest singlet excited
states were included in surface hopping simulations.

The adiabatic populations were computed using two meth-
ods, which we name ‘‘surfaces’’ and ‘‘wavevector’’ following
ref. 52. In the ‘‘surfaces’’ method, the adiabatic populations are
computed as fractions of trajectories in a given state, whereas
in the ‘‘wavevector’’ method they are given by squared absolute
values |cI(t)|

2 of time-dependent coefficients of the electronic
wave function (Fel(t) = SIcI(t)FI, FI are the adiabatic electronic
wave functions) averaged over the swarm of trajectories.

The exciton dynamics were analyzed using the reduced first-
order spinless transition density matrix r0I(-r, -

r0) between
ground (0) and excited (I) electronic states which in the atomic

Fig. 1 Tetracene dimer from ref. 42.

Paper PCCP

Pu
bl

is
he

d 
on

 2
2 

A
pr

il 
20

22
. D

ow
nl

oa
de

d 
on

 8
/2

/2
02

5 
1:

46
:4

9 
A

M
. 

View Article Online

https://doi.org/10.1039/d2cp00586g


12138 |  Phys. Chem. Chem. Phys., 2022, 24, 12136–12148 This journal is © the Owner Societies 2022

orbital basis {Zm(-r)} reads:

r0I ~r;~r 0ð Þ ¼
X
m

X
n

PmnZmð~r ÞZn ~r 0ð Þ (1)

where

Pmn ¼
X
i

X
a

CI
iacmicna (2)

Here, CI
ia are the configuration interaction singles-like coeffi-

cients for state I,17 and cmi and cna are the molecular orbital
coefficients of occupied (i) and virtual (a) molecular orbitals.

The Pmn elements were used further to calculate ‘‘fraction of
transition density matrix’’ FTDMXY showing the partitioning of
excitation between two tetracene fragments:

FTDMXY ¼

P
m2X

P
n2Y

Pmn
2

P
m2dimer

P
n2dimer

Pmn
2

(3)

Here, X and Y denote monomers (fragments) and may take the
values L (‘‘left’’ tetracene unit) and R (‘‘right’’ tetracene unit).
Each fragment comprises carbon atoms belonging to a single
tetracene (hydrogens are not included). The sums m, n A dimer
in the denominator run over all atomic orbitals in the molecule
(including hydrogens and atoms in the linker moieties). In the
‘‘surfaces’’ method, the transition density matrix for a current
electronic state at a given time t is used to quantify exciton
localization/delocalization at this time t. Alternatively, one may
calculate FTDM using the time-dependent electronic wave

function. Namely, Pmn in (3) is replaced by
P
I 4 0

cI ðtÞP0I
mn

����
���� (note

that the ground-state coefficient is not used). This is the
‘‘wavevector’’ method for calculating FTDM.

Further, as mentioned in the introduction, averaging
FTDMLL(RR)(t) over the swarm of trajectories masks information
about exciton (de)localization for individual trajectories. Therefore,
we also define highest (H) and lowest (L) monomers (fragments)
as follows. At each time step, for each trajectory we determine the
fragment with the highest FTDM value (and hence automatically
the other one, with the lowest FTDM value), FTDMH(t) 4
FTDML(t) (note that FTDMH and FTDML are diagonal elements
of the FTDM matrix). After that we calculate the average of FTDMH

and FTDML over the whole ensemble of trajectories.
In addition, we calculate a participation number (PN)

(which is also known as inverse participation ratio (IPR))
using two recipes, PN1 = (FTDMLL

2 + FTDMRR
2)�1 53 and

PN2¼ FTDMLLþFTDMLRþFTDMRL
2

� �2þ FTDMRLþFTDMLR
2

þFTDMRR
� �2� ��1

.54

This quantity reflects the extent of exciton (de)localization over
the fragments composing a molecule. In the case of complete
delocalization over two monomers (FTDMXX E 0.5 8 X) PN E 2,
while localization on a single fragment (FTDMX1X1 E 1,
FTDMX2X2 E 0) corresponds to PN E 1. PN1 accounts for local
excitations only, whereas PN2 takes into account the charge-
transfer elements of the FTDM matrix as well.

Furthermore, we calculate the fraction of trajectories, having
FTDMXX in a certain interval 0.0 + 0.1j o FTDMXX r 0.1 + 0.1j

( j= 0,1,2,. . .,9) at a given time t. Constructing a relative fre-
quency distribution from such fractions allows one to visualize
the extent of spatial (de)localization of the exciton at a fixed
time. Specifically, large peaks at small and big values of
FTDMXX correspond to localization of the exciton, whereas peaks
in the middle reflect delocalization. Another characteristic, which
we introduce, is the fraction of trajectories, possessing an FTDM
gap, defined for fragment X as FTDMgap = maxt(FTDMXX) �
mint(FTDMXX) for each trajectory separately, in a certain interval
0.0 + 0.1j o FTDMgap r 0.1 + 0.1j ( j = 0,1,2,. . .,9). Large values of
this gap indicate that during a nonadiabatic molecular dynamics
run, FTDMXX, reflecting localization on a given monomer X,
experiences substantial changes, i.e., the excitation ‘‘travels away’’
or, oppositely, ‘‘visits’’ the fragment of interest.

2.2 Two-state two-dimensional model; quantum dynamics
and surface hopping for the model system

We consider a dimeric exciton model with one vibrational
degree of freedom per monomer (Qi, i = 1, 2) and constant
coupling v.4,55 The diabatic Hamiltonian matrix reads:

H ¼ Tþ V ¼
T11ðPÞ 0

0 T22ðPÞ

 !
þ

V11ðQÞ V12ðQÞ

V21ðQÞ V22ðQÞ

 !

¼
� �h2

2m

@2

@Q1
2
� �h2

2m

@2

@Q2
2

0

0 � �h2

2m

@2

@Q1
2
� �h2

2m

@2

@Q2
2

0
BBBB@

1
CCCCA

þ

1

2
k Q1 � dð Þ2þ1

2
kQ2

2 v

v
1

2
kQ1

2 þ 1

2
k Q2 � dð Þ2

0
BB@

1
CCA

(4)

Here, T is the matrix of the nuclear kinetic energy operator, V is
the matrix of the potential energy operator, Q denotes nuclear
DoFs, and P corresponding momenta. The parameters entering
this model Hamiltonian are determined as follows. First, we
computed the vibrationally resolved S0 - S1 electronic spec-
trum of the tetracene monomer using time-independent
approach and employing the oB97X-D/6-31G* level of theory
(Fig. S8, ESI†). The most intense transition is the 0–0 transition
and the second most intense transition is shifted by B1473 cm�1

(from the 0–0 transition) and corresponds to excitation of one
vibrational quantum in the 62nd normal mode of the S1 state. We
denote this transition as the ‘‘0–1’’ transition. Further, in the
approximation of displaced harmonic oscillators with the same
frequency o the ratio of intensities of 0–1 to 0–0 transitions

is equal to the Huang–Rhys factor, defined as S ¼ mo
2�h

d2.56 Here,

d is the displacement of the excited-state PES with respect to the
ground-state PES, and m is the mass, taken to be the reduced
mass of the 62nd normal mode of the tetracene monomer
(reported in the output of Gaussian 16 frequency calculation for
the excited state). The displacement d, needed to construct the
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Hamiltonian, is thus obtained as d ¼
ffiffiffiffiffiffiffiffi
2�hS

mo

r
. The force constant

is given by k = mo2. Thus, we obtain S = 0.53, d = 0.096 a.u.,
m = 17 412 a.u. (9.55 amu), o = 0.00671 a.u. (1473 cm�1). The
exciton coupling v can be determined as minus half of the exciton
splitting.

Quantum dynamical calculations were done on a grid using
the second order differences (SODs) method with Fourier
transform:57

Xd
AðQ; tþ DtÞ ¼ Xd

AðQ; t� DtÞ � 2
i

�h

X
B

ĤABX
d
BðQ; tÞDt (5)

Here, ĤAB is the diabatic Hamiltonian (4) and Xd
A(Q, t) is

the nuclear wave packet on electronic diabatic state A (A = 1, 2).
The action of nuclear kinetic energy operator on the wave packet
was computed in momentum space. The fast Fourier transform was
used to change the representation (from position to momentum,
and back). The grid chosen spanned the area of �2 r Q1 r 2 and
�2 r Q2 r 2 with 400 points in each direction. The time step used
was 0.001 fs.

Surface hopping calculations were carried out in the adiabatic
representation. Newton’s equations of nuclear motion were
integrated using the velocity Verlet algorithm with a time step
of 0.05 fs. The electronic Schrödinger equation was integrated
using the Runge–Kutta method of fourth order with 2000 steps
per nuclear time step. Initial conditions (100 {Qi (t = 0), Pi (t = 0)}
pairs in total) were sampled from the Wigner function of the
vibrational ground state (of the electronic ground state) in the
harmonic approximation. The calculations were performed
without and with the energy-based decoherence correction.51

The diabatic populations, in turn, were obtained either expres-
sing the wave function of the current adiabatic state in the
diabatic basis (‘‘surfaces’’ method) or converting full electronic
wave function to the diabatic basis (‘‘wavevector’’ method), and
then averaging over the swarm of trajectories. Using diabatic
probabilities, we also define the highest fragment, in analogy
with FTDMH. Furthermore, we calculated the diabatic popula-
tions using a ‘‘mixed’’ approach based on a nuclear-electronic
density matrix.52 The mathematical details are presented in
SI6 (ESI†).

3 Results and discussion
3.1 Tetracene dimer with a weak exciton coupling

First, we have investigated the performance of different electronic
structure methods for low-lying excited states of the tetracene
dimer from ref. 42 and assessed TD-lc-DFTB results (see SI1,
ESI†). Whereas the TD-lc-DFTB excited states are blue-shifted in
comparison to more accurate methods, the nature of the two
lowest excited states (S1 and S2) is well reproduced by TD-lc-DFTB.
The S1–S2 exciton splitting is B0.13 eV at the TD-lc-DFTB
(30 � 30) level of theory and B0.05 eV when using higher-level
methods.

Next, we have performed the ground-state Born–Oppenhei-
mer molecular dynamics at constant temperature, in order to

prepare initial conditions for subsequent surface hopping
dynamics and also reveal the effect of conformational disorder
on exciton states. The latter are delocalized over both tetracene
units for the ground-state minimum geometry as can be seen
from the corresponding natural transition orbitals58 (Fig. S2,
ESI†). Further, for the snapshots, selected from the GS MD
trajectory, the vertical absorption spectra were computed with
TD-lc-DFTB (30 � 30), requesting four lowest excited states. For
all geometries, the S0 - S1 transition was found to be much
more intense than the S0 - S2 transition. S3 and S4 states are
separated by a sizable gap from the S2 state what allows us to
include only S0, S1, and S2 states into surface hopping simula-
tions, and neglect higher lying excited states. For details see
Fig. S3 (ESI†).

We have then launched the surface hopping trajectories
from the S1 state. The electronic state populations, calculated
using the ‘‘sufaces’’ and ‘‘wavevector’’ methods, are presented
in Fig. 2. Similarly to what we found for the tetracene trimer
dynamics,30 the tetracene dimer remains mostly in the S1 state
(population of 40.9), while the S2 state is only slightly
populated (population of o0.1), throughout 100 fs of simulation.
We do not observe a return to the ground state within this time
period. We note that 85% of all the trajectories evolved without
making any hops within 100 fs. For these trajectories the
dynamics are thus adiabatic (occurring on the S1 potential energy
surface). The populations calculated with the ‘‘surfaces’’ method
are similar to those obtained with the ‘‘wavevector’’ method.

The evolution of adiabatic state populations shown in Fig. 2
does not reveal however the exciton dynamics in the dimer. In
order to disclose the dynamic exciton localization/delocaliza-
tion, arising due to the nuclear motion, we analyze transition
density matrices along the surface hopping trajectories.
Specifically, we compute the FTDM descriptor (see eqn (3))
for the current electronic state and the electronic wavevector as
a function of time. The ensemble-averaged FTDM values for the
L and R fragments are shown in Fig. 3 (upper panels).

Both, FTDMLL and FTDMRR, remain close to 0.5 throughout
the simulation. Thus, on average, one finds delocalizaion of the
exciton over two fragments. We note also that the sum of
FTDMLL and FTDMRR is close to 1, indicating that charge-
transfer elements (FTDMXY with X a Y) as well as FTDM values

Fig. 2 Electonic state populations, calculated using the ‘‘surfaces’’ (left)
and ‘‘wavevector’’ (right) methods.

Paper PCCP

Pu
bl

is
he

d 
on

 2
2 

A
pr

il 
20

22
. D

ow
nl

oa
de

d 
on

 8
/2

/2
02

5 
1:

46
:4

9 
A

M
. 

View Article Online

https://doi.org/10.1039/d2cp00586g


12140 |  Phys. Chem. Chem. Phys., 2022, 24, 12136–12148 This journal is © the Owner Societies 2022

for the other fragments (e.g., benzene rings) are small.
However, this averaged picture hides what happens on a single
trajectory level. Therefore, we analyze FTDMH(L)(t) (Fig. 3
(lower panels)).

Firstly, we note that the FTDM values at the beginning, at
t = 0 fs, are very different for the highest and the lowest fragments,
namely FTDMH E 0.75 and FTDML E 0.2. This shows the effect

of the ground-state MD on the nature of excitonic states. Namely,
structural distortions caused by ground-state MD lead to differ-
ences between monomer geometries (what may be termed con-
formational disorder) and, hence, induce partial exciton
localization on one of two fragments. This initial partial localiza-
tion is also seen in the distribution of trajectories over FTDM
values for geometrically defined fragments (Fig. 4 (left column)),
which shows larger values closer to 0 and 1 rather than to 0.5.

Secondly, FTDMH rises very rapidly and reaches the max-
imum value at 12.5 fs (‘‘surfaces’’ method) or 14.4 fs (‘‘wave-
vector’’ method). These times are close to B17 fs found for the
tetracene trimer.30 This rise corresponds to the further exciton
localization (at the single trajectory level), induced by nuclear
dynamics in excited states. At the maxima, distributions of
trajectories over FTDM values become very peaked at low and
high values of FTDM (Fig. 4 (middle column)). The localization
is preserved till the end of the simulation (see Fig. 3 (lower
panels) and distributions for t = 100 fs in Fig. 4 (right column)).
Notably, FTDMH(t) and FTDML(t) exhibit perceptible oscilla-
tions, which correlate with CC bond vibrations (Fig. S4, ESI†).
The exciton localization and the oscillations are also clearly seen
in the time-evolution of the participation number (Fig. S5, ESI†).

Further, once localized, the exciton may either stay trapped
on a particular monomer (within 100 fs) or be transferred
between the monomers. This can be seen from the relative
frequency distribution of trajectories over FTDM gap (Fig. S6,
ESI†), as well as the FTDMLL and FTDMRR time evolutions for
single trajectories (Fig. S7, ESI†).

Finally, we note that the ‘‘surfaces’’ FTDM curves are very
similar to the ‘‘wavevector’’ FTDM curves (see Fig. 3).

Fig. 3 Ensemble-averaged FTDMLL(RR)(t) (upper panels) and FTDMH(L)(t)
(lower panels), calculated using the ‘‘surfaces’’ (left) and ‘‘wavevector’’
(right) methods. The sums FTDMLL(t) + FTDMRR(t) (upper panels) and
FTDMH(t) + FTDML(t) (lower panels) are also shown.

Fig. 4 Fraction of trajectories, having a certain FTDMXX value: 0.0 + 0.1j o FTDMXX r 0.1 + 0.1j ( j = 0, 1, 2,. . .,9), for 0 fs (left column), first local
maximum of FTDMH (middle column), and 100 fs (right column). The upper row for the ‘‘surfaces’’ FTDM, and the lower row for the ‘‘wavevector’’ FTDM.
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3.2 Tetracene dimers with a stronger exciton coupling

In order to investigate the influence of the exciton coupling
strength on the exciton localization dynamics, we now intro-
duce different linkers connecting the tetracene units. Different
linkers result in different exciton couplings of monomers,
which is reflected in different exciton splittings. In particular,
we have considered (i) phenyl linker (weak exciton coupling),
(ii) –CRC– linker (intermediate exciton coupling), and (iii)
–CQC– linker (strong exciton coupling), as shown in Fig. 5. The
corresponding exciton splittings calculated with TD-lc-DFTB
(using an active space of 40 occupied and 40 virtual orbitals)
are (i) 0.13 eV, (ii) 0.49 eV, and (iii) 0.69 eV, respectively (Fig. 5).

To demonstrate the effect of coupling, we have performed
ten nonadiabatic dynamics runs for each of the dimers, starting
always from a ground-state minimum geometry but with
random velocities (corresponding to a temperature of 300 K).
The time evolution of FTDMXX for single trajectories of the
three tetracene dimers is shown in Fig. 6a and b. It is seen that
the weak exciton coupling favours localization, while for the
stronger couplings the exciton is more delocalized. This situa-
tion is also clearly seen in the histograms of time steps with
respect to the FTDMXX values (Fig. 6c and d). The shown
histograms are averages over ten trajectories.

3.3 Quantum dynamics and surface hopping for the two-state
two-dimensional model

As we have seen in Fig. 3, the interpretation of surface hopping
results regarding exciton localization/delocalization depends on
what exactly is averaged, FTDMLL (FTDMRR) or FTDMH

(FTDML). A question arises: How do these findings relate to
fully quantum mechanical treatment of a molecule? In order to
answer this question, we consider the dimeric exciton model (4).

The exciton coupling v can be determined as minus half of
the exciton splitting. We note that the transition dipole
moment of the S1 state of a tetracene monomer is directed
along the short molecular axis,59 and, hence, the tetracene
dimers studied here are examples of J-aggregates. For the latter,
the coupling is negative.60 Using the smallest (0.13 eV) and the
largest (0.69 eV) exciton splittings of Fig. 5, we obtain v =
�0.065 eV (E�0.002 a.u.) and v = �0.345 eV (E�0.013 a.u.),
for weak and strong couplings, respectively. We also note that
for the tetracene dimer of Fig. 1 the exciton splitting is 0.13 eV

at the TD-lc-DFTB (30 � 30) level, used for the SH dynamics
described in Section 3.1.

The total molecular wave function may be written either in
the diabatic representation or in the adiabatic one. The adiabatic
electronic states are obtained from the diabatic states by means
of the diabatic-to-adiabatic transformation (DAT) (mathematical
details are given in SI5, ESI†). As in the case of surface hopping
simulations we initiate the dynamics from the adiabatic S1

state, since this state is bright, whereas the S2 state is dark
(see Table S1 of the ESI†). Further, we chose the initial nuclear
wave function to be the vibrational ground-state wave function of
the electronic ground state (S0), i.e., the initial total wave
function reads:

Cðr;Q;0Þ ¼X0ðQÞFa
1ðr;QÞ

¼X0ðQÞ �sin aðQÞð ÞFd
1ðrÞþcos aðQÞð ÞFd

2ðrÞ
� � (6)

We note that, in general, X0(Q) should be multiplied by the
electronic transition dipole moment, which, in turn, depends on
nuclear coordinates.61 In the Condon approximation, however,
the transition dipole moment is merely a constant. We assume
the harmonic ground-state potential energy surface,
1

2
kQ1

2þ1

2
kQ2

2�E, centered at (Q1, Q2) = (0, 0) (E is a relatively

large energy offset). The initial nuclear wave function is therefore
given by:

X0ðQÞ¼
1ffiffiffiffiffiffiffiffi
pD2
p exp � 1

2D2
Q1

2þQ2
2

� �� 	
(7)

with D¼
ffiffiffiffiffiffiffiffi
�h

mo

r
.

The initial wave packets in the diabatic picture are then (see
SI5, ESI†):

Xd
1 ðQ; 0Þ

Xd
2 ðQ; 0Þ

 !
¼
� sin aðQÞð ÞX0ðQÞ

cos aðQÞð ÞX0ðQÞ

 !
(8)

These initial diabatic wave packets for different coupling
strengths are shown in Fig. 7 (upper and middle row, left and
middle columns).

Another choice of initial conditions that is often made to
study ultrafast quantum dynamics7,14,62 is:

Cðr;Q; 0Þ ¼ X0ðQÞ
1ffiffiffi
2
p Fd

1ðrÞ þ Fd
2ðrÞ

� �
(9)

However, the electronic part of this initial condition (Fd
1(r) +Fd

2

(r)) is not an adiabatic electronic state, but delocalized diabatic
state. Therefore, this initial condition does not correspond to
the surface hopping simulations described above (where we
start always in the S1 state, which, in turn, depends on a
molecular geometry). The initial diabatic wave packets are in
this case:

Xd
1 ðQ; 0Þ

Xd
2 ðQ; 0Þ

 !
¼

1ffiffiffi
2
p X0ðQÞ

1ffiffiffi
2
p X0ðQÞ

0
BBB@

1
CCCA (10)

Fig. 5 Tetracene dimers with different linkers considered in this work, and
the corresponding exciton splittings calculated with TD-lc-DFTB.
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They are shown in the right column of Fig. 7. In what follows
we will consider quantum dynamics using the both initial
conditions, adiabatic (6) and diabatic (9), respectively.

At this point, we can already anticipate a relation of quan-
tum mechanical treatment to the surface hopping approach in
the context of exciton (de)localization. Let us imagine a single

trajectory Q(t), which is a typical outcome of surface hopping
simulations. At time t = t0, the nuclear configuration is
described by Q = Q0. Substituting t0 and Q0 in the expression
for the total wave function (eqn (S1) in the ESI†) we obtain:

Cðr;Q0; t 0Þ ¼ Xd
1 ðQ0; t 0ÞFd

1ðrÞ þ Xd
2 ðQ0; t 0ÞFd

2ðrÞ (11)

Since time and nuclear DoFs are fixed now, this wave function
depends on electronic coordinates only, and can be viewed
therefore as an effective instantaneous electronic wave function.
The coefficients Xd

1(Q0, t0) and Xd
2(Q0, t0) show the contribution of

locally excited diabatic states Fd
1(r) and Fd

2(r) to wave function
(11) for geometry Q0, and thus express the exciton (de)localiza-
tion for this geometry. To quantify this trajectory-based view on
exciton (de)localization, we introduce the following weights
representing the contributions of diabatic electronic states to
the effective electronic wave function (11):

w1ðQ0; t 0Þ ¼
Xd

1 ðQ0; t 0Þ
�� ��2

Xd
1 ðQ0; t 0Þ

�� ��2þ Xd
2 ðQ0; t 0Þ

�� ��2
w2ðQ0; t 0Þ ¼

Xd
2 ðQ0; t 0Þ

�� ��2
Xd

1 ðQ0; t 0Þ
�� ��2þ Xd

2 ðQ0; t 0Þ
�� ��2

(12)

In surface hopping simulations, one runs a swarm of
trajectories, thus having many geometries for a given time t0.
For all these geometries, one can calculate w1, w2 coefficients
and then analyze distribution of trajectories over these coeffi-
cients, at t = t0. We do this now for t = 0. In order to prepare
initial conditions (initial geometries), we sample one million
points {Q0} from the squared initial nuclear wave function
X0

2(Q). Then we calculate w1, w2 coefficients (12) for these
sampled geometries using diabatic wave packets of Fig. 7 and
construct relative frequency distibutions of initial conditions
(geometries) over the w1, w2 coefficients. These distributions
are shown in the lower row of Fig. 7.

For [adiabatic initial condition (6) and weak coupling (v =
�0.065 eV)], the largest fraction of initial geometries is char-
acterized by w1 E 1, w2 E 0 and w1 E 0, w2 E 1 (left lower

Fig. 6 (a and b) FTDMXX as a function of time for three tetracene dimers differing by a linker, for single trajectories, for left (a) and right (b) fragments.
(c and d) Distributions of time steps over FTDM values for left (c) and right (d) fragments (histograms are averaged over ten trajectories).

Fig. 7 Upper and middle rows: Initial diabatic wave packets (at t = 0) for
[adiabatic initial condition (6) and weak coupling (v = �0.065 eV)] (left
column), [adiabatic initial condition (6) and strong coupling (v = �0.345 eV)]
(middle column), and [diabatic initial condition (9) (irrespective of the cou-
pling)] (right column). Xd

1(Q, 0) is shown in blue (upper row), Xd
2(Q, 0) is shown

in red (middle row). Lower row: Distribution of one million initial conditions
(geometries) with respect to the w1 (bluish) and w2 (reddish) coefficients (see
eqn (12)) for respective diabatic wave packets shown in the first two rows.
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corner of Fig. 7). The distribution is remarkably similar to that
of Fig. 4a, obtained from surface hopping calculations on the
weakly coupled tetracene dimer. The observed situation corre-
sponds to (partial) exciton localization on a single-geometry
level. On the contrary, for [adiabatic initial condition (6) and
strong coupling (v = �0.345 eV)], the distribution is dominated
by w1 E w2 E 0.5 (middle of the lower row of Fig. 7), and thus
corresponds to the exciton delocalization. Lastly, for [diabatic
initial condition (9) (irrespective of the coupling)], w1 = w2 = 0.5
for any initial geometry (right lower corner of Fig. 7), since
Xd

1(Q, 0) = Xd
2(Q, 0) (see (10) and (12)).

Further, looking at Fig. 7 we see that the overlap of diabatic
nuclear wave packets is different for different initial conditions:
it increases from the left to the right. The single-geometry
delocalization also increases from the left to the right of
Fig. 7 (see the last row). Indeed, if by time t = t0 the overlap of
nuclear wave packet moduli becomes small, then for most
of geometries {Q0} only one of the Xd

1(Q0, t0) and Xd
2(Q0, t0)

coefficients in (11) will be relatively large, whereas the other
one will be close to zero. Thus, the effective electronic wave
function will be either BFd

1(r) or BFd
2(r). In other words, the

exciton gets localized on one of two monomers, from this point

of view. On the contrary, if Xd
1 ðQ0; t 0Þ

�� �� � Xd
2 ðQ0; t 0Þ

�� �� for most of

{Q0}, the exciton is delocalized over two monomers. Thus,
the overlap of diabatic nuclear wave packet moduli can be
introduced as a measure reflecting the trajectory-based view
on exciton (de)localization in fully quantum mechanical cal-
culations:

DdðtÞ ¼
ð
Xd

1 ðQ; tÞ
�� �� Xd

2 ðQ; tÞ
�� ��dQ (13)

The large values of Dd correspond to delocalization whereas the
small ones to the localization.

Naturally, in quantum dynamics, the diabatic state
populations are the proper quantities to monitor exciton
(de)localization from quantum mechanical point of view. These
populations are defined as:

Pd
1ðtÞ ¼

ð
Xd

1ðQ; tÞ
�� ��2dQ

Pd
2ðtÞ ¼

ð
Xd

2ðQ; tÞ
�� ��2dQ

(14)

It is also interesting to compare an electronic coherence:

CdðtÞ ¼
ð
Xd

1 ðQ; tÞXd�
2 ðQ; tÞdQ (15)

with the (de)localization measure Dd(t).
We have performed quantum dynamics calculations for

initial conditions of Fig. 7. Namely, we have considered four
cases: (i) [adiabatic initial condition (6) and weak coupling
(v = �0.065 eV)], (ii) [adiabatic initial condition (6) and strong
coupling (v = �0.345 eV)], (iii) [diabatic initial condition (9)
and weak coupling (v = �0.065 eV)], and (iv) [diabatic initial
condition (9) and strong coupling (v = �0.345 eV)].

The adiabatic and diabatic populations of adiabatic state
1 and diabatic state 1, respectively, are shown in Fig. 8a.

The diabatic populations are computed according to (14), and
they are readily available since the propagation is done in
the diabatic representation. We emphasize that the diabatic
states Fd

1(r) and Fd
2(r) are locally excited states and therefore

their populations directly show extent of the exciton
(de)localization. The adiabatic populations are computed
using the same formulae (14), but with superscript d replaced
with a, i.e. using adiabatic nuclear wave packets. The latter
are obtained from the diabatic ones using the DAT matrix (see
SI5, ESI†).

First of all, we see that the adiabatic populations at t = 0 are
exactly 1 for initial conditions (i) and (ii), and less than 1 for
initial conditions (iii) and (iv). Therefore, initial conditions (i)
and (ii) correspond better to the initial conditions used in the
surface hopping simulations, as already pointed out above.
Further, the Pa

1 population for (i) resembles the population
dynamics observed in surface hopping simulations (Fig. 2).
Namely, there is an ultrafast S1 - S2 (Fa

1 - Fa
2) population

transfer resulting in S1 (Fa
1) population decrease from 1 to

B0.9. For weak coupling the population transfer between
adiabatic states is stronger than for the strong coupling. It is
expected since a larger coupling leads to a larger exciton
splitting and thus a reduced probability of nonadiabatic transi-
tions between S1 and S2. Remarkably, for all considered initial
conditions (i–iv), the diabatic populations are always equal to
0.5 throughout the propagation. This means that the deloca-
lized exciton remains delocalized, from fully quantum mechan-
ical point of view. This delocalization should be viewed as a
‘‘statistical’’ delocalization with respect to the electronic sub-
system (note that the total nuclear-electronic system is in a pure
state). The diabatic populations Pd

1(2) bear the same meaning as
FTDMLL(RR) curves in Fig. 3 (upper panels).

Fig. 8b shows the time evolution of (de)localization and
coherence measures for cases (i–iv). First of all, looking at Dd(t)
for adiabatic initial condition we see that at t = 0 the exciton is
more localized (from trajectory-based view) for weak coupling
than for the strong coupling (Dd(0) value is smaller for the weak
coupling). We have already come to this conclusion inspecting
distributions of Fig. 7. For diabatic initial condition, the exciton
is delocalized irrespective of the coupling, since the initial
diabatic wave packets are the same. Next, we see that the
(de)localization measure is not constant during dynamics, but
shows delocalized-localized interconversions with time. This is
in contrast to the diabatic populations of Fig. 8a.

Thus, while delocalization is established from fully
quantum point of view, the trajectory-based localization may
still be observed, simultaneously with the quantum delocaliza-
tion. This finding is very similar to the surface hopping results
of Fig. 3. We note, however, that in surface hopping simula-
tions, once localized, the exciton remains mostly localized,
while in our quantum dynamical calculations we observe a
‘‘periodic’’ behaviour, i.e. the exciton experiences multiple
delocalization–localization transitions. It is most probably
because of low dimensionality of our quantum dynamical
model, allowing nuclear wave packets to revisit the same region
of configurational space multiple times. It is also seen that the
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extent of dynamic localization is much larger for the weak
coupling than for the strong coupling. For the latter, the exciton
remains essentially delocalized.

The absolute value of coherence shows very similar behaviour
to that of Dd(t). We also note that Dd(t) and |Cd(t)| must be smaller
or equal to 0.5 at any time (this can be shown using the Cauchy–
Bunyakovsky–Schwarz inequality and noting that Pd

1(t)Pd
2(t) r 0.25 8 t).

The 0.5 values correspond to complete delocalization and max-
imal coherence, respectively.

It is also interesting to see how these measures behave
for an H-aggregate. In this case the coupling v is positive
and the transition to the upper adiabatic surface is allowed.
The adiabatic initial condition is thus:

Cðr;Q; 0Þ ¼ X0ðQÞFa
2ðr;QÞ

¼ X0ðQÞ cos aðQÞð ÞFd
1ðrÞ þ sin aðQÞð ÞFd

2ðrÞ
� � (16)

The results of quantum dynamics are shown in Fig. 8c and d.
Not surprisingly, strong population transfer occurs in case of
weak coupling from S2 to S1, whereas for strong coupling S1

population remains small. Notably, diabatic populations stay
again intact at 0.5 throughout the simulation, demonstrating
quantum delocalization in this case, too. (De)localization mea-
sure Dd(t) shows localized–delocalized transitions for weak
coupling and stays close to 0.5 for strong coupling, similarly
to the J-aggregate. The most striking difference is seen for
coherence in the case of weak coupling: it becomes zero at
certain times. Furthermore, for J-aggregate, Dd(t) and |Cd(t)|
time evolutions are very similar to each other. For H-aggregate,
they differ much stronger. In particular, at the beginning, Dd(t)
increases, while |Cd(t)| drops (for adiabatic initial condition
and weak coupling of Fig. 8d).

Diabatic wave packets at selected times corresponding to
local minima and maxima of Dd(t) are shown in Fig. 9a for the

Fig. 8 Quantum dynamics results for J- (a and b) and H- (c and d) aggregate. (a and c) Adiabatic Pa
1(t) (upper row) and diabatic Pd

1(t) (lower row)
populations of adiabatic state 1 and diabatic state 1, respectively, for adiabatic (left column) and diabatic (right column) initial conditions, for weak (blue)
and strong (orange) couplings. (b and d) (De)localization (upper row) and coherence |Cd(t)| (lower row) measures for adiabatic (left column) and diabatic
(right column) initial conditions, for weak (blue) and strong (orange) couplings.
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J-aggregate and Fig. 9b for the H-aggregate. Comparing to Fig. 8b
and d, one can see that localization corresponds to spatial
separation of wave packets (more precisely, their moduli). Inter-
estingly, coherence may become zero for rather large Dd values. It
comes from the fact that the integrand (its real and imaginary
parts) in (15) may be positive in one part of Q-space and negative
in the other one, what may result in zero coherence.

To enable a direct comparison of quantum dynamics results
with mixed quantum-classical results, we performed SH calcu-
lations on the model system defined by (4). The SH results are
shown in Fig. 10. The magnitude of the adiabatic population
transfer calculated using the ‘‘surfaces’’ method agrees quali-
tatively with quantum dynamical results (cf. Fig. 8a and c).
However, the SH fails to reproduce quantum beatings observed
in quantum dynamical adiabatic populations, in agreement
with a recent report on exciton dynamics in a heterodimer.63

The adiabatic populations calculated using the ‘‘wavevector’’
method deviate considerably from the ‘‘surfaces’’ populations
for the weakly coupled J-aggregate (the top left plot in Fig. 10).
The use of decoherence correction expectedly improves the
agreement (compare with Fig. S9 (ESI†), where results without
decoherence correction are presented), but the difference is still
large. This disagreement stems from frustrated hops to the
upper adiabatic surface.

The diabatic populations fluctuate around 0.5, in agreement
with the quantum dynamical results (Fig. 8a and c), and with
the FTDMLL(RR) curves in Fig. 3 (upper panels). Importantly, the
diabatic population of the highest fragment Pd

H clearly demon-
strates the difference in trajectory-based exciton localization
between the weak and the strong coupling cases. Pd

H values
near 0.8 found for the weak coupling case correspond to the

more localized excitons, whereas values of B0.6 observed for
the strong coupling reveal more delocalized excitons.

We also observe a distinct difference between the ‘‘surfaces’’
and the ‘‘wavevector’’ methods for Pd

H in the case of the weak
coupling. At short times, while ‘‘surfaces’’ Pd

H increases (corres-
ponding to more localization), ‘‘wavevector’’ Pd

H decreases
(corresponding to more delocalization). We also note that the
use of the decoherence correction does not affect this beha-
viour (Fig. S9, ESI†). Interestingly, this difference is not
observed in the FTDMH curves of Fig. 3 (lower panels), for
the multidimensional molecular system. For the model system,
the rise of delocalization at short times can be inferred from Dd

curves in Fig. 8b and d (for the weak coupling and adiabatic
initial condition). In addition, we have tested the ‘‘mixed’’
method of ref. 52 for calculation of diabatic populations. The
comparison of the ‘‘surfaces’’, ‘‘wavevector’’, and ‘‘mixed’’
methods is presented in Fig. S10 and S11 (ESI†). For the weak
diabatic coupling, the ‘‘mixed’’ diabatic populations are closer
to the ‘‘surfaces’’ populations, whereas for the strong diabatic
coupling the ‘‘mixed’’ populations agree better with the ‘‘wave-
vector’’ populations.

We must stress that we have considered here only the
exciton dynamics in a closed system, while leaving open
systems64–69 apart. The interaction with environment accounted
for in the open system dynamics may lead to ultimate exciton
localization, from the fully quantum point of view.66 In this
respect, we note that the lowest vibronic state of the weekly
coupled J-aggregate is a delocalized state (Pd

1 = Pd
2 = 0.5) with

coherence Cd E 0.4 (see SI7, ESI†).
Finally, we considered the case of an initially localized

excitation, corresponding to the initial total wave function

Fig. 9 Moduli of diabatic wave packets at selected times for J- (a) and H- (b) aggregates, for (i) [adiabatic initial condition (6) and weak coupling] (left
column), (ii) [adiabatic initial condition (6) and strong coupling] (second left column), (iii) [diabatic initial condition (9) and weak coupling] (second right
column), and (iv) [diabatic initial condition (9) and strong coupling] (right column). |Xd

1(Q, t)| is shown in blue, |Xd
2(Q, t)| is shown in red.
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C(r, Q, 0) = X0(Q)Fd
1(r), for the weakly coupled J-aggregate. The

results are shown in SI8 (ESI†). In this case, the evolution of
exciton (de)localization is clearly identified from the diabatic
population dynamics (Pd

1(t)), whereas large Pd
H(t) values and the

Dd(t) behaviour confirm the single-geometry-localization inher-
ent to the weak coupling.

4 Conclusions

We have addressed the issue of molecular exciton (de)localiza-
tion on the example of molecular homodimers. Our main goal
was to explain what should be understood as ‘‘exciton localiza-
tion’’ and ‘‘exciton delocalization’’ in mixed quantum-classical
dynamics simulations (surface hopping in our case) and how
these phenomena relate to fully quantum dynamical treatment
of the dimer. In mixed quantum-classical trajectory-based simu-
lations, lacking nuclear wave functions per se, nuclear configu-
ration (molecular structure) at any given time, for any given
trajectory is defined by a set of nuclear coordinates, without any
uncertainty. For this molecular structure, the exciton localization
may be readily analyzed using, e.g., fraction of transition density

matrix (FTDM) or natural transition orbitals (NTOs). For per-
fectly symmetric geometry of the molecular dimer, the exciton is
delocalized irrespective of exciton coupling between monomers
forming the dimer. Once the symmetry is broken, as is generally
the case during molecular dynamics simulations, the magnitude
of the exciton coupling becomes decisive: Weak coupling favours
localization on one of the monomers, whereas strong coupling
helps to maintain delocalization. An ambiguity in interpreta-
tion—‘‘Is the exciton localized or delocalized?’’—may occur
when a swarm of trajectories is analyzed (see Fig. 3). The result
depends on which quantity is being averaged, FTDM for geome-
trically defined fragments (left/right) or FTDM for fragments
with highest/lowest FTDM value. Notably, the large difference in
interpretation appears for weak exciton coupling, whereas the
exciton delocalization will be inferred from both averaging
approaches for the strong coupling. Exciton delocalization rea-
lized for each single geometry has been termed ‘‘true delocaliza-
tion’’ by Tretiak and co-workers.10 This ‘‘true delocalization’’
occurs for the strong exciton coupling only.

In order to establish the connection between surface
hopping results and the fully quantum treatment, we have

Fig. 10 Surface hopping calculations with decoherence correction for the model system (4). Shown are the results for the J- and H-aggregates with
weak and strong diabatic coupling.
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considered exciton dynamics in a fully quantum-mechanical
dimer model. The weights of diabatic electronic states in the
effective electronic wave function (total wave function at fixed
nuclear DoFs) allow one to assess whether the exciton is
localized or delocalized, on a single-geometry level. The overlap
of diabatic nuclear wave packet moduli may be used to track
the extent of this localization in the course of quantum
dynamics simulations. The choice of initial conditions (initial
diabatic nuclear wave packets) and magnitude of exciton
coupling are crucial for exciton localization dynamics. Remarkably,
for the weak coupling, placing ground-state nuclear wave packet on
an adiabatic surface leads to immediate partial exciton localization
(from the trajectory-based view) owing to the diabatic-to-adiabatic
transformation. We have also shown that localization and deco-
herence do not always go in the ‘‘same’’ direction, i.e., exciton may
become more delocalized during the decoherence process. Finally
and importantly, diabatic state populations (of locally excited
states) are found to be always one half throughout the wave packet
propagation, unequivocally showing that the delocalized exciton
remains delocalized from fully quantum mechanical point of view.
The differences in exciton (de)localization on a single-geometry
level between weak and strong coupling reveal the ‘‘internal
structure’’ of the molecular wave functions.
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and M. I. S. Röhr, Phys. Chem. Chem. Phys., 2017, 19,
25002–25015.
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