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Unravelling the mechanism of glucose binding in
a protein-based fluorescence probe: molecular
dynamics simulation with a tailor-made charge
model†

Ziwei Pang,a Monja Sokolov,a Tomáš Kubař a and Marcus Elstner *ab

Fluorophores linked to the glucose/galactose-binding protein (GGBP) are a promising class of glucose

sensors with potential application in medical devices for diabetes patients. Several different fluorophores

at different positions in the protein were tested experimentally so far, but a deeper molecular

understanding of their function is still missing. In this work, we use molecular dynamics simulations to

investigate the mechanism of glucose binding in the GGBP-Badan triple mutant and make a comparison

to the GGBP wild-type protein. The aim is to achieve a detailed molecular understanding of changes in

the glucose binding site due to the mutations and their effect on glucose binding. Free simulations give

an insight into the changes of the hydrogen-bonding network in the active site and into the

mechanisms of glucose binding. Additionally, metadynamics simulations for wild type and mutant

unravel the energetics of binding/unbinding in these proteins. Computed free energies for the opening

of the binding pocket for the wild-type and the mutant agree well with the experimental data. Further,

the simulations also give an insight into the changes of the chromophore conformations upon glucose

binding, which can help to understand fluorescence changes. Therefore, the molecular details

unravelled in this work may support effective optimisation strategies for the construction of more

efficient glucose sensors.

1 Introduction

Effective diabetes treatment requires monitoring the patient’s
blood glucose concentration in real-time. However, the traditional
finger-prick method cannot realise this real-time continuous
glucose monitoring (CGM). On the other hand, the currently
available sensors for CGM are facing limitations in accuracy and
show a short service time. Hence, studies on developing new
generations of CGM sensors are not only meaningful but also
urgent.

Bacterial periplasmic glucose/galactose binding proteins
(GGBP) of the Gram negative bacteria E. coli1 and S. typhimorium2

are promising tools for glucose recognition and have been

commonly used as receptors in recent years. The probe consists
of GGBP with an environmentally sensitive fluorophore attached
at a specific position. This position is chosen such that a
conformational change of the protein upon glucose binding
leads to a significant fluorescence change due to a changed
fluorophore environment. The important features of such probes
are the magnitude of fluorescence change upon glucose binding,
as well as the operating range of glucose concentration. This
operating range is related to the binding strength as quantified
by the dissociation constant (kD).

Sensors of this kind were firstly constructed by Marvin and
Hellinga in 1998,3 who selected fluorophore positions based on
an inspection of the crystal structure. Several studies by various
laboratories followed, testing different fluorophores as well as
different positions in the protein.4–7 In 2008, Ge et al. showed
the potential of such sensors for real-time monitoring of sugar
in microdialysis.8

In particular, Badan (6-bromoacetyl-2-dimethylaminonaphthalene)
has proven to be a reliable fluorophore. Initially, it was attached
to the H152C single mutant of GGBP, and it allowed to realise
continuous monitoring of glucose.7 A glucose sensor works best
if its kD is in or close to the common pathophysiological
glycemic range in human bodies (1.7 mM to 30 mM);1 that
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leads to an optimal signal response due to a similar amount of
free and bound glucose in the sample (a sufficient amount of
protein is available to bind new glucose molecules when sugar
concentration increases, and a sufficient amount of protein
results in a signal when the sugar concentration decreases).
Now, although the binding of this GGBP single mutant has
improved to kD = 0.002 mM compared to the wild-type GGBP
with kD = 0.2 mM, it still does not quite fit in the desired range.
To make future clinical measurement possible, an even higher
kD at millimolar level needs to be achieved.

To this end, a GGBP triple mutant labelled with Badan as
a glucose sensor was constructed, presenting a reasonable kD =
11 mM in phosphate-buffered saline (PBS).9 This high-kD triple
mutant was immobilised on a solid surface and tested for in vitro
measurements of the fluorescence lifetime upon glucose
binding.10 Transdermal glucose with a lower concentration than
in blood can be measured by a single mutant of GGBP labelled
with Badan, as shown by Tiangco et al., who developed a
complete fibre optic biosensor system.11 A double mutant of
GGBP with Badan was applied as a detector for changes in airway
surface liquid glucose concentration.12 An overview of the
dissociation constants is given in Table 1.

Fig. 1A shows the wild-type GGBP crystal structure in the
closed state with the glucose molecule in the binding pocket.
The glucose is hydrogen-bonded (H-bonded) to multiple amino
acids as shown in Fig. 1E. Four of those amino acids are
charged, making the H-bonds to the glucose molecule
even stronger. Moreover, the sugar is sandwiched between
two aromatic amino acids, phenylalanine and tryptophan.
The triple mutant H152C/A213R/L238S with Badan linked to
Cys152 is shown in Fig. 1B. The mutation H152C eliminates
one H-bond to the glucose, while another H-bond is introduced
by the mutation A213R. The mutation L238S is also located in
the proximity of the binding pocket but has no direct impact on
the interaction pattern. Overall, there are fewer H-bonded
contacts between the glucose and the protein in the mutant
than in wild-type protein, compare Fig. 1E and F. This could be
the reason for the large change in kD, and will be investigated in
this work.

The chemical structure of Badan (as linked to the side chain
of Cys152 in the triple mutant) is shown in Fig. 1D. It contains
an electron-donating dimethylamino group and an electron-
withdrawing carbonyl group with maximal distance from each
other on the two sides of the naphthalene core, making it a
push–pull charge-transfer system.13 The first dye of this kind,
Prodan, was synthesized by Weber and Farris.14 In contrast to
Prodan, Badan in its original form contains a thiol-reactive

bromine and thus can be linked specifically to a cysteine side
chain. Badan is a frequently used environmentally sensitive dye
that changes its fluorescence properties depending on the polarity
of its surroundings. In the triple mutant, the fluorescence
intensity and excited states lifetime change upon glucose binding.
So far, it has been assumed that the environment of Badan is
more hydrophobic when the protein is in the closed conformation
while binding the glucose.9 However, there is no crystal structure
of the triple mutant, therefore, the overall structure, the details
of the binding pocket and the actual Badan conformations,
depending on the details of the binding site, are unknown.
Consequently, the reason for the change of fluorescence upon
glucose binding is unclear, too.

With the development of computers and nanoscale modelling,
molecular dynamics (MD) simulations on biological macro-
molecules have become affordable, and it is now possible to
study the GGBP mechanism in atomistic detail. Recently,
Unione et al. investigated the wild-type GGBP employing
steered MD simulations (SMD).15 The free energy surface was
estimated by the combination of two SMD trajectories, which
included the protein opening with glucose and closing without
glucose. Due to short simulation times, no continuous free
energy map was computed, rather, the information resulting
from individual MD simulations of open and closed state was
plotted in a single energy scheme. Therefore, the GGBP
opening-closing motion and the free energy surface was
inferred from two individual hundred-nanosecond free MD
trajectories, also including information from NMR measurements.
Furthermore, only one collective variable (CV) was used in the SMD,
which tends to be a too limited representation of the system’s
degrees of freedom, since the binding site of the GGBP is buried
and the configurational entropy contribution may be large.16

Table 1 Dissociation constant of the wild-type GGBP and its mutants with
Badan linked to H152C

GGBP type kD/mM Ref.

Wild-type 0.0002 Vyas et al.1

H152C 0.002 Khan et al.7

H152C/A213R 0.86 Helassa et al.12

H152C/A213R/L238S (in PBS) 11 Khan et al.9

Fig. 1 (A) Wild-type closed state GGBP. (B) GGBP triple mutant H152C/
A213R/L238S in its closed state. (C) The binding pocket of the triple
mutant. Glucose – orange; Cys-Badan – red; Arg213 – blue; Ser238 –
yellow. (D) Chemical structure of Badan linked to the protein via a cysteine
side chain. The H-bonds between glucose and (E) the wild-type protein or
(F) the GGBP triple mutant are shown by dashed lines. Some of H-bonds
are missing due to the mutation.
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Panjaitan et al. also reported several short free MD trajectories to
study the wild-type GGBP.17 They found that the protein was
unlikely to close after introducing the glucose ligand into the
binding pocket, which is in contrast to the experimental findings.
The authors argued that this may be due to the insufficient length
of the simulations. In fact, it is a challenge for a hundred-
nanoseconds free MD simulation to explore a large conformational
change when facing a barrier significantly exceeding 3 kcal mol�1,
especially for large biomacromolecules like the GGBP.

According to the experimental dissociation constants
(0.2 mM for the wild-type and 11 mM for the triple mutant), a
free energy difference between apo-open (without glucose in the
binding pocket) and holo-closed states (with the glucose in the
binding pocket) of 9.2 kcal mol�1 is expected for the wild-type
protein.1 A value of 2.7 kcal mol�1 was reported for the triple
mutant with Badan.9 However, our initial simulations did not
show a stable bound state over 1 ms, as detailed below, a similar
finding as reported in the two previous simulation studies. In
fact, a stable bound state for several hundreds of nanoseconds
has never been reported so far. In one of our simulations the
closed state opens within 100 ns of simulation time, which
leads to an immediate glucose unbinding in contradiction to
the experimental kD. This may point at a shortcoming in the
simulation protocol.

In fact, the H-bonds stabilising the bound state seem to be
too weak in the simulations, in order to keep the binding
pocket closed on the expected temporal scales. The GLYCAM
parameters used here and in the previous computational
studies are derived for use with the TIP3P water model.18,19

However, the glucose molecule bound in the GGBP pocket is
highly polarised by several strong H-bonds as shown in Fig. 1B.
Therefore, the GLYCAM charge model may not describe glucose
in such polarising environments appropriately.

The importance of polarisation effects on force field parameters,
in particular on the force field charges was pointed out in several
studies of protein–ligand binding,20–23 peptide folding,24,25 and
protein–chromophore complexes.26,27 Standard force field
parameters, in particular the force field charges, can lead to
structural instabilities or even a wrong description of the
respective systems. This was previously tackled by explicitly
considering the polarisation induced by the specific environment,
using one of several approaches. The most accurate but also
computationally demanding way is the use of a polarisable force
field, where the atomic charges are determined in an iterative
procedure. Computationally less demanding is the use of
polarised protein-specific charges (PPC), which are computed in
order to represent the specific polarised electrostatic state of the
protein. The polarised charges are usually determined for one
representative structure, but also charge update schemes have
been proposed.24,28 Typically, PPC are determined using a
molecular fractionation with conjugate caps (MFCC), followed
by the calculation of the electron density of the fragments using
DFT with a subsequent restrained electrostatic potential fit
(RESP).29 If PPC for a whole protein are to be determined, an
iterative procedure is chosen where the charges of the various
fragments are recalculated until convergence is reached, while the

charges of the remainder of the protein are represented by
point charges. It is also possible to fit only the charge variation
(delta-RESP) instead of using the conventional RESP approach for
charge fitting.30,31

The importance of considering polarisation effects was
demonstrated for several examples: Mei et al. reported that
the melting temperature of a small Trp-cage protein obtained
from the simulation was only in agreement with the experiment
when PPC were applied.25 Tong et al. reported that in contrast
to Amber charges, PPC kept the studied light-harvesting
complex stable during the simulation and provided also a
reliable description of the environment in QM/MM calculations
on the chromophores.27 For protein–ligand binding, Duan et al.
showed that the binding energies of complexes of the cycline-
dependent kinase (CDK2) with five different ligands agree
significantly better with experiment using PPC charges than
with the unpolarised Amber charges.22

In this work, we follow these earlier studies and develop
force field parameters that account for the highly polarised
protein environment. In a second step, these charges are
applied in free MD simulations to investigate bound and
unbound structures of wild-type GGBP, as well as the GGBP-
Badan triple mutant. These parameters lead to a stable glucose
binding pocket with a preserved number of H-bonds compared
to the initial structure. Further, the overall structure of the
protein remains stable, in contrast to the standard GLYCAM
charge model. Metadynamics simulations applying these
charge models are then performed to achieve a more detailed
insight into the mechanism and energetics of the opening and
closing mechanism.

2 Methods
2.1 Initial structural model and the force field

The initial structure of the wild-type GGBP and the GGBP-Badan
triple mutant (hereafter referred to as the ‘triple mutant’) were
taken from the closed GGBP crystal structure, PDB ID 2FVY.32

For the triple mutant, the residues His152, Ala213 and Leu238
were replaced with cysteine, arginine and serine residues,
respectively, and the side chain of Cys152 was functionalized
with the Badan fluorophore, see Fig. 1D. These changes were
performed with the xLeap tool from the AmberTools package.33

The following force fields were employed: Amber14SB for the
protein,34 general Amber force field (GAFF) for the newly
parametrized Badan moiety,35,36 Joung–Cheatham parameters
for the ions,37 and GLYCAM 06j for the glucose.19 Additionally,
new atomic charges for the glucose were derived as detailed in
the following, and bonded parameters were taken from GAFF.

2.2 Polarised force field for the glucose molecule

Initial simulations employing the standard GLYCAM 06j atomic
charges for glucose showed no stable binding to the proteins, as
detailed in ESI-S1 (ESI†). Similar findings have been repeatedly
reported in the literature for a diverse set of systems: there is a
large body of evidence that standard force fields with a fixed
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point charge model fail to describe H-bond strengths with
sufficient accuracy for a variety of systems.20–27 This seems to
apply also for the case of GGBP: in pilot simulations, we were
unable to find a stable glucose bound state. The H-bonded
network broke and set the glucose free, in contrast to the stable
bound state found in experiment. This indicates that the GLY-
CAM 06j charge model may be insufficient to describe the strong
H-bonded network of the GGBP binding pocket, as described
above. Here, the glucose molecule is located in the highly polar
protein binding pocket, restricted to one stable conformation,
which seems to be very different from the more weakly bound
floppy structure embedded in water solvent described by TIP3P
water, for which GLYCAM 06j is parametrised.

For GGBP–glucose binding, we consider the major source of
error to be the glucose charges. Therefore, we decided to only
update those and leave the protein charges unchanged. This
makes the procedure particularly simple as it is non-iterative and
glucose charges are determined only for a single conformation,
the bound state of the protein. Update schemes developed to
follow conformational changes of proteins24 seem to be less
practical for the GGBP–glucose binding case. The focus is on
enhanced sampling simulations of the binding–unbinding
reaction, during which the glucose is moving back and forth
between the protein and water environments which would
require a frequent charge update making the calculations
computational expensive. Using the charges for the protein-
bound state will lead to less accurate charges for the water-
solvent case, an error which we will estimate using alchemical
free energy calculations as described below.

Two different new sets of atomic charges were created for
the glucose polarised in the binding pocket, one for the
wild-type protein complex and one for the triple mutant.
The procedure started by docking the glucose molecule into
the binding pocket of the closed protein, either the wild-type
GGBP or the triple mutant, which was subsequently immersed
in a TIP3P water box. Standard force field parameters were
assigned to the entire system, including the standard GLYCAM
06j atomic charges for the glucose. Then, energy minimisation
was performed with steepest descents.

The resulting glucose conformation was taken as input
for HF/6-311G* ESP calculations, where atomic charges were
subsequently determined with RESP. To account for the
polarising environmental effects, we included the force field
point charges of the apo-protein up to a certain cutoff radius.
This was performed twice, for the wild-type protein and the
triple mutant, leading to two different sets of binding pocket
polarised charges (BPC) for each specific molecular complex.
To estimate possible errors due to a hard cut-off, the results
from two different approaches were compared: First, atomic
charges from atoms within different cutoff distances from 5 Å
to 8 Å from the glucose were included. In the other approach, a
residue-based cutoff was applied, including all residues for
which at least one atom is found within certain distances.
No obvious difference was observed in pilot free MD simulations
of 50 ns, see ESI-S2 (ESI†), and the charges determined for an
atom-based cutoff at 5 Å were used in the following.

In addition, we also computed a third set of charges for the
glucose molecule in aqueous solution. Glucose was optimised
at the B3LYP/6-31G* level in the presence of implicit water
represented by the polarisable continuum model (PCM).38

Then, the electrostatic potential was computed at the HF/
6-31G*/PCM level, and a set of atomic charges was obtained
with RESP; this charge model will be referred to as water
polarised charges (WPC).

We further computed a gas-phase charge model (GPC) using
the same methodology, and in addition, a charge model based on
DFTB Mulliken charges. For the latter, two QM/MM simulations
were performed using GROMACS:39–42 one with the glucose in
water and one with the glucose in the binding pocket. The sugar
was treated with the semi-empirical DFTB/3OB method43,44 using
DFTB+,45,46 and the environment was described with a force field.
These calculations were intended to investigate charge
fluctuations along trajectories, and are detailed in ESI-S3 (ESI†).
However, DFTB Mulliken charges turned out to be largely under-
polarised, therefore, they are not further considered in this work.

2.3 Free MD simulations

We performed three free, unrestrained MD simulations of the
wild-type GGBP with a bound glucose molecule: one with the
GLYCAM force field for the glucose, one with the BPC, and one
more with the WPC charge model. In addition, free MD simulations
under the same conditions were carried out on the GGBP-Badan
triple mutant with the BPC as well as the WPC glucose, on the triple
mutant without glucose and on the wild-type GGBP without
glucose.

In all of these simulations, the protein–glucose complex was
embedded in a dodecahedral TIP3P water box keeping a
distance of the solute from the edges of the box of at least
20 Å. There is a calcium ion bound to GGBP, and electroneutrality
was achieved by replacing six water molecules by sodium ions.
No extra salt was added. Periodic boundary conditions were
applied and long-range electrostatics was described by the
particle–mesh Ewald method.47 Each simulation was carried
out with cut-offs of 1.4 nm for both vdW and real-space PME
interactions.

The equilibration procedure started with a steepest descents
minimisation to reduce all forces below 1000 kJ mol�1 nm�1,
followed by a conjugate gradient minimisation until all forces
dropped below 500 kJ mol�1 nm�1. Then, the system was
heated to 298 K during an NVT MD simulation of 1 ns with a
time step of 2 fs using the Bussi thermostat.48 Here, the lengths of
all bonds were kept constrained to their respective equilibrium
values by means of the LINCS algorithm. Subsequently, an NPT
simulation of 1 ns with a time step of 2 fs was performed at a
temperature of 298 K and a pressure of 1 bar maintained by the
Nosé–Hoover thermostat49, 50 and the Parrinello–Rahman
barostat,51, 52 respectively. Position restraints with a force constant
of 1000 kJ mol�1 nm�2 were imposed on all of the protein atoms
during the equilibration procedure above. Finally, the system was
equilibrated for further 10 ns keeping only bonds involving
hydrogen atoms constrained with LINCS. Identical settings were
used to carry out the actual production simulations of 1 ms.
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2.4 Well-tempered metadynamics simulations

To further investigate the binding of glucose and the opening of
the binding pocket, well-tempered metadynamics simulations53

were performed for both the wild-type GGBP and the triple
mutant. These were started from each respective closed structure
and involved the atomic charges on the glucose molecule
that were polarised for each respective binding situation, as
described above. Two collective variables (CV) were employed
based on previous work by others:15, 54 The opening–closing
motion is described with the angle y between centres of mass of
the N-terminal domain (residues 3–108 and 258–291), the hinge
region (residues 109–111, 255–258 and 292–296) and the
C-terminal domain (residues 112–254 and 297–306). The twisting
motion is described with the torsion angle f defined by the
centres of mass of the N-terminal domain, the N-terminal
domain base (residues 109, 258 and 292), the C-terminal domain
base (residues 111, 255 and 296) and the C-terminal domain.
These CVs are illustrated in Fig. 2 and were also used to analyse
free MD trajectories in the following discussion. Besides, a set of
restraints was imposed on the protein as well as the glucose
molecule to maintain the stability of the protein structure and to
concentrate the sampling process on the binding/unbinding of
glucose and opening/closing of the binding pocket; these are
described in detail in ESI-S4 (ESI†). With a time step of 1 fs and a
bias factor of 10, the metadynamics simulations were extended
to 2.6 ms for both wild-type and the triple mutant, respectively.

2.5 Alchemical free energy calculations and funnel
metadynamics simulations

The binding–unbinding simulations were performed with a
fixed-charge model. This BPC charge set, however, is optimised
for the glucose molecule in the binding pocket, and may yield
overestimated solvation free energy of glucose in water. To take
into account the change of charge distribution on the glucose

molecule upon unbinding from the protein, a series of free
energy simulations was carried out for both the wild-type GGBP
and the triple mutant, as follows. The resulting free energy
shall give an estimate of a possible error in the free energy
profiles obtained from the simulations described above.

First, alchemical simulations were performed to obtain the
glucose binding energy difference when passing from the BPC
glucose charges to GLYCAM charges, with the protein binding
pocket remaining in the open state. The respective wild-type
and triple-mutant BPC charge models were used here. Second,
funnel metadynamics simulations55 were carried out using the
GLYCAM glucose charges to obtain the free energy of unbinding.
In all of these simulations, the protein structure was constrained
at the corresponding open state local minima obtained by
well-tempered metadynamics simulations for the respective
protein (wild-type or triple mutant GGBP). All sets of alchemical
simulations contain 21 l windows with a spacing of 0.05, each
consisting of an MD simulation of 4 ns. All funnel metadynamics
simulations were extended to 750 ns to achieve convergence.
More details about the settings of funnel metadynamics
simulations can be found in ESI-S4 (ESI†).

2.6 Software

Free MD simulations and alchemical calculations were carried out
with Gromacs 2018.3. Well-tempered metadynamics simulations
and funnel metadynamics were performed with PLUMED 2.556,57

linked to Gromacs 2018.3. Molecular structures were constructed
and visualised with VMD 1.9.2.58 Quantum chemical
calculations were performed with Gaussian09,59 and RESP
was run with Antechamber.33,60

3 Results and discussion
3.1 Polarisation of the glucose molecule

The wild-type GGBP has a kD of 0.2 mM,1 corresponding to a
binding free energy of ca. 9 kcal mol�1, which means that at
least hundreds of microseconds would be needed to see a
change from the holo closed state to the apo open state.
However, when employing the GLYCAM parameters for
glucose, the wild-type GGBP changed from its closed state to
an open state within hundred nanoseconds, which is orders of
magnitude faster than expected, see ESI-S1 (ESI†). This finding
agrees with previous studies,15,17 where no wild-type GGBP
closed state simulation for several hundreds of nanoseconds
is reported. It further indicates that the ligand in the binding
pocket may not be sufficiently stabilised during the MD
simulations, most probably due to too weak H-bonds as a result
of the applied GLYCAM 06j charge model.

We applied a polarised charge scheme for glucose. Two sets
of polarised charges were derived for the wild-type and triple
mutant (BPC) binding pockets, one for bulk water (WPC) and
one for the gas-phase (GPC). The charge models are given in
ESI-S3 (ESI†). We assigned these polarised charges to glucose
and performed a set of 50 ns MD simulations for the glucose in
the two binding sites, respectively.

Fig. 2 The collective variables used to describe GGBP. Left: y, representing
the closing–opening motion; Right: f, representing the protein twisting
motion. The centres of mass of respective parts of the protein that define
the angle/torsion are shown as solid balls. N-terminal domain – green,
C-terminal domain – red, hinge region – blue, N-terminal domain base –
purple and C-terminal domain base – orange.
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As shown in Fig. 3, the H-bonded network of the wild type
stays intact when using the BPC and WPC charges. We find an
average of nine H-bonds between the glucose and the binding
pocket, which is the number of H-bonds also found in the
crystal structure as indicated in Fig. 1E. By contrast, when using
the GLYCAM charges, there are much fewer H-bonds, which
frequently break so that the binding pocket opens. As discussed
below, the free energies of opening/closing of the binding
pocket agree very well with the experimental values, supporting
the use of such polarised charges.

For the mutant, a smaller number of H-bonds is found as
indicated in Fig. 1F. The change in the experimental kD

indicates such a behaviour, and again, the agreement with
experimental estimates of the unbinding free energies supports
the usage of these charges.

The use of fixed polarised charges has some drawbacks,
which can only be avoided using a fully polarisable electrostatic
model in principle. The dynamical transitions, i.e. the opening
and closing of the binding pocket and unbinding and binding
of the glucose seem to ask for a change of the charge model
during the process, since the polarisation of glucose in solution
differs from that in the binding pocket obviously. One way to
deal with this could be the usage of an average model, however,
we decided to use both BPC and GLYCAM models in the
simulations and critically discuss the results. Using the BPC
model, glucose could be overstabilised in the solution phase
due to the larger dipole moment, while using the GLYCAM
model glucose is most probably understabilised in the binding
pocket. Since we are interested in the kinetic barrier for
unbinding, we use the BPC models for the simulations and
discuss corrections to this polarised model below.

3.2 Molecular dynamics simulations of the wild-type

The collective variables, y and f (see Fig. 2), adopted for
metadynamics simulations in this study, were also used to
analyse free MD trajectories, as described in the methods
section. The corresponding values for the crystal closed (PDB-ID:
2FVY) and open (PDB-ID: 2FW0) wild-type GGBP are shown in
Table 2. As discussed above, we performed MD simulations with
both charge models, the WPC and BPC charges.

Fig. 4 shows the results of three extended MD simulations of
over 1 m s each: In the first two simulations, we used the WPC
and BPC glucose charges and started the simulations from a
crystal closed state GGBP structure. The protein remained in a
stable closed state in both simulations with the glucose
molecule inside the binding pocket. Both free MD simulations
show a root-mean-squared deviation (RMSD) with respect to the
crystal closed wild-type below 0.2 nm, and keep the distance
between the glucose and the centre of the binding pocket
within 0.3 nm during the simulation of 1 ms. It is interesting
to see that both WPC and BPC glucose charges lead to a stable
bound state for 1 ms, which is in agreement with the
experimental kD value and is in contrast to the results using
the original GLYCAM parameters.

As already mentioned, the glucose molecule is strongly
H-bonded in the highly polar binding pocket, therefore, it is
expected that the molecule is polarised to a large degree, and
parameters derived for a less polar and less strongly H-bonded
environment may not optimally describe this situation. The
results therefore indicate that the reparametrisation seems to
be the right way to go. That alone, however, is not a justification

Fig. 3 (A) The number of H-bonds formed between the binding pocket
and the glucose polarised in different environments. (B) The histogram of
the number of H-bonds observed in simulations run with the different
glucose charge models. The average number of H-bonds of each corres-
ponding glucose is given in square brackets. Trajectories are taken from
corresponding free MD simulations from 10 ns to 60 ns. For the wild-type
protein with GLYCAM charge glucose, the ligand escaped from the binding
pocket at ca. 50 ns.

Table 2 Collective variable values for the crystal wild-type GGBP

Collective variable Closed GGBP Open GGBP

y 121.61 143.11
f 64.91 89.61

Fig. 4 The structure of the wild-type protein in the free MD simulations of
the wild-type GGBP. Left: Simulation started at crystal closed state with
BPC glucose; Middle: Simulation started at crystal closed state with WPC
glucose; Right: Simulation started at crystal open state without glucose.
RMSD from the closed GGBP crystal structure (2FVY) is considered. The
angle y describing the opening-closing motion of GGBP and the dihedral f
describing the twisting of the domains (details in text) are plotted versus
simulation time.
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for this approach: more evidence comes from the calculation of
the free energies of binding/unbinding, as described below.
The fact that the newly derived parameters are able to describe
these energies for both, wild-type and mutant with largely
different energetics, is highly encouraging.

In the third simulation, which was started from the crystal
open state GGBP structure without glucose, the protein immediately
closed and then changed its conformation back to the open state
after 50 ns. At this point, we like to note that the open structure
seen in the X-ray experiment32 had been crystallised at high salt
concentration – different from our simulations that are closer to
low-salt, physiological conditions. This may be a reason why the
stable open state structure from simulations deviates from the
experimentally observed wild-type open structure. The RMSD
compared to the wild-type crystal closed structure correspondingly
dropped from 0.4 nm to 0.2 nm and then increased up to 0.6 nm,
indicating that the wild-type protein is unlikely to remain in a
closed state without the glucose.

Besides, as shown in Table 3, the structures along these
three trajectories exhibit a highly similar average y value of 1161
in the closed state and 1521 in the open state similar to the
y values reported previously in ref. 15 and 54. In the closed
state, the f value fluctuates around the crystal structure value
of 651. The regions of lower f values of about 20–301 indicate a
twisted closed state, which we will discuss in more detail below.
In the open state, the average f value is ca. 401 larger than the
crystal open structure value of 901. This increased flexibility
with respect to the crystal structure may be expected due to the
removal of the crystal packing constraints in the simulations of
GGBP in aqueous solution.

3.3 Molecular dynamics simulations of the triple mutant

Just like for the wild type, we performed a set of three MD
simulations of 1 ms each for the GGBP triple mutant. The
results from the analysis of structures along the trajectories
are shown in Fig. 5. Recall that since no crystal structure
is available for the triple mutant, the crystal structures of the
wild-type protein, 2FVY and 2FW0 were considered as initial
structures after manual mutation of the three residues. In the
following, the label ‘crystal structure’ refers to the mutated
2FVY initial structure. Due to the mutations, the glucose is

much less tightly bound, as the experimental kD value
indicates, and we indeed see a more dynamical behaviour
already on this microsecond scale.

As seen in Fig. 5A for the BPC model, the protein changes from
a crystal closed state (cc) to an open state (op, red to blue) after
70 ns. After ca. 200 ns, the protein returns to a metastable twisted
closed state (tc, blue to green). Although the protein was open for a
significant amount of time, the glucose did not leave the binding
pocket entirely. Rather, it interacted with the residues of the
C-terminal domain, so that the bound state is recovered after
closing. This state shows slightly larger values of the dihedral
angle, and is therefore called a twisted closed state labelled ‘tc’.
The deviation from the wild-type GGBP can be expected due to less
stable H-bonds, as described above. The bound structure is sche-
matically shown in Fig. 6D, and comparison with the wild type in
Fig. 6C shows the dramatically reduced H-bonding of this variant.

In the simulation with WPC glucose (Fig. 5B), an unbinding
process occurs as well as large conformational changes of the
protein: first, an opening and closing process are observed (from
red to pink), the glucose leaves the binding pocket at ca. 200 ns when
the protein is in the open state during this period. Afterwards, the
protein deformed from the crystal closed state (cc*) into a twisted
closed state (tc*, from pink to purple), which is stable for almost
500 ns without containing glucose in the binding pocket. Finally, the
protein opens again (from purple to yellow). Note that the labels with
asterisk denote apo states, while the labels without asterisk stand for
holo states, as found during the different simulations.

To investigate the dynamics without glucose (Fig. 5C), a
simulation was started from the crystal open structure. The
protein immediately changed to the crystal closed state (cc*).
After 70 ns, the protein returned to the open state (from pink to
yellow) before finally reaching a super-twisted closed state
(cc**, from yellow to cyan). Note that – just like in the case of
the wild-type – our simulation system has no extra salt, while
the X-ray structure had been resolved in experiments performed
at high salt conditions.7,9 This is a possible reason for the open
state structure in simulations deviating from the crystal open
state. Furthermore, the mutations in the protein may also have
affected the structure and stability of the open state.

Events occurring along single trajectories, however, may not
be conclusive to evaluate the different parameter sets used. We
therefore use the insight from these simulations merely to
determine intermediate structural motifs, which we will use
to interpret the free-energy simulations as discussed below.
Having now stable structures for sufficiently long temporal
scales allows us to characterise these structures in solution
and compare to the crystal structure.

For both simulations with glucose, average y values at crystal
closed (red and pink region, ca. 1251) and open (blue and yellow
region, ca. 1501) state agree well with the crystal wild-type GGBP
(y = 1221 and 1431), as shown in Table 3. The y value at ‘tc’ state
(green region, ca. 1171) is, like the wild-type closed state, ca. 51
smaller than the crystal closed state, which indicates that the
twisted state is slightly more closed.

Larger deviations from the wild-type crystal structure are
found for f, see Table 3. The crystal closed states have average

Table 3 Average values of y and f and their deviations compared to the
crystal wild-type GGBP

Collective variables

y f

Average Deviation Average Deviation

Wild-type closed state 116.31 5.31 51.31 13.61
Wild-type open state 151.7 +8.6 132.7 +43.1

Triple mutant ‘cc’ state 127.5 +5.9 76.8 +11.9
Triple mutant ‘cc*’ state 124.11 +2.51 69.71 +4.81
Triple mutant ‘tc’ state 116.71 4.91 76.31 +11.41
Triple mutant ‘tc*’ state 127.11 +5.51 85.91 +21.01
Triple mutant ‘tc**’ state 128.11 +6.51 128.61 +63.71
Triple mutant ‘op’ state 145.11 +2.01 126.51 +36.91
Triple mutant ‘op*’ state 154.01 +10.91 137.01 +47.41
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f values between 51–771. The open states have f values beyond
901 extending to 1801 (Fig. 5C, yellow region); the twisted closed
states have an average f value of 761 and 861; the super-twisted
closed state has an average f value of 1291. In summary,
compared to the closed crystal structure, the wild-type as well
as the triple mutant in solution show metastable states which
are similarly closed but twisted, while both twist directions are
possible. Compared to the wild-type open crystal structure, the
structures of the wild-type and triple mutant proteins in
solution are more open and significantly more twisted.

Fig. 6 illustrates the average number of H-bonds between the
glucose and the side chains of the proteins. Using the BPC
parameters, nearly nine H-bonded interactions are found for
the wild-type protein in the crystal closed state, which is close
to the experimental estimate.1,61 Only half of the H-bonds
remain between the BPC glucose and the GGBP triple mutant
in the twisted closed state. In the ‘tc’ state, Arg213 forms an
H-bond to the glucose molecule as shown in Fig. 6. Additional
H-bonds are formed with Arg158, Asp236, Asn211 and Glu93.
The latter is not interacting with glucose in the wild-type.
Compared to the wild-type, the triple mutant’s twisted closed
state misses H-bonds to Asp14, Asn91, Asp154 and the mutated
residue 152. As a result, the glucose hydroxyl groups are not
interacting with protein residues, and they form H-bonds with
solvent water molecules instead. In the wild-type, the glucose is
additionally stabilised by two aromatic residues Phe16 and
Trp183. In the triple mutant, Phe16 moves away from the
glucose molecule and the stabilisation due to the aromatic
sandwich structure is missing, as seen in Fig. 6E and F.

3.4 Free energy surfaces

To explore a full free energy surface (FES) of the closing–
opening motion of the protein, metadynamics simulations of
wild-type and triple mutant were performed beyond 2.5 m s

until convergence. We chose the BPC charge model because a
proper description of the bound state has to be assured for the
unbinding barrier to be overcome. This means, however, that
the free energy of solvation in the water bulk phase may be
described less accurately.

The FES of wild-type GGBP is shown in Fig. 7A, with well
defined closed and open states denoted by a and b. The CV
values at the global minimum a, y E 1201 and f E 301, agree
well with the results from the free MD simulations discussed
above. The CV values of state b, y E 1601 and f E 1701, are
much larger than those reported for the crystal structure.
As discussed in ref. 15, a possible reason for this deviation is
that the ligand-free crystal structure is stabilised in a more
closed state due to the crystallisation reagents. There is a free
energy difference of DG = 9.4 kcal mol�1 between the closed
state and open state, and the reaction barrier is 11 kcal mol�1.

We also find a ‘semi-closed’ state c (Fig. 7A), which is twisted
compared to the minimum a. Such a state has never been
reported before and could be part of an alternative pathway for
the closing–opening motion in the wild-type GGBP: the closed
protein firstly twists from state a towards state c, which can be
seen as an intermediate, and then opens to state b.

The FES of the triple mutant is shown in Fig. 7B with
closed state a and open state b. The free energy difference of
0.8 kcal mol�1 is slightly less than the experimental value of ca.
2.7 kcal mol�1,9 and the energy barrier of 9 kcal mol�1 is only
slightly lower than that of the wild-type. The states D–J dis-
cussed for the free MD simulations are distributed along the
reaction coordinate connecting the states a and b. Compared to the
wild-type crystal closed structure, the state a is a slightly more
closed and twisted conformation with y = 1151 and f = 501.

Comparing wild-type and mutant, a slight difference in
conformation and opening mechanism is visible in Fig. 7:
The closed state a spans a much wider range of f, i.e., this

Fig. 5 The structure of the GGBP triple mutant protein in the free MD simulations of the GGBP triple mutant. The RMSD was calculated compared to the
backbone of closed wild-type GGBP crystal structure (2FVY). The glucose is coloured with orange and the Cys-Badan residue with red. (A) Simulation
with the BPC glucose started with a holo crystal closed state. (B) Simulation with the WPC glucose started with a holo crystal closed state. (C) Simulation
without the glucose started with a apo crystal open state. The red region represents holo crystal closed (cc) state; The pink region is apo crystal open
(cc*) state; The blue region represents holo open (op) state; The yellow region represents apo open (op*) state; The green region represents holo twisted
closed (tc) state; The purple region represents apo twisted closed (tc*) state; The cyan region represents apo super-twisted closed (tc**) state. Schematic
representation structures D, E and F were taken from trajectory A, G and I from trajectory B, H and J from trajectory C, respectively.
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structure can exist in more twisted conformations, while the
global minimum of the mutant is much more localised in the
CV space. Further, the opening motion seems to follow slightly
different pathways: While a twisting motion along f is followed
by an opening of the pocket with increasing y in the wild-type,
the motion in the mutant follows the opposite order.

There are two potentially small imperfections to note. First,
the computed energetics clearly depend on the force field
parameters. The glucose molecule is located in an unusually

strongly polarising environment, which is an extreme situation
to deal with. In such a case, the general purpose parameter set
does not depict the true distribution of charge, leading to
wrong energetics and potentially to qualitative errors in
simulations. Here, we have reparametrised the force field
charges, which fixed the qualitative failure of the previous
simulations. However, with the BPC charges, a glucose
molecule is overpolarised in water, which may result in an
overstabilisation in water. Second, the position of the glucose
molecule is not accessible from the applied CVs. As seen in
Fig. S5 (ESI†), the glucose remained at the binding site in both
open and close state. The advantage of this is that the closed state
is always the glucose bound state in the simulations, and there is
no mixture of closed holo and apo states. Therefore, the barrier
and free energy of binding in the closed state are described
correctly. This is probably due to the fact that the simulations
were started with the closed holo states and the reparametrised
force field charges were taken for the glucose, and the glucose
remained in the binding site during the process of protein
opening and closing. For the open state, however, a small error
may arise because the unbinding is not described fully.

To account for the over-polarisation of glucose in water and
the failure of glucose to unbind in the open state, we compute
the glucose binding free energy difference from BPC to GLYCAM
charge sets, and the glucose unbinding energy with the GLYCAM
charge set, as shown in Table 4. In this way, the free energies of
glucose unbinding accompanied by opening of the protein
pocket were corrected, see Fig. 8 for the results.

We find a reaction free energy of 15.1 kcal mol�1 for the
wild-type and 3.6 kcal mol�1 for the triple mutant. Notably, in
the holo open state b, when the glucose leaves the binding
pocket, the glucose polarisation by the protein will gradually
decrease, and hence the glucose charges will reduce to the
GLYCAM charges. This means, with GLYCAM charges in our
free energy simulations series, the glucose unbinding energy
is slightly underestimated when the glucose starts to leave.
Therefore, the reaction free energy between holo closed state
and apo open state may be slightly higher than obtained from
free energy simulations series.

Note that the experimentally measured kD may not only
describe the process from holo close state to apo open state,
rather it may also correspond to the processes from holo close
state to apo close state or from holo open state to apo open state,
indicated by the large error bars.7, 9, 32 For both of the latter
situations, the protein conformational changes are missing,
leading to a smaller reaction free energy. Therefore, in these
cases, the experimental DG will be smaller than our binding free
energy results. Nevertheless, the agreement with experiment is
remarkable, and the computed free energy differences are in line
with the qualitative mechanistic picture emerging from the free
simulations discussed above: the H-bonded network is destabilised
in the mutant, leading to a much weaker binding of glucose,
which qualitatively explains the difference in the experimentally
reported kD values.

To resolve the problem altogether, an additional CV describing
the glucose position is necessary. However, for that, either a 3D

Fig. 6 The average number of H-bonds between glucose and the GGBP
side chains along the free MD trajectories of wild-type GGBP with
BPC glucose (A) and triple mutant with BPC glucose (B). (C) schematic
representation of the H-bond pattern in wild-type at 500 ns, the protein is at
a crystal closed state and there are 9 strong H-bonds; (D) schematic
representation of the H-bond pattern in the triple mutant at 750 ns, the
protein is at ‘tc’ state and there are 5 strong H-bonds; (E) the carbohydrate–
p interaction between glucose and the wild-type binding pocket; (F) the
carbohydrate–p interaction between glucose and the triple mutant binding
pocket. The glucose–Phe16 interaction is missing due to the mutation.
Glucose – orange; Phe16 – green; Trp183 – blue.
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metadynamics simulation needs to be performed (which is
computationally highly expensive) or the protein motion needs
to be described by only one CV, which carries the risk of missing
important regions in the conformational space or of losing the

easy interpretability of the result by an abstract CV. Further, a
change in glucose polarisation along the reaction coordinate
would have to be considered in this case as well, which is a
difficult task that would require an explicitly polarisable force
field. Still, we believe that our estimates are sufficiently accurate to
allow for an insight into the mechanisms, and in particular, to
understand the differences between the wild-type and the mutant.

3.5 Conformations of Badan

Besides understanding the change in binding, another key
aim of this study is the investigation of Badan conformations
and their possible relation to its fluorescence properties. The
conformational changes in the protein impact the properties of
the excited states of Badan, and it was suggested that the dye
resides inside a hydrophobic environment in the protein if
and only if a glucose molecule is bound.9, 62 Analysis of the
MD trajectories allows to investigate the dynamics of the
chromophore coupled to the protein conformational changes
in more detail.

First, it is necessary to quantify how often Badan is inside or
outside of the binding pocket dependent on the protein
conformation and presence of glucose. To this end, 2D histo-
grams were obtained with one variable describing the protein
conformation and the other variable describing the orientation
of Badan. To obtain the 1D coordinate for the protein, a line
was constructed connecting the minima a and b found in the
metadynamics simulations. The protein conformations are
projected onto this line and the values are scaled such that
minimum a corresponds to 0 and minimum b corresponds to 1.

Fig. 7 (A) The free energy landscape of the wild-type GGBP with collective variables y and f. The label with circle represents the holo state, square
represents the apo state. State A in circle and B in the square is picked up from free MD trajectories of the wild-type GGBP. (B) The free energy landscape
of the GGBP-Badan triple mutant with collective variables y and f. States D to J are taken from three free MD trajectories of the GGBP triple mutant, and
represent the crystal ‘cc’, ‘cc*’, ‘op’, ‘op*’, ‘tc’, ‘tc*’ and ‘tc**’ state as shown in Fig. 5, respectively. States A and B in the triangles indicate wild-type crystal
closed and open structures, and the white arrows indicate pathways between the closed and the open states. The corresponding schematic
representations of local minima a and b for wild-type and triple mutant are shown as A-a, A-b, B-a and B-b.

Table 4 Glucose binding free energy difference and unbinding energy
(kcal mol�1)

DDGbinding DGunbinding

Wild-type 0.5 5.2
Triple mutant 0.2 2.6

Fig. 8 Two series of free energy simulations for protein structural
changes from holo closed state to apo open state. Orange arrows – Free
energies of holo protein opening from metadynamics. Red arrows –
DDGbinding from alchemical simulations. Blue arrows – GLYCAM glucose
unbinding energies from funnel metadynamics.
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The orientation of Badan is described by the distance between
the nitrogen of its dimethylamino moiety and the nitrogen of
Pro239, which is located on the opposite side of the pocket, see
ESI-S6 (ESI†). A small distance indicates that Badan is inside
the binding pocket, and a large distance means that Badan is
somewhere outside.

The 2D histograms showing the relative frequencies of
appearance of conformations of protein and Badan, together
with representative conformations of Badan are presented in
Fig. 9. These data are derived from the MD simulations of the
GGBP triple mutant, see also Fig. 5. The binding of glucose
correlates with the conformation of Badan clearly: Badan is
outside the binding pocket when a glucose molecule is bound,
being exposed to a more hydrophilic environment (Fig. 9A and
B). For the protein apo state, Badan is mostly located inside the
binding pocket when the binding pocket is open (Fig. 9D), in
which case it is exposed to a probably more hydrophobic
environment (Fig. 9C and D). For the apo closed state (Fig. 9C),
the dye is found in- and outside of the binding pocket. These
findings are supported by analysis of further MD trajectories and
metadynamics simulations, see ESI-S6 (ESI†).

Therefore, the environment of Badan changes upon glucose
binding clearly, and is more polarisable, which most probably is
responsible for the increase of fluorescence observed experimen-
tally. It was also observed that in the stable conformation of
Badan folded inside the binding pocket in absence of glucose,
the aromatic core of the dye and Trp183 are in close proximity.
This points to another factor for the intensity increase upon
glucose binding – the presence of Trp183 in the binding pocket,
which is a known quencher of the fluorescence of Badan.63, 64

4 Conclusion

In this work, we aimed at a detailed explanation of the
mechanisms of glucose binding in GGBP using classical MD

simulations and enhanced sampling techniques. A particular
goal is to understand the changes upon mutation, which
removes four H-bonds, leading to a drastic increase of kD.

Up to now, no crystal structure of the triple mutant is
available, therefore, our simulations uncover the molecular
details of the mutant including Badan conformations for
the first time. In particular, the simulations show how the
conformation of Badan is coupled to the opening and closing of
the binding pocket, and to the presence of glucose. So far, it
had been assumed that the environment of Badan is more
hydrophobic when the protein is in the closed conformation
while binding the glucose.9 Our simulations indicate that the
opposite is true in fact: in the unbound state, Badan interacts
with a Trp side chain, leading to the quenching of fluorescence.

Force field charges turned out to be critical parameters.
The standard charge set, developed for bulk solvent, was unable
to describe the binding situation in this highly polar and
charged environment. Correction of charges by means of
reparametrisation lead to a stable binding pocket as well as
free energies of pocket opening in a very good agreement with
experimental estimates. The series of free energy simulations
designed in this work provided additional insight into the
processes of interest taking place in such complex protein
systems. Hence, such simulations appear capable of supporting
the efforts of rational design of new glucose sensors.

The knowledge of the conformational dynamics of Badan
allows for further work to investigate the changes of fluores-
cence of Badan in detail. That will involve excited-state QM/MM
simulations using the semi-empirical TD-LC-DFTB method to
describe the dynamics of Badan in its excited states.
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Fig. 9 2D histogram of protein conformation and Badan orientation (created with Python 3.9) with corresponding schematic presentations of Badan in
hydrophobic/hydrophilic environment. In the normalised histograms, the x-axis represents the line connecting minima a and b from the metadynamics
simulations. It is scaled such that 0 corresponds to a and 1 corresponds to b. The y-axis shows the distance between the top of Badan and Pro239. A
distance smaller than 15 Å indicates that Badan is inside the binding pocket and a larger distance means that Badan is outside. Protein hydrophobic region
– blue; Protein hydrophilic region – yellow; Cys-Badan – red; Glucose – orange. Water molecules within 4 Å away from the Cys-Badan molecule are
described as yellow licorice shapes. Structure A to D were take from Fig. 5A–E, A–F, B–G and B–I respectively.
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H. B. Gray, A. Vlček Jr. and M. Hof, J. Phys. Chem. B, 2014,
118, 10085–10091.

64 A. V. Fonin, S. A. Silonov, I. A. Antifeeva, O. V. Stepanenko,
O. V. Stepanenko, A. S. Fefilova, O. I. Povarova,
A. A. Gavrilova, I. M. Kuznetsova and K. K. Turoverov, Int.
J. Mol. Sci., 2021, 22, 11113.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Ja

nu
ar

y 
20

22
. D

ow
nl

oa
de

d 
on

 1
1/

7/
20

25
 5

:0
2:

39
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1cp03733a



