
rsc.li/crystengcomm

 CrystEngComm

ISSN 1466-8033

Volume 24
Number 7
21 February 2022
Pages 1301–1486

PAPER
David Yang et al.
In situ Bragg coherent X-ray diffraction imaging of corrosion 
in a Co–Fe alloy microcrystal



CrystEngComm

PAPER

Cite this: CrystEngComm, 2022, 24,

1334

Received 27th November 2021,
Accepted 18th January 2022

DOI: 10.1039/d1ce01586a

rsc.li/crystengcomm

In situ Bragg coherent X-ray diffraction imaging of
corrosion in a Co–Fe alloy microcrystal†

David Yang, *a Nicholas W. Phillips, ‡a Kay Song, a Clara Barker, b

Ross J. Harder, c Wonsuk Cha, c Wenjun Liu c and Felix Hofmann *a

Corrosion is a major concern for many industries, as corrosive environments can induce structural and

morphological changes that lead to material dissolution and accelerate material failure. The progression of

corrosion depends on nanoscale morphology, stress, and defects present. Experimentally monitoring this

complex interplay is challenging. Here we implement in situ Bragg coherent X-ray diffraction imaging

(BCDI) to probe the dissolution of a Co–Fe alloy microcrystal exposed to hydrochloric acid (HCl). By

measuring five Bragg reflections from a single isolated microcrystal at ambient conditions, we compare the

full three-dimensional (3D) strain state before corrosion and the strain along the [111] direction throughout

the corrosion process. We find that the strained surface layer of the crystal dissolves to leave a

progressively less strained surface. Interestingly, the average strain closer to the centre of the crystal

increases during the corrosion process. We determine the localised corrosion rate from BCDI data,

revealing the preferential dissolution of facets more exposed to the acid stream, highlighting an

experimental geometry effect. These results bring new perspectives to understanding the interplay

between crystal strain, morphology, and corrosion; a prerequisite for the design of more corrosion-

resistant materials.

1 Introduction

Corrosion processes are important in a wide variety fields
such as geology,1 renewable energy,2 and catalysis.3 There is a
keen interest in the investigation of reaction kinetics over
different time scales to better predict how a material
transforms in a corrosive environment. However, often the
corrosion rates reported in the laboratory setting and in the
field are inconsistent, despite well-controlled extrinsic
conditions of the experiment.4–6 Frequently, the cause for the
corrosion rate discrepancy is based on intrinsic factors related
to the properties of the sample,4,5 for example, morphological
features and lattice defects are not accounted for in the bulk
dissolution rate determined from mineral powders. Crystals
possess heterogeneous spatial reactivity on the crystal
surface,1,4,5 as reaction rates tend to differ along facets, edges,
and vertices.7,8 In addition to these morphological features,
dissolution rates can be influenced by internal features such

as crystal defects. For example, dislocation-induced etch
pits9,10 are a commonly reported result of the interaction
between defect-induced strain fields and corrosion. This
highlights the importance of studying defect-mediated
corrosion and the effects of lattice strain on local nanoscale
corrosion. Consolidating our understanding of these
processes will aid in the design of more corrosion resistant
materials.

Corrosion mechanisms start with the interaction of the
crystal surface with a corrosive medium. Techniques such as
interferometry (VSI),11 atomic-force-microscopy (AFM),12

digital holographic microscopy,13 and phase-shift
interferometry14 are used to probe surface dissolution rates.
However, these methods primarily focus on measuring
upwards-facing sample features at the surface. Liquid cell
transmission electron microscopy (LCTEM) techniques have
been used to study pitting corrosion,15 but these studies focus
on thin samples where surface effects are dominant, and are
prone to bubble formation due to radiolysis.16 Ab initio
molecular dynamics simulations (AIMD) have been used to
predict the energy barriers of dissolution for crystal edges,
corners, and kinks,17 but we note that the direct
determination of dissolution rate for spatially resolved surface
sites remains uncommon in the laboratory. Three-dimensional
localised dissolution information has only been recently
reported using transmission X-ray microscopy (TXM)18 and
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three-dimensional (3D) X-ray microtomography (XMT).6,8

Although TXM and XMT provide a spatial resolution on the
order of 50 nm, they are limited to probing morphological
features.

Crystal lattice defects beneath the crystal surface must
also be considered when investigating corrosion. Defects can
induce strain in the crystal lattice, which changes the
activation barrier for dissolution near the defect.19 Areas
having dislocations, grain boundaries, and high surface
roughness dissolve faster than defect-free regions.1 Indeed, it
was through the appearance of etch pits that dislocations
were first visualised.20 Experiments have shown that crystal
lattice strain can noticeably increase the dissolution rate for
calcite19,21 and sodium chlorate crystals22 compared to
theoretical values. A full picture of crystal corrosion
mechanisms can therefore only be obtained by also studying
how the evolution of defect networks, lattice strains within
the crystal and local morphology modify the local corrosion
characteristics.

To elucidate how both crystal strain and morphology
influence localised corrosion, we use Bragg coherent X-ray
diffraction imaging (BCDI) to study the evolution of a Co–Fe
alloy microcrystal. A binary alloy was chosen for this study to
identify how strain distributions can be affected by the presence
of another element during corrosion.23,24 BCDI allows 3D-
resolved, nanoscale strain measurements with a 3D spatial
resolution of 10–30 nm and a strain resolution on the order of
∼2 × 10–4,25 making it well suited to probing crystal defects and
morphology. Currently, at third generation synchrotron light
sources, several minutes are required to collect a BCDI dataset.
At these timescales, BCDI allows the in situ probing of slow
dynamic changes during the corrosion process. Several in situ
BCDI experiments have been reported, for example, Pt
nanocrystals during methane oxidation,26 silver–gold alloys
undergoing nitric acid-induced dealloying,23,24 and magnetite
reacting with hydrochloric acid (HCl).27

BCDI involves illuminating a single crystal sample with a
coherent X-ray beam. The sample must be sufficiently small
to fit within the coherence volume of the beam, which
typically restricts the sample dimensions to less than 1 μm at
third generation synchrotron sources. Once the Bragg
condition is met for a specific hkl reflection, the diffraction
pattern is collected on a pixelated area detector positioned
perpendicular to the outgoing wave vector in the Fraunhofer
diffraction regime. By rotating the sample through the Bragg
condition, a 3D coherent X-ray diffraction pattern (CXDP) is
collected as different parts of the 3D Bragg peak sequentially
intersect the Ewald sphere in reciprocal space, which is
projected onto the detector.

The intensity of the diffraction data is proportional to the
magnitude of the Fourier transform, , of the complex
electron density, ρ(r), where r is the position vector, of the
crystalline volume for a particular crystal reflection. The
phase, ψ(r), corresponds to the projection of the lattice
displacement field, u(r), onto the Bragg vector, Qhkl, of the
crystal reflection under consideration:

ψhkl(r) = Qhkl·u(r). (1)

However, the phase is lost because we only record the
square of the amplitude in the intensity, Ihkl of the CXDP, as
Ihkl ∝ |(ρ(r)eiψhkl(r))|.2 In order to facilitate recovery of the
phase, the CXDP must be oversampled by at least twice the
Nyquist frequency,28 at least 4 pixels per fringe period.
Iterative phase retrieval algorithms that apply constraints in
real and reciprocal space are then used to recover the
phase.29 The result is transformed from detector conjugated
space to orthogonal lab or sample space.30

Here, we image the spatial and temporal evolution of a
Co–Fe alloy microcrystal submerged in an aqueous HCl
solution (pH = 0.65) using in situ BCDI. Prior to corrosion, we
measured five crystal reflections to determine the full lattice
strain and rotation tensor, providing a clearer understanding
of the defects initially present inside the crystal. During the
corrosion, we measure the (111) reflection at 2.6, 4 and 6
hours after the start of acid exposure to examine how the 3D
strain, crystal morphology, and local variations in dissolution
rate evolve as a function of corrosion. The experiment
provides a new perspective for the analysis of corrosion, by
probing how both strain and morphology affect the localised
dissolution of the crystal.

2 Methods
2.1 Sample manufacture

Samples were produced by sputter deposition of a thin film
onto a single crystal sapphire wafer (C-plane orientation).
The thickness of the film was 100 nm. The thin film was
dewetted in a vacuum furnace purged with a 5% hydrogen,
balance argon, gas mixture at 1250 °C for 16 hours. The
resulting crystals exhibit a face-centred cubic structure, range
from 100 nm to 1 μm in size, (Fig. 1(a)) and adhere to the
substrate surface.

The samples were coated with 10 nm of amorphous
carbon to assist with scanning electron microscope (SEM)
imaging. The coating was applied through thermal
evaporation using a Leica ACE600 Coater. SEM images were
taken on a ZEISS Auriga focused ion beam (FIB)-SEM
equipped with an in-lens detector with an accelerating
voltage of 7 kV. To facilitate reliable measurement of multiple
reflections from a specific microcrystal, Ga ion FIB was used
to remove the surrounding crystals within a 20 μm radius
using a current of 150 pA – 6 nA. The isolated crystal is
shown in Fig. 1(c). Only SEM imaging was used to position
the FIB milling scan, as our previous results indicate that
even a single low dose FIB image can induce large lattice
strains.25 Energy-dispersive X-ray spectroscopy (EDX) analysis
was used to determine the elemental composition of the
crystal (Fig. 1(c)). All elements are homogeneous throughout
the crystal (see appendix D). EDX was performed on a ZEISS
EVO equipped with an X-act detector (Oxford Instruments).
The EDX spectrum in Fig. 1(d) was acquired on an elliptical
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region encapsulating the crystal for 104 seconds using an
acceleration voltage of 10 kV.

2.2 Experimental measurements

Synchrotron X-ray diffraction measurements were performed
at the Advanced Photon Source (APS), Argonne National Lab,
USA. Prior to BCDI measurements, micro-beam Laue
diffraction at beamline 34-ID-E was used to determine the
lattice orientation of the crystal. This served to pre-align the
crystal for BCDI measurements at beamline 34-ID-C, as
previously described.31

The substrate was attached to the fluid flow cell (Fig. 1(b))
provided at beamline 34-ID-C using dental wax. Diffraction
measurements used an X-ray energy of 9 keV (λ = 0.138 nm),
with a bandwidth of δλ/λ ≈ 1.3 × 10−4 from a Si(111)
monochromator. The X-ray beam was focused to a size of 740
nm × 680 nm (h × v, full width at half-maximum)
using Kirkpatrick–Baez (KB) mirrors. Beam defining slits

were used to select the coherent portion of the beam at the
entrance to the KB mirrors. For beamline 34-ID-C, the
transverse coherence is ξh > 10 μm and the longitudinal
coherence is ξw ≈ 0.7 μm at an energy of 9 keV.32

CXDPs were collected on a 256 × 256 pixel Timepix area
detector (Amsterdam Scientific Instruments) with a GaAs
sensor and pixel size, p, of 55 μm × 55 μm positioned at 0.75
m from the sample to ensure oversampling. CXDPs were
recorded by rotating the crystal through an angular range of
0.7° and recording an image every 0.005° with 0.1 s exposure
time and 35 accumulations at each angle. The lower bound
for the detector distance was determined by 2dp/λ = 0.50 m,
where d is the sample size.

To optimise the signal to noise ratio and increase the
dynamic range of the CXDPs, multiple repeated scans of each
reflection were performed at ambient conditions and aligned
to maximise their cross-correlation. Once aligned, the
minimum acceptable Pearson cross-correlation for
summation of CXDPs from a specific Bragg reflection was
chosen to be 0.981, similar to other BCDI studies.33,34 CXDPs
were corrected for dead-time, darkfield, and whitefield prior
to cross-correlation alignment. CXDPs from the following
reflections were collected (the number of repeat scans that
were averaged is noted in [] brackets): (111) [10], (1̄1̄1) [9],
(11̄1̄) [9], (200) [10], (002) [10]. Details regarding the recovery
of the real space images using phase retrieval algorithms can
be found in appendix A and the computation of the strain
can be found in appendix B.

2.3 Corrosion

The fluid flow cell was covered with a 0.0508 mm thick mylar
film. HCl solution (0.22 mol L−1, pH = 0.65) was injected at a
flow rate of 40 mL min−1 during the full 6 hours. Single scans
for the (111) reflection for the crystal were measured at 2.6, 4
and 6 hours after the start of acid injection. CXDPs were
recorded and processed using the same procedure as before
corrosion.

3 Results

Fig. 2 shows the strain and rotation tensors reconstructed
from five measured Bragg reflections. The average amplitude
taken over all five reflections is based on an amplitude
threshold of 0.25.

The strain and rotation tensor components are fairly
homogeneous, similar to other crystals fabricated by
dewetting methods.25,29,33 Numerous small surface defects
are visible in the cross sectional edges of the crystal. At the
base of each cross section there are regions of strain that are
likely due to lattice mismatch with the sapphire substrate.35

The evolution of crystal morphology as the corrosion
progresses is shown in Fig. 3(a) with the displayed colour
corresponding to the local lattice strain along [111]. Prior to
corrosion, there is more tensile strain on the surface,
observable in the cross sectional panels of the 3D strain
tensor in Fig. 2. As expected, the crystal decreases in size and

Fig. 1 (a) Dewetted Co–Fe alloy microcrystals on sapphire substrate.
(b) A schematic of the fluid flow cell at beamline 34-ID-C (Advanced
Photon Source) used for in situ corrosion. The blue arrows show the
direction of fluid flow. (c) The Co–Fe microcrystal measured during the
experiment before corrosion. The dotted yellow line represents the
region measured using energy-dispersive X-ray spectroscopy (EDX). (d)
EDX data for the FIB-isolated sample. Only the L-lines for the most
pronounced elements in the crystal are shown above. All elements are
homogeneous throughout the crystal (see appendix D). The spectrum
composition excludes the Al and O substrate peaks. (e) Central slices
of the CXDP for each reflection measured before corrosion.
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surface features such as the facets and edges become
rougher. There is a trend where the average surface strain
decreases as corrosion proceeds (Fig. 3(b)), along with a
subtle overall reduction in surface strain variation (Fig. 3(c)).
Dissolution mainly occurs at the top of the crystal, which is
more exposed to the HCl solution relative to the bottom.
Interestingly, in Fig. 3(a), the strain at the base of the crystal
does not change significantly. We attribute this to there being
negligible corrosion at the base of the crystal due to the
contact with the substrate and subsequent protection of this
surface. Alignment of the crystal for subsequent time points
was performed using the base of the crystal as a common
reference point.

Semi-transparent morphologies of each reconstruction
during corrosion are shown superimposed in Fig. 4. There is
a pit that forms on the (100) facet and enlarges during the
corrosion (red circle). Pits can nucleate from highly strained
morphological features or by preferential dissolution near a
dislocation core—the dissolution of strains surrounding the
dislocation core would reduce the overall energy of the
crystal.9,10 In this case there are no noticeable heterogeneities
at the site of the pit and there is no noticeable dislocation at
the region where the pit nucleated, shown in Fig. 3(a), so it is
unlikely that the pit was created by crystallographic features.

Fig. 2 Average morphology of the (111), (11̄1̄), (1̄1̄1), (200), (002)
reflections at ambient conditions. The slices through the strain and
rotation tensor components are shown for the planes indicated at x =
−87.5 nm (red), y = −67.5 nm (green), and z = −7.5 nm (blue) from the
centre of mass of the microcrystal. The outlines in the strain and
rotation tensor figure panels corresponds to the (111) reconstruction
after 2.6 h (magenta), 4 h (cyan) and 6 h (grey) after corrosion. The
amplitude threshold is 0.25 and the magnitude of the coordinate axes
is 100 nm. ESI† Videos S1–S3 show the strain and rotation tensor
components throughout the volume along the x, y, and z axis
respectively.

Fig. 3 (a) Reconstructions of the (111) reflection with an isosurface in
amplitude coloured according to the local lattice strain along [111] as a
function of reaction time. Central slices perpendicular to the z-axis are
shown in the row below. The amplitude threshold is 0.25 and the
magnitude of the coordinate axes corresponds to 100 nm. The
coloured bands on the time axis correspond to the reconstructions at
those time points and are used throughout the article. ESI† Video SV4
rotates around the crystal during corrosion. ESI† Video SV5 shows
slices through the crystal during corrosion. (b) The average surface
strain compared to the average strain of the whole crystal along [111].
(c) The standard deviation of data points shown in (b).

Fig. 4 (a) Translucent morphologies of the (111) reconstructions as a
function of corrosion time. The red circle highlights the formation of a
pit on the (100) facet. The blue arrow shows the direction of fluid flow.
The amplitude threshold is 0.25 and the magnitude of the coordinate
axes corresponds to 100 nm. (b–d) The evolution of volume, surface
area, and surface area to volume ratio of the crystal as a function of
corrosion time, respectively.
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A hypothesis for the formation and enlargement of the pit
comes from the direction of fluid flow (shown by the
direction of the blue arrow): the region of the pit is most
exposed to the moving liquid. However, the corrosion rate
here is smaller than that reported by Horng, where Co–Fe
was formed from powder metallurgy and corroded in
stagnant HCl.36

4 Discussion
4.1 Crystal morphology

The order of free surface energies for low index facets is
{111} < {100} < {110} based on ab initio techniques that
account for the number of nearest-neighbour broken
bonds.37 It is expected that the facets with the highest energy
will dissolve most quickly. Based on the identification of
facets in appendix C, the area for each facet was calculated.
To characterise the change in area between different families
of facets, we normalise each facet by its initial facet area and
plot the change over the period of corrosion, as shown in
Fig. 5(a). Surprisingly, all facets sizes decrease, at a similar
rate, with no clear dependence on crystallographic direction.

To quantify the surface normal retreat for each facet
family, we calculate the facet-normal distance from the centre
of mass of the facet to the centre of mass of the crystal for
each time point. The change in surface normal distance is
shown in Fig. 5(b). Consistent with the facet size change,
there is negligible facet-dependent change in surface retreat.

While there is no clear difference between different
families of facets when looking at their average facet sizes
and average facet-normal distance to the centre of mass of
the crystal, the localised dissolution rate, discussed in section
4.2, provides a clearer picture of how subtle geometric
constraints affect corrosion.

4.2 Dissolution

The local dissolution rate was determined by computing a 3D
Euclidean distance map from the morphology of the crystal,
which represents the crystal-fluid interface at each time point
during corrosion.8 Each voxel beyond the crystal surface was

labelled with the smallest normal distance to the crystal
surface. To determine the local dissolution at ti, the 3D
Euclidean distance map was computed for ti+1 and the values
were taken using the 3D coordinates of the crystal-fluid
interface at ti. For crystal edges and vertices, the local
dissolution at ti is the distance normal to the considered
edge at ti+1. The local dissolution rate, based on the notation
from Noiriel et al.,8 was computed by

r′diss ¼ dIfc·n
dt

; (2)

where Ifc is the position vector and n is the normal to the
crystal surface.

When determining the dissolution rate, we note that the
maximum change within the crystal during a scan of ∼10
minutes is 9 nm. This is significantly less than the average
spatial resolution of the reconstructions (see appendix A).
Furthermore, since the crystal remained attached to the
substrate while measurements were performed, all the
reconstructions were aligned such that the bottom surface of
the crystal remained in the same position.

Fig. 6 shows the crystal surface coloured according to the
local dissolution rate. The results reveal that the dissolution
of the crystal is not straightforward and evolves both spatially
and temporally. From 0–2.6 h, the average corrosion rate is
0.0042 nm s−1. From 2.6–4 h, the average corrosion rate
approximately doubles to 0.0074 nm s−1. Finally, from 4–6 h
the corrosion rate decreases to 0.0033 nm s−1.

This low-high-low corrosion rate pattern is likely a result
of the carbon coating initially present on the surface of the
crystal. A previous study by Larijani et al. shows that the
corrosion of 316 stainless steel coated with 200 nm of carbon
has a corrosion current density two orders of magnitude
smaller and a higher corrosion potential in a prototypical
fuel cell environment with a pH of 2.38 Thus the lower initial
localised dissolution rate from 0–2.6 h (Fig. 6) is attributed to
the passivation due to the carbon coating, which is slowly
removed.

To understand these changes, histograms of observed
dissolution rates were plotted. Note that there is a large
proportion that show zero dissolution rate, corresponding to
the bottom of the crystal. The first time interval from 0–2.6 h
shows a wide variation of dissolution rates, with a broad peak
at 0.0044 nm s−1 and a narrow peak at 0.0071 nm s−1. The
second time interval from 2.6–4 h shows one large peak at
about 0.0083 nm s−1 and a much smaller one at 0.0041 nm
s−1. The final time interval from 4–6 h shows a double peak
at about 0.0028 nm s−1 and 0.0057 nm s−1.

A reason for the heterogeneous dissolution rate from 0–
2.6 h is the dissolution of vertices and edges, which have
been shown to be removed faster18 due to the large number
of step and kink atoms present.39,40 These step and kink
atoms have lower coordination than facet atoms, which
increases their exposure to the fluid. Furthermore, these sites
can increase the reactivity by stabilising reaction
intermediates and lowering energy barriers.41

Fig. 5 (a) The normalised average facet area for different families of
facets (blue) and the change in normalised average facet area (red). (b)
The normalised facet-normal distance (blue) from the centre of mass
of the facet to the centre of mass of the crystal for each time point,
and the change in normalised facet-normal distance (red). The blue
and red arrows point to the y-axis for each set of lines.
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The dissolution rate decreases again after 4 h, to similar
levels as between 0 h and 2.6 h, though more homogeneously
distributed. This is attributed to the crystal becoming
rounder, whereby solution mass transport lowers the
dissolution rate relative to that of acute corners and edges.18

The pit becomes significantly enlarged after 6 h (Fig. 4). This
localised higher dissolution of the pit is reflected by the
rightmost peak from 4–6 h in Fig. 6.

Fig. 7 shows that the facet dissolution is highly position-
dependent. The bottom of the crystal is protected from acid
exposure by the substrate and therefore experiences the least
corrosion. We observe an increase in dissolution rate from
facets near the base of the crystal to the top surface, where
the dissolution rate is highest. We attribute this trend to a
reduction in solution mass transport near the substrate,
which has also been observed in larger calcite crystals.18 As
the crystal decreases in size, the bottom facets contribute to
a larger fraction of surface area and thus biases the
dissolution rate histogram towards lower values.

4.3 Crystal strain

We hypothosize that the heterogeneous dissolution rate from 0–
2.6 h is due to the higher surface strain, which progressively

Fig. 6 Crystal surface coloured according to local dissolution rate and histograms of dissolution rate between adjacent time points. The error is
±0.0041, 0.0086, and 0.0066 nm s−1 for 0–2.6, 2.6–4, and 4–6 h respectively. The semi-transparent volumes represent the crystal morphology at
the previous time step. The red circle highlights the localised increase in dissolution rate where the pit becomes noticeable at 6 h (Fig. 4(a)). The
amplitude threshold is 0.25 and the magnitude of the coordinate axes corresponds to 100 nm. ESI† Video SV6 rotates around the crystal during
corrosion.

Fig. 7 The dissolution of the top (11̄1), upper-middle (1̄1̄1), lower-
middle (111̄), and bottom (1̄11̄) facets. The error is ±0.0041, 0.0086,
and 0.0066 nm s−1 for 0–2.6, 2.6–4, and 4–6 h respectively. The semi-
transparent volumes represent the crystal morphology at the time
step. There is an increase in dissolution rate at 2.6–4 h. The dissolution
rate decreases the closer the facet is to the bottom of the crystal. The
amplitude threshold is 0.25 and the magnitude of the coordinate axes
corresponds to 100 nm.
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decreases as the reaction proceeds (Fig. 3(b)). Regions of higher
strain have been reported to increase the dissolution rate due
to increased internal energy.19,21,22 The average strain inside
the crystal presented in Fig. 3(b and c) is analysed in more
detail in Fig. 8, which shows the average strain along [111] for
concentric shells within the crystal. Each shell is one voxel
thick, centred about the crystal's centre of mass, and is scaled
down from the surface morphology. The surface strain is clearly
highest before corrosion, and decreases as the reaction
progresses. With increasing corrosion time, the average strain
increases within the volume of the crystal (Fig. 8(a)) and the
strain distributions inside the crystal becomes less
homogeneous (Fig. 8(b)).

After the edges, vertices, and most strained regions of the
crystal dissolve in the first 4 hours, the dissolution rate
decreases. This could be due to the core being more stable
after more highly strained outer layers of the crystal have
been removed, which agrees with the observations of Clark
et al.42 Interestingly, the standard deviation of the strain in
each shell becomes smaller closer to the centre (Fig. 8(b)).
However, the standard deviation at a given distance from the
centre increases with advancing corrosion. This suggests that
the strain within the crystal becomes more heterogeneous as
the crystal dissolves.

Based on post-corrosion EDX analysis, there is no
significant dealloying of Fe, the less noble element, from the
present crystals. However, a change in Cr and Ni impurities
after corrosion suggests that there may have been preferential
leaching (see appendix D).

Here, the BCDI rocking scans required just under 10
minutes to collect. For ex situ measurements, repeated scans
are typically aligned and summed to improve reconstruction
quality. However, due to the constant evolution of the crystal,
only slow changes in corrosion can be probed. Pre-corrosion
measurements showed no evidence of beam induced sample
damage based on the high cross-correlation of repeated
scans. We therefore attribute subsequent changes of the
sample during in situ corrosion entirely to the corrosion of
the sample itself. X-ray radiation can cause excess heat and
the ionisation of water,43 both of which can accelerate the

corrosion rate. This must be considered when using in situ
BCDI to study wet chemistry processes.

5 Conclusions

This prototypical study demonstrates the feasibility of using
BCDI to understand how strain and morphology contribute
to nanoscale corrosion rate. We note that analysing localised
dissolution is critical to understanding how defects effect the
nature of corrosion. Here, we observe that localised corrosion
rates can be up to two times higher than the average
corrosion rate of the crystal. Regions such as vertices and
edges are shown to corrode faster than facets, leading to a
progressively rounder crystal morphology. Furthermore, the
average lattice strain on the surface is lower than the strain
just below the surface of the crystal, suggesting that
corrosion leads to a relaxation of surface strain. These
findings would not be apparent when analysing changes in
average facet size and average facet-normal distance. Finally,
we demonstrate that corrosion at the sub-micron level
appears to be heavily dependent on environmental
conditions, as the top facets that are more exposed to the
flowing fluid corrode more quickly than bottom facets.

BCDI uniquely allows the in situ study of how corrosion
progresses and interacts with the crystal morphology, defects
and strain distribution. This insight to transient structures is
not accessible via any other technique and can be crucial in
understanding the driving mechanisms of corrosion. In turn,
this may enable the design of better corrosion-resistant
materials in the future, e.g. by enabling the selection of
corrosion-resistant textures in polycrystalline samples.

6 Data availability

The processed diffraction patterns, final reconstructions, and
data analysis scripts are publicly available at 10.5281/
zenodo.5548084.

Appendices

A Phase retrieval

The reconstruction process of CXDPs was executed in stages,
using the output from the previous stage to seed the next
phasing stage (listed below). Initially, CXDPs were padded to
a size of 256 × 256 × 144 voxels.

1. Each reconstruction was seeded with a random guess. A
guided phasing approach44 with 40 individuals and four
generations was used with a geometric average breeding
mode. For each generation and population, a block of 20
error reduction (ER) and 180 hybrid input–output (HIO)
iterations, with β = 0.9, was repeated three times. This was
followed by 20 ER iterations to return the final object. The
shrinkwrap algorithm45 with a threshold of 0.1 was used to
update the real-space support every iteration. The σ for the
Gaussian kernel shrinkwrap smoothing for each generation

Fig. 8 (a) The average strain along [111] as a function of distance from
centre of mass of the crystal at each time point. (b) the standard
deviation of the average strain in (a).
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was σ = 2.0, 1.5, 1.0, 1.0 respectively. The best reconstruction
was determined using a sharpness criterion, as it is the most
appropriate metric for crystals containing defects.46 The two
worst reconstructions were removed after each generation.

2. The reconstruction was seeded with the output from
stage 1. This stage was identical to stage 1, except now we
account for the longitudinal and transverse partial coherence
using a mutual coherence function (MCF).47 Starting from
the 50th iteration, the MCF was updated every 50 iterations
using 20 iterations of the Richardson–Lucy deconvolution
algorithm.48

3. The reconstruction was seeded with the output from
stage 2. This stage was identical to stage 2, except now we
use a guided phasing approach with 10 individuals and four
generations. For each generation and population, a block of
20 error reduction (ER) and 180 hybrid input–output (HIO)
iterations, with β = 0.9, was repeated 15 times, followed by
1000 ER iterations. The final 50 iterates were averaged to
produce the final image.

The average 3D spatial resolution was 30 nm. This was
determined by differentiating the electron density amplitude
across the crystal/acid interface for the five reflection
directions and fitting a Gaussian to each of the profiles. The
reported spatial resolution is the averaged full width at half
maximum of the Gaussian profiles. The average 3D spatial
resolution for each reconstruction during corrosion was 23,
31, 30 and 38 nm at 0, 2.6, 4 and 6 h respectively.

B Strain calculations

We accounted for arbitrary phase offsets by establishing a cubic
volume (with a size of half of the cubed root of the crystal
volume) centred about the centre of mass as the zero-phase
reference for every reconstruction. The resulting reconstructions
were transformed from detector conjugated space to orthogonal
sample space with a voxel size of 5 × 5 × 5 nm3.

Phase ramps were eliminated by centring the Fourier
transform of the complex electron density in detector
conjugated space and sample space. The strain, ε(r), projected
along the hkl Bragg vector was found by differentiation,

εhkl rð Þ ¼ ∇ψhkl rð Þ· Qhkl

Qhklj j2 : (3)

The full 3D lattice strain tensor, ε(r), and rotation tensor,
ω(r), are obtained by49

ε rð Þ ¼ 1
2

∇u rð Þ þ ∇u rð Þ½ �T� �
; and (4)

ω rð Þ ¼ 1
2

∇u rð Þ − ∇u rð Þ½ �T� �
; (5)

which rely on the reconstruction of u(r). With a single BCDI
measurement, we can determine one component of the
displacement field. For multi-reflection BDCI (MBCDI), if at
least three linearly independent reflections are measured,

u(r) can be determined by minimising the least-squares
error,31,50

E rð Þ ¼
X
hkl

Qhkl·u rð Þ −ψhkl rð Þ½ �2; (6)

for every voxel in the sample. Here, we use the modified
approach by Hofmann et al.,34 in which case, the squared
error between phase gradients is minimised:

E rð Þj ¼
X
hkl;j

Qhkl·
∂u rð Þ
∂j − ∂ψhkl rð Þ

∂i

� �2
; (7)

where j corresponds to the spatial x, y, or z coordinate, to
find ∇u(r) directly for the computation of ε(r), and ω(r) in eqn
(4) and (5) respectively.

C Facet evolution

Fig. 9 highlights the evolution of facets. Facet areas are
identified by selecting the surface elements that have an
isonormal within a 19° angular threshold of a given facet
normal unit vector. The facet normal vectors were calculated
from the orientation matrix obtained by minimising the error
between the five known reflections in sample space. In
principle, a maximum angular threshold of 27.4° could be
used, which is half the angle between {111} and {100} planes.
Our chosen tolerance is below this maximum since not all
facets are fully developed, and the edges and vertices of the
crystal appear rounded and thus should not be classified as
part of a facet. The facet areas were calculated by summing
the areas of all surface elements that falls within the angular
threshold for facet identification.

Fig. 9 The identification of facets on the crystal surface as a function
of corrosion time. Shown are the x–y, x–z, and y–z planes. The
coloured bands on the time axis correspond to the reconstructions at
those time points and are used throughout the article. For the crystals,
the amplitude threshold is 0.25 and the magnitude of the coordinate
axes corresponds to 100 nm. ESI† Video SV7 rotates around the crystal
with facets identified at each time point during corrosion.
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D EDX results

Fig. 10 compares two other crystals (B and C) on the
substrate before and after corrosion using SEM images and
EDX spectra. There is no obvious indication of dealloying, as
the ratio of Co and Fe does not show significant change.
Preferential leaching of Cr or Ni may occur, but is not
considered further since the concentrations within the
samples are low. The concentration of Ga decreased,
suggesting the dissolution of most of the FIB-contaminated
parts of the crystal.

Fig. 11 shows homogeneous elemental distribution of the
two crystals shown in Fig. 10 after corrosion.

E ESI† Video descriptions

A brief description of each ESI† Video is listed below.
• SV1† shows x–y plane slices through the lattice strain

and rotation tensors in Fig. 2.
• SV2† shows y–z plane slices through the lattice strain

and rotation tensors in Fig. 2.
• SV3† shows z–x plane slices through the lattice strain

and rotation tensors in Fig. 2.
• SV4† shows the rotation of the crystal coloured by strain

at various time points during corrosion, based on Fig. 3(a).
• SV5† shows x–y plane slices through the crystal at

various time points during corrosion, based on Fig. 3(a).
• SV6† shows the rotation of the crystal coloured by strain

at various time points during corrosion, based on Fig. 6.

• SV7† shows the rotation of the crystal coloured by facets
at various time points during corrosion, based on Fig. 9.
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