
Digital
Discovery

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 9

/2
1/

20
24

 5
:1

8:
22

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Molecular set tra
aDepartment of Chemistry and Materials In

51 Oxford Street, Liverpool L7 3NY, UK. E-m
bLeverhulme Research Centre for Functional

Oxford Street, Liverpool L7 3NY, UK
cCambridge Crystallographic Data Centre, 1
dMaterials Innovation Factory and Comp

Liverpool, Liverpool, L69 3BX UK

† Electronic supplementary information
hyperparameters tuning; models de
https://doi.org/10.1039/d2dd00068g

Cite this:Digital Discovery, 2022, 1, 834

Received 28th June 2022
Accepted 29th September 2022

DOI: 10.1039/d2dd00068g

rsc.li/digitaldiscovery

834 | Digital Discovery, 2022, 1, 834–
nsformer: attending to the co-
crystals in the Cambridge structural database†

Aikaterini Vriza, ab Ioana Sovago,c Daniel Widdowson,bd Vitaliy Kurlin,bd

Peter A. Wood c and Matthew S. Dyer *ab

In this paper we introducemolecular set transformer, a Pytorch-based deep learning architecture designed

for solving themolecular pair scoring task whilst tackling the class imbalance problem observed on datasets

extracted from databases reporting only successful synthetic attempts. Our models are being trained on all

the existing molecular pairs that form co-crystals and are deposited in the Cambridge Structural Database

(CSD). Given any new molecular combination, the primary objective of the tool is to be able to select the

most effective way to represent the pair and then assign a score coupled with an uncertainty estimation.

Molecular set transformer is an attention-based framework which learns the important interactions in

the various molecular combinations by trying to reconstruct its input by minimizing its bidirectional loss.

Several methods to represent the input were tested, both fixed and learnt, with the Graph Neural

Network (GNN) and the Extended-Connectivity Fingerprints (ECFP4) molecular representations to

perform best showing an overall accuracy higher than 75% on previously unseen data. The

trustworthiness of the models is enhanced by adding uncertainty estimates which aims to help chemists

prioritize at the early materials design stage both the pairs with high scores and low uncertainty and pairs

with low scores and high uncertainty. Our results indicate that the method can achieve comparable or

better performance on specific APIs for which the accuracy of other computational chemistry and

machine learning tools is reported in the literature. To help visualize and get further insights of all the

co-crystals deposited in CSD, we developed an interactive browser-based explorer (https://csd-

cocrystals.herokuapp.com/). An online Graphical User Interface (GUI) has also been designed for

enabling the wider use of our models for rapid in silico co-crystal screening reporting the scores and

uncertainty of any user given molecular pair (https://share.streamlit.io/katerinavr/streamlit/app.py).
1 Introduction

The tendency of various molecules to form multi-component
crystal structures has been linked to the observation of several
new properties in organic materials. Understanding the
molecular basis of co-crystallization and predicting whether two
molecules will form a co-crystal or not can have a signicant
impact in the design of functional materials and especially in
the drug discovery process. As a concept it is very similar to the
drug pairing scoring,1 although in our case instead of drug–
drug interactions we are interested in the formation of co-
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850
crystals. Although the crystal structure of a material is what
determines its properties and is the most trustworthy indicator
that a co-crystal can indeed exist, crystal structure prediction is
time consuming and thus prohibitive for quick co-former
screening. Data-driven approaches have shown great promise
for developing time efficient tools that can learn the patterns
from the existing data and perform predictions with a high
success rate. However, they still suffer frommany limitations in
terms of dening the appropriate representations of the target
materials and achieving reliable predictions based solely on
known instances or otherwise biased datasets.

The aim of this work is to develop predictive models for co-
crystal formation that can generalize to all types of currently
known co-crystals, ranging from pharmaceutical to electronic co-
crystals. For that reason, the workow proposed in our previous
work,2 i.e., training using only the ‘positive data’, will be adjusted
and scaled-up to cover all the existing co-crystals in the Cam-
bridge structural database (�7500 molecular combinations). Key
improvements of this framework include the consideration of
various molecular representation techniques, hyperparameter
tuning, uncertainty estimation and extensive benchmarking.
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Feature representation has amajor impact on the effectiveness of
Machine Learning (ML) models especially on imbalanced data-
sets. In this context, if both the positive and negative or unknown
classes with high amount of disproportionality are well-
represented with non-overlapping distributions, good classica-
tion rates can be obtained by the ML classiers.

Molecular set transformer, which is an attention based
autoencoder designed for sets, is the key building block of our
classier. The training of our model was performed in a way
such that the reconstruction error is minimized and also an
uncertainty aware component was added. The uncertainty
estimates of each prediction can mitigate the effect of out-of-
distribution examples and provide a degree of condence
with which the classier ranks every new datapoint. The nal
models were tested in real case scenarios using several inde-
pendent external co-crystal screening datasets collected from
literature. To showcase the applicability of the methodology,
the best performing model was used for ranking a molecular
pairs dataset extracted from ZINC20 database, considering the
drug delivery and solubility of the co-formers.
1.1 Trends in co-crystal research

Co-crystals are crystalline materials composed of two or more
different uncharged molecular compounds in a particular
Fig. 1 Bar chart with the timeline of co-crystals structures deposited
molecules that form the co-crystals, as indicated from the average length
co-crystals is shown in the inset. It can be observed that there are two
interesting co-crystals.

© 2022 The Author(s). Published by the Royal Society of Chemistry
stoichiometry. Over the past years signicant attention has been
received both from academia and industry due to their possible
applications in the pharmaceutical and electronic materials
industries. This can be veried by the exponential increase in
deposited co-crystals in the Cambridge structural database over
the recent years (Fig. 1). Looking at the timeline, it can be
observed that the rst co-crystals were composed of smaller
molecules, as indicated by the average length of their SMILES
(Simplied Molecular Input Line Entry System). The highest
complexity among the molecular pairs is observed around the
early 90's with the discovery of the fullerene (C60) co-crystals.3

Moreover, an increasing interest in co-crystals with electronic
properties is also observed, based on statistics extracted from
Web of Science4 using as key words ‘co-crystal’ and ‘electronic’.

In pharmaceutical co-crystals at least one of the components is
an Active Pharmaceutical Ingredient (API), whereas the co-crystals
of electronic interest are mainly composed from polyaromatic
hydrocarbons (PAHs) which are p-electron rich molecules. For
pharmaceutical applications, co-crystallization is an important
technique for improving the physicochemical properties of the
API without interfering with the chemical behaviour. For
example, many pharmaceutical compounds do not make it to the
commercial market due to their low solubility. The incorporation
of a co-former into the API can result in signicantly higher
solubility levels in comparison to any crystal form of the API itself.
in CSD. The bars are colour-coded based on the complexity of the
of the SMILES strings. The increase of publications regarding electronic
significant trends, i.e., for designing more complex and electronically

Digital Discovery, 2022, 1, 834–850 | 835
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In electronic co-crystals, the existence of two or more different
molecules, which can play the roles of a donor and an acceptor,
generates charge transfer complexes with potential electronic
applications, e.g., near-infrared photothermal materials.

The constituent molecules are arranged in appropriate
crystal packing such that the electronic transport can be ach-
ieved between the highest occupied molecular orbital (HOMO)
of the donor and the lowest unoccupied molecular orbital
(LUMO) of the acceptor.5 The rst example of such a co-crystals
was the TTF-TCNQ complex.6

1.2 Interactions between molecular pairs

Co-crystallization relies purely on intermolecular interactions,
and it therefore opens a new range of potential combinations of
building blocks to be investigated. If the two building blocks
contain only one binding site each and if there is only one way in
which those two moieties can be connected a heteromeric syn-
thon can be formed. However, synthetic predictability deterio-
rates quickly when the number of potentially interactingmoieties
on each reactant is increased or in cases where one or both
reactants lack strong directional moieties. The intermolecular
interactions that are present in co-crystals are largely dominated
by hydrogen bonds. Within the crystal structure the molecules
with appropriate functionalities will arrange themselves in
a packing arrangement in an attempt to maximize the number
and strength of the hydrogen bonding interactions within the
solid-state crystal.7 Alongside H-bonding, other interactions
appear to play a signicant role in the formation of stable
structures, i.e., halogen bonding and p–p stacking (Table S1†).

Halogen bonds are another type of non-covalent bonding
which is typically formed between iodine- or bromine atoms
(the halogen-bond donor) and an appropriate halogen-bond
acceptor (electron-pair donor) such as an N-heterocycle.8

Hydrogen and halogen bonds display important strength and
directionality and thus offer a good starting point for supra-
molecular strategies that simultaneously encompass two
different non-covalent interactions.

The p–p interactions play a key role in the electronic struc-
ture of the materials and refer to the attractive interactions
between adjacent p systems such as aromatic rings. Aromatic
rings of neighbouring molecules can arrange themselves in
a variety of different orientations, each of which can allow for p–
p stacking interactions to form.9 Despite the importance of the
p–p interactions, they are still quite underrepresented among
the co-crystal forming molecular pairs as they are relatively
weak in comparison to hydrogen or halogen bonding.

1.3 Data-driven approaches for in silico co-crystal screening

Following the trend of increasing interest in co-crystal
synthesis, data-driven methods aimed towards reducing the
time needed to screen co-crystals are being actively developed.
The rst such data-drivenmethod was proposed back in 2009 by
Fabian, who rst analysed the co-crystals in the Cambridge
structural database and extracted important statistics that drive
co-crystallization.10 Since then, several other data-driven work-
ows have been developed, either focusing on a co-crystal
836 | Digital Discovery, 2022, 1, 834–850
subset2,11–13 or on the whole co-crystal dataset.14,15 The
common ground in the aforementioned approaches is that they
all use a negative dataset and focus on training binary classi-
ers. Labels in chemistry can be expensive (more experiments),
unsustainable (solvents) or in some cases unreliable (different
experimentalist and/or different conditions might enable the
synthesis of a materials that was previously labelled as nega-
tive). For that reason, this work is focused only on the infor-
mation we have at hand and try to make better use of it.
Previously, we used a focussed co-crystal dataset, referring to p–

p interconnected polyaromatic hydrocarbons (PAHs) co-
crystals. We implemented and compared several one class
classication approaches and designed a neural network for
one class classication which outperformed the standard
anomaly detection algorithms. Indeed, we managed to synthe-
size two new co-crystals based on the Pareto optimal co-formers
which had the highest similarity to TCNQ, well known for its
application in electronically active co-crystals. During this study
we noted that the absence of negative data limited the evalua-
tion of the performance of our algorithms to the true positive
rate (TPR) alone. In this study we present a dataset of positive
and negative co-crystallisation data to enable more robust
evaluation of our algorithms.
2 Methods

Our workow (Fig. 2) is the following: (i) we created the co-
crystals dataset by screening the CSD for crystal structures
composed of two different organic molecules following the
process described below. (ii) We tested four different repre-
sentations for the molecular pairs (both xed and learnt) to be
given as an input to the machine learning model. (iii) For each
different representation we trained our model aer modifying
its loss function to a bidirectional loss. The hyperparameters of
the network were tuned such that the reconstruction loss was
minimized. (iv) The trained models were then used for scoring
and evaluating a benchmark database created from experi-
mental co-crystal screening data collected from publicly avail-
able resources.
2.1 Creating the datasets

2.1.1 Training dataset. A key part of the development of
a data-driven approach is the creation of a curated dataset that
is reliable and can be used for training. The co-crystal dataset
used for training the models was extracted from CSD 2020 using
the CSD Python API (version 3.0.4)16 and an in-house python
script. The CSD database contains more than one million
crystal structures of small molecules and metal–organic
molecular crystals resolved by X-ray and neutron diffraction
experiments. The whole database was screened with the
following constraints:

(i) The structures should be only organic, not polymeric, not
ionic and should not contain metals.

(ii) The structures should have 3D coordinates and no
disorder so that they can be modelled as periodic sets of points,
dened by a motif of points that repeats according to a basis.
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Schematic illustration of the training and validation process followed in this work. Molecular set transformer was trained using only
positively labelled data collected from CSD. After the optimal models were found, we validated our approach on external validation datasets
previously ‘unseen’ from the network.
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(iii) Duplicates, i.e., crystals with the same unit molecules,
are ruled out based on the CSD identier by dropping out
structures that have the rst 6 letters the same.

(iv) The structures should have exactly two distinct molecules
independent of the stoichiometry, i.e., the CSD entry CSATBR
with SMILES string: OC(]O)c1cc(Cl)ccc1O$OC(]O)c1cc(Cl)
ccc1O$CN1C]NC2]C1C(]O)NC(]O)N2C, has three mole-
cules in the asymmetric unit, however there are only two
different co-formers with 2 : 1 stoichiometry. Given the CSD
refcode identier, the SMILES string representation is extracted
and split into the subsequent strings (one SMILES string for
each molecule in the structure). A structure proceeds only if
aer removing the duplicate strings in each structure, only two
different strings remain. In that way we incorporate within the
co-crystals dataset only structures that belong to different
molecular stoichiometries.

(v) Neither of the two different molecules in the extracted
structure should be a solvent or single atom, as listed in the
appendix Table S2.†

This process resulted in a dataset of 7479 molecular pairs.
The dataset was further reduced aer removing the datapoints
that exist in the validation set giving a training dataset of 7075
molecular pairs consisting of 4343 different single molecules.

2.1.2 External validation datasets. As the interest around
co-crystals is rising, several studies report both the successful
and unsuccessful results from the synthetic attempts. However,
© 2022 The Author(s). Published by the Royal Society of Chemistry
the results are not reported in a consistent manner and an
extensive literature screening is unavoidable. For the validation
and comparison of our models a benchmark database was
created. This was a time-consuming process that took over 2
months to screen all the related literature, collect the experi-
mental data and then convert them in machine readable les
(csv les). In most of the papers the overall screening experi-
ments were reported as supplementary information and only
the names of the molecules as well as the outcome, i.e.,
successful or unsuccessful co-crystallization, were given. We
identied the correct SMILES strings given the names and then
assign the label ‘1’ for successful and ‘0’ for unsuccessful
experiments. It should be also noted that the experimental
validation of a successful co-crystal was not always performed
with a detailed crystal structure determination process, but in
many cases IR or PXRDs observations were enough for catego-
rizing a molecular pair as a positive or negative example. As
Wang et al. stated,14 there are cases where a molecular pair has
been reported as negative, however aer some years the struc-
tures were experimentally proven to be positive. As such,
a negative pair may be better dened as a pair that is less likely
to co-crystallize, not necessarily a pair that will never co-
crystallize under any experimental conditions. Furthermore, it
is postulated that an unfavourable co-crystallization might be
due to stronger homomeric than heteromeric interactions
between the co-formers.17 In this work the labels have been
Digital Discovery, 2022, 1, 834–850 | 837
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Table 1 Publicly available co-crystal screening datasets consisting of 1094 negative and 1317 positive examples

Dataset name Dataset description Year Number or data Ref.

1. Artemisinin dataset Artemisinin + co-formers 2010 75 (73 negatives + 2 positives) 18
2. MEPS dataset 18 APIs against different co-formers 2014 432 (300 negatives + 132 positives) 19
3. H-bond synthons dataset 20 APIs + 34 co-formers (always the same) 2017 680 (408 negatives + 272 positives) 11
4. Propyphenazone dataset Propyphenazone + co-formers 2017 89 (81 negatives + 8 positives) 20
5. Phenolic acids dataset Phenolic acids as co-formers 2018 225 (58 negatives + 167 positives) 13
6. Dicarboxylic acids dataset Dicarboxylic acids as co-formers 2019 710 (104 negatives + 606 positives) 12
7. (des)loratadine dataset Desloratadine & loratadine + co-formers 2020 82 (17 negatives + 65 positives) 21
8. Linezolid dataset Linezolid + co-formers 2021 19 (9 negatives and 10 positives) 22
9. Pyrene dataset Pyrene + co-formers with electronic similarity to TCNQ 2021 6 (4 negatives + 2 positives) 2
10. Praziquantel dataset Praziquantel + co-formers 2021 30 (18 negatives + 12 positives) 23
11. MOP dataset 2-Amino-4,6-dimethoxypyrimidine (MOP) + 63 co-formers 2021 63 (22 negative + 41 positives) 24
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corrected in a similar way as proposed from Wang et al.14 A
detailed analysis regarding the creation of the external valida-
tion database also reporting the experimental methods used to
synthesize the co-crystals can be found in the ESI on Section
1.3.† The wide range of diverse categories containing both
positive and negative outcomes are listed based on chronolog-
ical order in Table 1.

2.2 Data representation

In machine learning for chemistry applications, molecules are
translated into a numerical vector of a xed size, namely the
molecular representation or molecular ngerprint. A molecular
ngerprint can be either xed or learned, depending on
whether the algorithm will always return the same vector for
a molecule (Morgan ngerprint, molecular descriptors) or will
learn a task-specic, database dependant vector (neural
ngerprint, message passing ngerprint).25,26

2.2.1 Fixed molecular features
2.2.1.1 Molecular descriptors. The rst case study was on the

use of molecular descriptors extracted from a freely available
library, namely Mordred.27 Mordred can calculate more than
1800 numerical representations of molecular properties and/or
structural features using predened algorithmic rules. The
disadvantage of this approach is that the library is not further
updated and as a result many packages start deprecating, which
might result in NaN (Not a Number) values. In this work the
NaN values have been replaced with 0 s.

2.2.1.2 Morgan ngerprint. Morgan Fingerprint (MF) or else
extended connectivity ngerprint (ECFP) is generated by
assigning unique identiers, i.e., Morgan identiers, to all the
substructures within a dened radius around all heavy atoms in
a molecule.28 These identiers are aerwards hashed to a vector
with a xed length. In this work we used the MF of radius 2 with
lengths 2048 and 4096 extracted from RDKit library.29

2.2.2 Learned molecular ngerprints with pretraining.
Deep learningmodels usually require a large amount of labelled
data to be trained efficiently. However, not all tasks have
enough data to train on and in numerous cases the labels are
not available or are very costly to attain. One approach to help
achieving better results is pretraining, i.e., a model is rst
trained on an auxiliary task for which more data exist and then
the pretrained model starts with more favourable weights than
838 | Digital Discovery, 2022, 1, 834–850
randomly initialized ones to achieve a downstream task.30 For
attaining a learned vector, a large, labelled dataset is needed,
such that the algorithm will learn the best representation based
on the task to be predicted. As in our case no training labels are
available, we followed a transfer learning approach by using
pretrained models in different tasks where labelled large data-
sets exist. Transfer learning can be an effective way for reducing
the training bias. We used two different models pretrained in
very different tasks, (i) a graph-neural network ngerprint pre-
trained in a self-supervised manner with masking on 2 million
unlabelled molecules from ZINC15 database.31 Eachmolecule is
represented as a 300-dimensional vector aer applying the
pretrained model. (ii) A natural language processing (NLP)
based ngerprint which is learning the molecular ngerprint by
translating the SMILES string to the chemical name trained in 1
million molecules from ChEMBL.

2.2.2.1 Using pre-trained graph neural networks with transfer
learning. Graph neural networks (GNNs) have found many
applications in chemistry data as molecules can be easily rep-
resented as graphs with the atoms being the nodes and the
bonds being the edges. GNNs learn parametrized mappings
from graph-structured objects to continuous feature vectors and
have achieved state-of-the art performance in a wide variety of
problems for property prediction or materials classication. In
this work, we used a pre-trained GNN model released by Hu
et al.31 to generate the representation of our molecules on the
co-crystal pairs. The selected model was pretrained in a self-
supervised way with attribute masking, according to which
the node/edge attributes, i.e., atoms or bonds, of molecules in
a large unlabelled dataset are masked and then the GNN tries to
predict those attributes based on the neighbourhood structure.
This learnt representation was further used as the input to
molecular set-transformer, as an alternative ngerprint. More
details about the GNN architecture are provided in the ESI on
Section 1.4.1 and Fig. S5.†

2.2.2.2 Using natural language processing (NLP) based models
and transfer learning. One NLP-based pretrained model, namely
ChemBERTa32 was tested for encoding the molecular SMILES in
a learned vector. The vital part for processing text-based
chemical representations for deep learning models is the
tokenization, i.e., how to break SMILES strings into a sequence
of standard units, known as tokens. The tokens are supposed to
© 2022 The Author(s). Published by the Royal Society of Chemistry
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contain the essential structural information that can reliably
and consistently characterize the molecules. ChemBERTA is
a RoBERTa-like transformer model that learns molecular
ngerprints through semi-supervised pre-training of the
sequence-to-sequence language model, using masked-language
modelling of a large corpus of 10 million SMILES strings from
PubChem. The raw SMILES were tokenized using a Byte-Pair
Encoder (BPE) from the Hugging face tokenizers library. More
details about the ChemBERTa architecture are provided in the
ESI on Section 1.4.2.†
2.3 Molecular set transformer

Traditional ML approaches usually operate on xed dimen-
sional vectors or matrices. However, there are several problems
that demand the input to be order invariant, i.e., a set. Deep
learning tasks dened on sets usually require learning func-
tions to be permutation invariant. To deal with this issue in our
previous work,2 we designed an One Class Classier by using
DeepSVDD network and replacing the convolutional autoen-
coder with a Set Transformer adapted from the work of Lee
et al.33 The main architectural differences to our previous
workow is that the feed forward neural network, i.e.,
DeepSVDD, was completely removed, and that the loss function
of Set Transformer has been replaced by bidirectional recon-
struction loss, such that the model will behave as an attention-
based autoencoder.

In its simplest form the autoencoder has two components:
an encoder and a decoder. The encoder takes an input and
transforms it into a latent representation which is usually
a more compact representation than the original datapoint. On
the other hand, the decoder is trying to reconstruct the original
input from the latent dimension. Mathematically, for a given
datapoint x, the encoder compresses the information to a vector
z, and the decoder decompresses the data into a reconstructed
sample x̂. To learn these transformations, neural networks are
used as computational and optimizable building blocks for the
encoder and decoder. The encoder and decoder are then opti-
mized according to a loss, which is a low reconstruction error
(kx − x̂k).34 Molecular set transformer captures the input in
a permutation invariant way. However, to ensure that the output
is order invariant as well, a permutation invariant training
Table 2 Evaluating molecular set transformer with different input repres
Area Under the Curve (AUC), specificity (TNR) and F1 score. The perform
ported as baseline performance

Model AUC

Molecular set transformer + GNNc 0.76
Molecular set transformer + ECFP4 (4096)b 0.75
Molecular set transformer + Mordred descriptorsa 0.74
Molecular set transformer + ECFP4 (2048)b 0.73
Molecular set transformer + ChemBERTad 0.66
Isolation forest44 + ECFP4 (2048)b 0.65
kNN45+ ECFP4 (2048)b 0.62

a 1023 dimensions. b 2048 dimensions. c 600 dimensions. d 354 dimensio

© 2022 The Author(s). Published by the Royal Society of Chemistry
technique was applied by integrating a bidirectional recon-
struction loss function to the original model.35

The way the molecular set transformer extracts the features
is key for capturing the complexity of the problem. Molecular
set transformer ‘looks’ in all the features across a single mole-
cule as well as in all the features of the pairing molecule. In that
way the latent dimension holds information for the relation
between the features for each molecular pair. Molecular set
transformer uses a learnable pooling operation, instead of
a xed pooling operation such as mean, to combine the set
input such that most of the information is preserved aer
compressing the data. The pooling operation is the dot-product
attention with SoMax (i.e., the self-attention mechanism). In
this way, a richer representation of the input data is ensured,
that captures higher-order interactions which are important for
co-crystal design.

2.4 Hyperparameter tuning

As the performance of the neural network is highly dependent
on the choice of the hyperparameters, i.e., algorithm network
variables, the hyperparameters were tuned using Weights and
Biases soware.36 The model was trained on all ‘positive’ co-
crystal data, excluding those molecular pairs that belong to
the validation sets. The training was performed without labels
and with a different set of parameters each time, having as the
nal goal to minimize the bidirectional reconstruction loss.
Aer the identication of the optimal set of parameters for each
model, the models were retrained using the selected hyper-
parameters and used for the evaluation on the external valida-
tion datasets.

2.5 Evaluation metrics

The evaluation of the molecular set transformer inspired
models is performed in the external datasets containing
experimental results from co-crystal screening data (Table 2).
The datasets are balanced between the two classes of co-crystal
and not observing a co-crystal, with 1317 positives and 1094
negatives assigned as 1 and 0 respectively (Table 1). The eval-
uation metrics used are described below.

The Area Under Curve (AUC) is dened as the probability
that a classier will rank a randomly chosen positive instance
higher than a randomly chosen negative one. When a model
entations on the external benchmark dataset. The metrics include the
ance of two traditional one-class classification algorithms is also re-

Specicity F1

� 0.001 0.69 � 0.004 0.73 � 0.005
� 0.005 0.71 � 0.006 0.72 � 0.005
� 0.007 0.68 � 0.005 0.7 � 0.005
� 0.004 0.71 � 0.005 0.71 � 0.005
� 0.005 0.65 � 0.005 0.63 � 0.005

0.58 0.64
0.56 0.61

ns.

Digital Discovery, 2022, 1, 834–850 | 839
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scores all the positive data higher than the negatives the AUC
score is 1. A random classier has an AUC value of 0.5, whereas
if the AUC values is less than 0.5 the performance is worse than
random, i.e., the negative points are scored higher than the
positives. AUC was used for evaluating the models as a metric
that is independent from the selection of a certain division
threshold to separate the positive from the negative samples
and is only affected by the ranking of the samples. Other
methods developed for co-crystal screening also report the AUC
of their models in external validation data, as such this metric
was suitable for comparison with other workows.

The F1 score is dened as the harmonic mean of precision
and recall, where TP stands for true positives, TN for true
negatives, FP for false positives, and FN for false negatives
predicted by the classier:

F1 score ¼ TP

TPþ 1

2
ðFPþ FNÞ

Specicity or else True Negative Rate (TNR) is an indicator of
how correctly the model is predicting the negative class:

Specificity ¼ TN

TNþ FP

2.6 Adding an uncertainty aware component

Machine learning techniques can be used as a powerful and
cost-effective strategy to learn from existing datasets and
perform predictions on new unseen data. The standard
approach is to train the network to minimize a prediction loss.
However, the resultant model remains ignorant to its prediction
condence. Herein, we demonstrate the use of Monte Carlo
Dropout Ensembling as a Bayesian approximation technique to
provide uncertainty estimates on the network's scores.

Dropout is a well-established technique for training neural
networks by stochastically setting the weight of each node in the
network to zero with probability p at every training step.
Dropout was initially introduced as a way to avoid overtting;
however, it has been applied is several other works as a strategy
to approximate Bayesian inference.37–39
3 Results
3.1 Co-crystal space exploration

In order to get insights from the existing co-crystals in the CSD,
we initially categorize them in terms of the type of bonding that
connects the molecules in the crystal structure. The three main
bonding types involve hydrogen bonding, halogen bonding and
weak interactions (p–p stacking). A two-dimensional visualiza-
tion including all the existing co-crystals in the CSD was created
using a new crystal invariant, namely Pointwise Distance
Distribution (PDD), previously introduced by Widdowson
et al.40,41 PDD was used to represent the co-crystal structure
derived from the Crystallographic Information File (CIF). The
distance between all the existing co-crystals was measured
using the Earth Mover's Distance (EMD) between the PDD
840 | Digital Discovery, 2022, 1, 834–850
invariants and the TMAP algorithm was used to draw the co-
crystals tree map (Fig. 3). TMAP outputs a Minimum Span-
ning Tree of the crystal dataset by joining all crystal structures
into a connected tree without cycles by minimizing the total
length, where each edge is measured by EMD between PDD
invariants. Hence any crystal is always connected to its nearest
neighbour.42 More details regarding the PDD invariant can be
found in the ESI on Section 1.2 and Fig. S2–S4.† As shown in
Fig. 3, the structures are being color-coded based on the inter-
actions group they belong to. It can be seen that the co-crystal
space is dominated by molecules connected via hydrogen-
bonds.

For getting a further insight regarding the electronic char-
acteristics of the molecular pairs that form the co-crystals, the
HOMO–LUMO gap between the two molecules was calculated
using PM6 semiempirical method.43 The calculation was per-
formed by taking the minimum HOMO–LUMO difference
between the two isolated co-formers as min(LUMOmol2–

HOMOmol1, LUMOmol1–HOMOmol2). Apparently, the HOMO–
LUMO gap is smaller for the weakly bounded molecular pairs,
as the majority of the co-crystals is this area form charge
transfer complexes showing semi-conducting properties.
Furthermore, it was also observed that the HOMO–LUMO gap of
the weakly bound molecular pairs is lower than that of the
single molecule semiconductors, as shown in the ESI Fig. S1.† It
is postulated that co-crystallization might be a powerful tech-
nique for designing organic electronic materials with a smaller
bandgap of their constituent single-component structures.

Further on, the shape of the individual molecules that form
the co-crystal pairs is also investigated. Molecular pairs are
sorted such that the rst co-former has larger molecular weight
than the second co-former. In the PMI plots presented in Fig. 4
we visualize the shape distribution of the two sets of co-formers.

It can be seen that the molecules used the rst co-former
(known as API for the pharmaceutical co-crystals) cover
a wider area on the plot indicating that the molecules are more
shape-diverse than those used as second co-formers (or known
as excipients for the pharmaceutical co-crystals case). The
frequency of the molecules appearing as rst and second co-
formers was counted, with the top ten molecules of each cate-
gory are being visualized in Fig. 5.
3.2 Model comparison

As we have established the one-class approach, based on set-
transformer, for dealing with the co-crystallization problem,
what remains is to identify the most effective representation of
our molecules. Herein, we compare four different representa-
tion strategies that make use of the 2D molecular structure.
Based on each molecular pair's representation method, we
developed four different workows. In addition, two traditional
one class classication algorithms, i.e., kNN and Iforest with the
Morgan ngerprint as the molecular representation, were
trained and tested on the same data as the molecular set
transformer (Table 2).

The four different models based on the diverse representa-
tion techniques were trained on the ‘positive’ co-crystal data. A
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 TMAP of the co-crystal space based on the Pointwise Distance Distribution (PDD) of the crystal structures.41 The co-crystals are color
coded based on the main interactions in between the two different molecules. Hydrogen bonding is the dominating interaction, whereas the
interesting electronic properties arise in the area of the weak interactions where the pairwise HOMO–LUMO difference enables charge transfer
interactions.

Fig. 4 PMI plots of the two co-crystal components, sorted such that the first molecule in the pair is the one with the highest molecular weight.
The corners of the triangle show the most linear, most circular and most spherical molecules in the dataset. On the left, the shape distribution of
themolecules found as the first co-former is shown, covering a wide are of the triangle. On the right plot, themolecules found as the second co-
former covering a smaller surface area of the triangle.

© 2022 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2022, 1, 834–850 | 841
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Fig. 5 The ten most popular molecules appear as (a) the first co-former and (b) the second co-former and their frequency of appearance on the
CSD co-crystals dataset.
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dataset collection containing 11 different experimental co-
crystal screening datasets was used for the validation and
comparison of the models. It should be highlighted that for fair
comparisons all the overlapping molecular pairs between the
training and the validation datasets were removed from the
training set, such that the models haven't previously ‘seen’ any
of the molecular pairs they are validated on. As there are no
labels on the training data, the training task of all the models is
to minimize the reconstruction loss of the autoencoder, which
is the building block of the molecular set transformer. We
explored the relation between the network parameters and the
nal accuracy on the external data by performing grid search on
the learning rate, the batch size, the weight decay, the number
of epochs and the dropout rate. The range of the hyper-
parameters is presented in the ESI Table S3.† All the hyper-
parameter contributions for the GNN-based model are plotted
on the parallel coordinates plot as shown in Fig. 6a. The parallel
coordinate plots for the tested models can be found in the ESI,
Fig. S6–S8.† The range of the hyperparameters, the recon-
struction loss of the network and the total validation accuracy
842 | Digital Discovery, 2022, 1, 834–850
on the ‘unseen’ from the network data, i.e., test data, are shown
in the parallel axes.

The parallel co-ordinate plots of the other three models are
summarized in the ESI, Fig. S3–S5.† A visual inspection of the
relations among the parallel coordinates reveals that there is
a strong correlation between the reconstruction loss and the
validation accuracy (Fig. 6b).

Aer the selection of the best performing hyperparameters,
the models were retrained, and their performance on the
unseen data is reported in Table 2. The performance measures
include the Area Under the Curve (AUC), sensitivity and F1-
score.

The validation dataset is balanced so the standard metrics
can be used to evaluate the performance of the different
models. Finding an accuracy of 75% is a signicant result
considering the fact that the validation data are not extremely
reliable especially concerning the negative cases. The experi-
mental validation of the reported successful or unsuccessful co-
crystals was not always performed with a detailed crystal
structure determination process, but with IR or PXRDs
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 (a) Parallel coordinates plot showing the contribution of hyperparameters towards the final task, i.e., the minimization of the recon-
struction loss. Importantly, it can be observed that as the reconstruction error decreases, the validation accuracy on previously unseen data
increases. (b) Scatterplot visualizing the correlation between the validation accuracy and the reconstruction loss. Each run with the different
parameters is color-coded with a different color. The plots were generated using wandb library (https://wandb.ai/).
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observations. There are several cases that a molecular pair was
reported as unable to form a crystal structure and aerwards
trying different conditions from a different researcher gave
a successful result (see Methods, external validation datasets).

From the above, it can be concluded that the molecular set
transformer using either Morgan (ECFP4) or GNN ngerprints
perform well with unseen data. Fig. 7 shows the probability
ranking of the list of co-formers on the validation data. The
scores distribution between the true positives and true negatives
for eachmodel as well as the confusionmatrices are presented in
the Appendix Fig. S11 and S12† respectively. We can see that in
all models the true positive data points tend to stack on the top of
the ranking scatterplot and getting scores close to 1. The exper-
imentally observed hits are signicantly enriched at the top,
indicating that virtual screening is a promising tool for focusing
© 2022 The Author(s). Published by the Royal Society of Chemistry
experimental efforts and reducing the number of experiments
required to identify successful molecular pairs. The selection of
the ‘best’ representation is dependent on the domain of appli-
cation. Numerous studies have shown that GNN ngerprint
could yield more promising results, whereas other studies claim
that there is not much difference.46 We should also consider the
fact that a GNN representation is not as easily interpretable as
the molecular descriptors of the Morgan ngerprint.

For developing an ML-based co-crystal screening tool which
could be benecial for selecting the next pair to be synthesized
experimentally, we need to incorporate two important consid-
erations of an experimental planning strategy, (i) exploitation,
i.e., the need for a quick win where we can immediately identify
a successful co-crystal among the top ranking percentile and (ii)
exploration, i.e., investigating those cases which seem to differ
Digital Discovery, 2022, 1, 834–850 | 843
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Fig. 7 Probability ranking by the four differentmodels used in this work for the external validation sets. The external data consist of two balanced
classes of positive and negative data. Yellow dots indicate known co-crystals, whereas unsuccessful co-former pairs are represented as purple
dots. The red line is a selected threshold highlighting discrimination between the classes. The experimentally observed hits are significantly
enriched at the top-ranking percentile, indicating that virtual screening is a promising tool for focusing experimental efforts.
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the most from the data the ML model has been trained on. This
could be achieved by incorporating uncertainty consideration to
the model. Looking ahead on the uncertainty of the predictions,
the points with higher uncertainties either contain one co-
former which belong to a category of molecules not known for
forming co-crystals, e.g., mannitol sugar or co-former combi-
nations that have not be seen in co-crystals, e.g., acid–acid
molecular pairs. It can be seen that the points predicted as
negatives from the model have the higher uncertainties that
were misclassied as negatives (false negatives) tend to have
higher uncertainty in comparison to the true positives (Fig. 8).
Points with uncertainties above 0.005 are worth being rein-
vestigated especially if they contain molecules that are known to
form co-crystals. As ML models can only give reliable predic-
tions on their domain of expertise, i.e., training data, having an
indication about the uncertainty of each prediction is very
important as points with low scores but high uncertainty might
also be interesting synthetic targets. Nevertheless, our model is
a one class classier that has been trained only in the positive
class, it is expected that it is going to show the lowest uncer-
tainty for those points regarded as inliers (positive) from the
844 | Digital Discovery, 2022, 1, 834–850
model, whereas the points seen as outliers (negative class) tend
to get high uncertainty scores.
3.3 Interpretability of the predictions

As the key goal is to generate both predictive models and to gain
physical insights for the co-crystallization driving forces, an
explainable AI technique was applied. Shapley additive expla-
nations (SHAP) is implemented for rationalizing the scoring of
each molecular pair by using feature weights represented as
Shapley values from game theory.47 SHAP is a model-agnostic
method where sensitivity analysis is used to investigate the
inuence of systematic feature values changes on the model
output. SHAP-generated explanations can be categorized as
global, i.e., summarizing the relevance of input features in the
model or local, i.e., based on individual predictions.

Of course, the choice of the molecular ‘representation
model’ is an important factor governing the explainability and
performance of the AI model as it determines the content and
type of the obtained interpretability, i.e., physicochemical
properties, functional groups. The features of the input vector
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 (a) Confusion matrix of the GNNmodel (b) matrix of uncertainties related to the True Positive (TP), True Negative (TN), False Positive (FP)
and False Negative (FN) classes of the GNN mode, (c) error bars indicating the uncertainty of the predictions on the true negative and false
positive points and (d) error bars indicating the uncertainty of the predictions on the false negative and true positive points. It can be observed that
the model shows lower uncertainty for the datapoints which are considered positive.
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are randomly set on and off, thereby examining feature inu-
ence in the nal scoring. In that way we can get better insights
about which features played an important role in the ranking.
The advantage of using Shapley values is that we can get local
interpretations, meaning that for any single pair or subset of
molecular pairs we can ‘see’ which where the molecular char-
acteristics that played an important role. Shapley local expla-
nations can also be directly used to highlight the important
functional groups, when molecules are represented as bit
strings (Morgan ngerprint). We used the RDKit functionality48

to map the important bit vectors detected by the SHAP library to
the molecular structure, following the same approach to
Rodŕıguez-Pérez et al.49 In Fig. 9, we present some example pairs
in which the molecular bits that have the highest contribution
towards a high scoring are highlighted.
Fig. 9 Three examples of diclofenac co-crystals when using Shapley
local explanations to visualize the important bits of the molecular graph
that drove to high scores of the molecular set transformer. The bits with
the highest importance are highlightedwith red circles. It can be observed
that the two most important groups are the –OH group of the API
(diclofenac) and the N group of the co-former which can form H-bonds.
3.4 Benchmarking with current available methods

The importance of developing accurate and time-efficient co-
crystal screening models is showcased by the number of
approaches that have been developed for this task in the past
years.24,50,51 Most of these approaches are targeting pharma-
ceutical co-crystals, i.e., pre-screening co-formers against
several APIs, due to the importance of making the API more
soluble such that is can be delivered to the body more easily. To
© 2022 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2022, 1, 834–850 | 845
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prove the effectiveness of our method, we compared our two
best models, molecular set transformer using either GNN or
Morgan ngerprints, with other screening approaches that are
currently used and report their performance on publicly avail-
able data, see ESI Table S3.†

The comparisons are performed against two physical model-
ling methods and two machine learning methods on single APIs
versus the co-formers. As shown in Fig. 10, the evaluation metric
is the AUC per each API. The two physical modellingmethods are
COSMO-RS52 and a method based on calculated gas phase
molecular electrostatic potential surfaces (MEPS).19 The two ML
models refer to a screening tool developed fromWang et al.14 and
CCGnet50 developed from Jiang et al.

COSMO-RS relies on the observation that if the enthalpy
between an API-co-former mixture is more negative than the
Fig. 10 Head-to-head comparison of our best models on individual AP

846 | Digital Discovery, 2022, 1, 834–850
enthalpy of the pure components, then the formation of a co-
crystal between the two components is highly possible. The
method assesses the miscibility of two components in a super
cooled liquid phase according to their excess enthalpy, DHex,
which is the difference between enthalpy of the mixture and
those of the pure components. The more negative the DHex the
more likely the components are to form a stable structure.

On the other hand, MEPS is based on an electrostatic model
that treats intermolecular interactions as point contacts between
specic polar interaction sites on molecular surfaces. The MEPS
of a molecule is calculated in the gas phase, and this is used to
identify a discrete set of surface site interaction points (SSIPs),
which are described by H-bond donor and H-bond acceptor
parameters a and b. SSIPs identify conventional H-bond donor
and acceptor sites as well as less polar sites that make weak
Is with other models and methods reported in literature.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 Itraconazole molecular structure.

Fig. 12 2D UMAP embedding of the chemical space of the high
scoring co-crystal pairs, colour-coded by k-means clusters identified
using the 2D UMAP coordinates. For each selected point a table is
displayed showing the images of the molecular pairs, the score of the
model and the uncertainty of the prediction.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 9

/2
1/

20
24

 5
:1

8:
22

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
electrostatic interactions, so they completely describe the surface
properties of a molecule and can be used to calculate the total
interaction of a molecule with its environment.19

Regarding the ML models that have been developed for co-
crystal screening, they are based on supervised training of
binary classiers. A large-scale machine learning model, indi-
cated as the Wang method, based on random forest and
Morgan ngerprint have been previously tested on most of the
twelve APIs shown in Fig. 10.

Another recent data-driven method, namely CCGnet
combining 3D molecular structures and some important
molecular ngerprints was tested on the MOP and ibuprofen
external datasets (Fig. 10 grey bars) as these were the only two
APIs that were not part in their training set and a reliable out-of-
distribution evaluation score could be calculated. The accuracy
in the two previously unseen from their model cases is smaller
than the other ML models tested in this work.

Note that the majority of methods we are comparing with are
either based on theoretical models, or ML binary classiers. Our
methodology is only based on neural networks and only positive
data was used due to the lack of reliable negative data points
within our training set. It is noteworthy that the molecular set
transformer was able to have comparable accuracy to compu-
tational chemistry models although it was based only on the
molecular ngerprint. Both our models show the lowest
performance for the itraconazole dataset which is the smallest
dataset containing only 8 entries. Itraconazole (Fig. 11) is a large
molecule not only containing many different functional groups
but also an unusual N–N bonding into two of the aromatic
rings. Although four itraconazole co-crystals are reported as
a hit in the literature extracted dataset, there is only one itra-
conazole co-crystal deposited in the CSD, i.e., itraconazole:-
succinic acid (CSD id: REWTUK). Moreover, there are very few
examples of co-crystals with chemically similar molecules. As
such, the performance of our models is limited by the fact that
there not enough molecular pairs for training containing
similar compounds.

3.5 Dataset of suggested experiments – ZINC20

To further demonstrate the applicability of the methodology,
one of our best performing models, i.e., the Morgan ngerprint
model, was used for predicting high-probability molecular pairs
from a freely available database with purchasable molecules,
namely ZINC20.53 We extracted all the neutral in-stock
© 2022 The Author(s). Published by the Royal Society of Chemistry
molecules getting a starting dataset of 6 883 326 molecules
represented as SMILES strings. Out of them we selected only
those that have Tanimoto similarity > 0.8 with the molecules
that form all the known co-crystals in CSD. That process limited
the dataset to 3119 single molecules.

Solubility and lipophilicity are key parameters that can
dictate the success or failure rate of drug discovery and devel-
opment. Successful drug compounds should have lipophilicity
optimal values between 2 and 3 to achieve the optimal
bioavailability resistance to metabolism solubility and toxicity.
Their measurement is vital for both in vivo and in silico evalu-
ation of drug properties. We followed similar approach to Zhao
et al. using SwissADME54 for the calculation of the logP values as
an indicator for lipophilicity.55 By limiting the selected mole-
cules based on lipophilicity, the molecular dataset was reduced
to 300 molecules that pass all these constraints.

All the possible pairs between these molecules were gener-
ated and ranked based on our model. Those pairs that scored
above 0.8 are plotted in a 2D map and unsupervised clustering
was used to cluster them into similarity groups. The represen-
tation used is the ngerprint and the distance metric is the
Tanimoto distance of the pairs. An interactive plot of the high
scoring pairs is provided (https://zinc20.herokuapp.com/) as
demonstrated in Fig. 12. The molecular pairs identied from
the screening were projected into a two-dimensional map and
were grouped into chemical families using the k-means clus-
tering algorithm. By selecting one point in the interactive map
a table is printed which displays the SMILES strings of the two
molecules, the molecular diagrams as well as the score and
uncertainty of each molecular combination. Overall, we identi-
ed �2000 high-scoring potential molecular pairs with low
Digital Discovery, 2022, 1, 834–850 | 847
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uncertainty, which cover a diverse set of shapes in the molecular
space. These pairs could be good possible synthetic targets for
achieving novel co-crystals.

4 Conclusions

In this work our primary goal was to develop a computational
screening tool for prioritizing molecular pairs which can form
stable multicomponent structures, namely co-crystals. To ach-
ieve this, we introduce molecular set transformer, an attention
based neural network, which is capable of learning how to
represent molecular sets. Our machine learning framework has
three main parts: (1) data curation and representation, (2)
a machine-learning algorithm with hyperparameter tuning and
(3) validation on external literature data. The rst part involves
the extraction of all the available co-crystals from the Cam-
bridge structural database and the testing of several represen-
tation techniques, both xed (Mordred descriptors, Morgan
ngerprint) and learned representations (GNN, ChemBERTa).
We demonstrated that pre-trained models can be effectively
used as ‘encoders’ for molecules to generate structural features.
These features can then be used as input to the neural network
to predict molecular pairs for co-crystallization. It was found
that using pretrained models to encode the molecules, reduced
the uncertainty on the ranking as the models were pretrained
on a signicantly larger corpus of molecules instead of only on
molecules that form co-crystals.

The second part refers to the design of the neural network by
setting an effective training strategy. As opposed to the currently
existing co-crystal screening approaches which rely on the
extraction or generation of a negative dataset with molecular
pairs that are highly unlikely to co-crystallize to train binary
classiers, our work illustrates the use of only the positive class.
Molecular set transformer is trained on all the known positive
data and is ne-tuned with the task to efficiently reconstruct the
input pair. Each molecular pair is ‘seen’ as a set, as such the
model is order invariant and can capture the bidirectionality of
the problem.

Finally, the third part is about measuring the performance of
our model on external datasets consisting of both positive and
negative data. The benchmarking dataset was created by
searching for experimental reports and is provided in this work
as a well-curated validation dataset for further use in testing co-
crystal screening methodologies. Our approach was compared
to other ML and physical modelling methods, showing similar
or better performance on well-known APIs. It is noteworthy that
a model trained only in one class in an unsupervised manner
performs equally or better than supervised binary classiers.

Overall, this work is aiming towards contributing to the co-
crystal design eld by addressing the major challenges faced
in current data-driven for materials discovery. The problems
addressed herein are the lack of negative data, the effect that
different molecular representations have in the model's
performance, the uncertainty calibration of the model's
predictions, the extrapolation on previously unseen data and
the interpretability of the models. A solution to these problems
is given by providing models that can evaluate diverse
848 | Digital Discovery, 2022, 1, 834–850
molecular pairs for their possibility to form co-crystals, not
limited to pharmaceutical co-crystals but also co-crystals of
electronic interest. The usefulness of the proposed approach is
further demonstrated by ranking combinations from ZINC20
and providing an interactive map of high-ranking high-certainty
combinations. Furthermore, the co-crystal screening tool is
open source and could provide a ranking and an uncertainty
estimate for any user provided molecular pair. In that way both
positive and negative co-crystal datasets could be created and
experimentally validated.
Data availability

We provide detailed instructions for the installation, training,
and general usage of the open-source molecular set transformer
on GitHub. In addition, pre-trained network weights for the
models reported in this work are available for download. The
following les are available with this publication: (1) GitHub
repository with the source code, gures, and example co-crystal
screening: https://github.com/lrcfmd/
MolecularSetTransformer. (2) An interactive browser-based
explorer with all the co-crystals deposited in CSD linked with
WebCSD: https://csd-cocrystals.herokuapp.com/. (3) An online
GUI for rapid in silico co-crystal screening: https://
share.streamlit.io/katerinavr/streamlit/app.py. (4) An
interactive plot of high scoring molecular pairs extracted from
ZINC20 https://zinc20.herokuapp.com/ and (5) ESI† with the
benchmarking datasets gathered from publicly available
resources.
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55 Z. W. Zhao, Ö. H. Omar, D. Padula, Y. Geng and A. Troisi, J.

Phys. Chem. Lett., 2021, 12, 5009–5015.
© 2022 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D2DD00068G

	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...

	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...

	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...

	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...
	Molecular set transformer: attending to the co-crystals in the Cambridge structural databaseElectronic supplementary information (ESI) available:...


