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A binary mixture of particles interacting with spherically-symmetrical potentials leading to microsegregation

is studied by theory and molecular dynamics (MD) simulations. We consider spherical particles with equal

diameters and volume fractions. Motivated by the mixture of oppositely charged particles with different

adsorption preferences immersed in a near-critical binary solvent, we assume short-range attraction long-

range repulsion for the interaction between like particles, and short-range repulsion long-range attraction

for the interaction between different ones. In order to predict structural and thermodynamic properties of

such complex mixtures, we develop a theory combining the density functional and field-theoretical

methods. We show that concentration fluctuations in mesoscopic regions lead to a qualitative change of the

phase diagram compared to mean-field predictions. Both theory and MD simulations show coexistence of a

low-density disordered phase with a high-density phase with alternating layers rich in the first and second

components. In these layers, crystalline structure is present in the solid, and absent in the liquid crystals. The

density and the degree of order of the ordered phase decrease with increasing temperature, up to a

temperature where the theory predicts a narrow two-phase region with increasing density of both phases

for increasing temperature. MD simulations show that monocrystals of the solid and liquid crystals have a

prolate shape with the axis parallel to the direction of concentration oscillations, and the deviation from the

spherical shape increases with increasing periodic order.

1 Introduction

Competing interactions between particles in suspensions may
lead to a variety of patterns formed either by individual
particles, or by assemblies with well-defined size and shape.
In particular, core–shell particles adsorbed at fluid interfaces
form different highly ordered patterns for different thicknesses
and structures of the polymeric shell, and different area
fractions.1–3 In this case, effective repulsion induced by over-
lapping soft shells competes with effective attraction induced at
larger distances by capillary forces. On the other hand, charged
particles in solvents containing depletion agents attract or repel
each other at short or at large distances, respectively.4–6 This
short-range attraction long-range repulsion (SALR) interaction
is known also as the ‘mermaid’ potential due to the attractive
head and the repulsive tail.7 When the volume fraction of the
particles increases, spherical or cylindrical clusters, or slabs are
formed, and these assemblies can be periodically distributed in
space at sufficiently low temperatures.8–14 When the volume
fraction further increases, voids instead of the assemblies are

formed in a reverse order.15 Notably, the sequence of the
ordered phases in the SALR systems is universal, i.e. it is
independent of the details of the interacting potential, and is
the same as in the amphiphilic systems.10 Note that outside the
hard cores, the interaction between the core–shell particles is a
‘negative’ of the SALR (or the mermaid) potential, and can be
memorized as a ‘peacock potential’ because of the repulsive
head and the attractive tail.

The ordered phases in the SALR system were predicted
theoretically8,13,14,16 and observed in simulations.11,12,15,17

The rich variety of long-lived metastable states, where small
ordered domains are randomly connected, makes it difficult to
reach the equilibrium. In simulations it was necessary to use
intelligent tricks to obtain the stable phases.11,12 Similar diffi-
culties are present in experiments, and the ordered phases have
not been detected yet,7 although gels with novel structures and
clusters of different morphologies have been observed.18–21 A
very special methodology is necessary for obtaining the true
equilibrium. For this reason, various systems and scenarios
were suggested in order to overcome the problem of long-lived
metastable states in experiments. In ref. 22 and 23 it was
suggested to investigate colloid particles with surfaces prefer-
entially adsorbing one component of a near-critical mixture, in
which the particles were suspended. Critical concentration
fluctuations in the mixture confined between selective surfaces
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induce the so-called thermodynamic Casimir potential between
these surfaces. The potential is attractive for surfaces with like-
and repulsive between surfaces with different adsorption
preferences.24,25 Charged particles interact in addition with
screened coulombic forces that are repulsive for like charges.
The screened electrostatic interactions compete in this system
with the thermodynamic Casimir potential induced by the
critical fluctuations in the solvent. The sum of the Casimir
and the electrostatic interactions between like particles has the
SALR form when the charge is relatively small, and the screen-
ing length is larger than the decay length of the Casimir
potential.26 The latter can be finely tuned by temperature.
Because the repulsion can be easily turned on and off at a
controlled speed, this system may be a good candidate for
experimental detection of the ordered phases in the SALR
systems.

A suspension of charged selective particles in a near-critical
mixture offers many other opportunities for spontaneous for-
mation of ordered patterns. Let us consider a binary mixture of
colloid particles suspended in such a complex solvent. Let the
particles of the first kind adsorb one component of the binary
solvent, and the particles of the second kind adsorb the other
component, and let the different particles be oppositely
charged. When the charge and temperature are tuned so that
the like particles interact with the mermaid potential, then the
interaction between different particles has the form of the
peacock potential, because the Casimir force dominating at
shorter distances is repulsive, and the electrostatic force dom-
inating at larger distances is attractive. As both types of inter-
actions lead to formation of various patterns, one can expect
interesting structural and thermodynamic properties in the
system where both types of interactions are present. To mem-
orize the complex interactions in such systems more easily, we
may imagine ‘two mermaids and a peacock’ (2MP).

Motivated by the properties of the above binary mixture of
particles in the binary critical solvent, in this work we focus on
a general case of the mixture with the mermaid potential
between like- and the peacock potential between different
particles, since the 2MP potentials may be present in different
soft-matter systems as well. We intend to determine these
structural and thermodynamic features of such systems that
are not limited to any specific shape of the interactions, but are
common to all 2MP systems. As the SALR systems have a
universal topology of the phase diagram, but the patterns in
the core–shell particles depend sensitively on the shape of the
interaction potential, the question to what extent the properties
of the 2MP systems are universal or specific is open.

A mixture of the above kind was studied in ref. 27 for a
particular choice of the interaction potentials by both theory
and Monte Carlo simulations. Chains of alternating clusters
composed of particles of the first kind followed by the clusters
composed of the particles of the second kind were observed at
relatively high temperature, where the long-range order was
absent. Theoretical predictions for the correlation functions
were obtained within the mesoscopic approach8,28 combining
the density functional and the Brazovskii-type field theories.29,30

The theoretical results agreed with the Monte Carlo simulations
on a semi-quantitative level. The phase diagram, however, has not
been determined yet, but is a purpose of this work.

It is important to stress that in the case of systems with
spontaneous inhomogeneities the predictions of the mean-
field (MF) theories are not correct at high temperatures where
fluctuations play an important role. Even the sequence of the
phases in the SALR systems is not correctly predicted on the MF
level, except at a low T. The continuous transition between the
disordered and ordered phases predicted in MF turns out to be
fluctuation-induced first order.30 For this reason it is necessary
to take the fluctuations into account, by which the theory
becomes more complex.31

In this work we further develop the mesoscopic theory for
inhomogeneous mixtures.28 We make assumptions based on
physical grounds that allow us to calculate the phase diagram
for a symmetrical mixture of particles of identical size and of
equal volume fractions with reasonable effort. We calculate the
correlation functions, and determine the phase diagram for a
particular choice of the interactions of the particles both in MF
and beyond it. The theoretical predictions are compared with
molecular dynamics (MD) simulations. The simulations, how-
ever, are performed for particles that are not composed of hard
cores, but rather interact with the repulsive part of the Lenard-
Jones potential. At large separations, the shapes of the inter-
action potentials in simulations and theory are very similar, but
are not the same at short separations. On one hand, we choose
the potentials convenient for the theoretical and the simulation
studies. On the other hand, from our approximate theory it
follows that the phase diagram should depend only on some
gross features of the interactions, when appropriate units for
temperature are used. By comparison with the MD simulations
for a somewhat different shape of the potential, we will verify if
the predictions of the theory with the Brazovskii-type approxi-
mation for the effects of fluctuations are valid.

The interaction potentials used in theoretical calculations
and in simulations are presented and characterized in Section
2. The theoretical and simulation methods are presented in
Sections 3 and 4, respectively. In Section 3.1, we present the
general formalism of our theory. In Sections 3.2 and 3.3, we
derive the equations for the correlation functions, the chemical
potential and the grand thermodynamic potential in MF and in
the Brazovskii-type approximation, respectively. Readers not
interested in the formalism, may skip these sections. Section
5 contains our results, and in the last section our results are
summarized and discussed.

2 The model

We consider a binary mixture of spherical particles with the
particle diameter a, and assume that the interaction potential
uij with i, j = 1, 2 consists of strong repulsion for the center-to-
center distance r r a, and of competing interactions for r 4 a.
In the following, we consider dimensionless distance r* = r/a,
and omit the asterisk for clarity. We assume the same interaction
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between like particles of both species, uii(r) = u(r) that for r 4 1
has the form of the short-range attraction and long-range repul-
sion. For the interaction between different particles, we assume
for r 4 1 short-range repulsion and long-range attraction.

In the theory, we assume hard cores of the particles and uij(r) =
N for r o 1. For r 4 1, we assume u12(r) = �u(r), with

uðrÞ ¼ �6e
r6
þ AY

e�r=2

r
: (1)

For this potential, the very weak attraction at very large distances
can be neglected when AY is sufficiently large. In Fig. 1a the
potential u(r) is shown for AY = 1.8. When AY decreases, u(r) o 0
for a larger range of r, the maximum of u(r) decreases and moves
to larger r, and eventually disappears.

In the MD simulations, we assume

uMD
ii ¼ 6e

r12
� 6e

r6
þ AY

e�r=2

r
(2)

and

uMD
12 ¼

6e
r12
þ 6e

r6
� AY

e�r=2

r
: (3)

The hard core at r = 1 present in the theoretical model, is
replaced by the strong repulsion, 6e/r12, and the size of the
particle core is not uniquely defined. Because the short-range
repulsion is significantly softer than the hard core, the
shapes of the potentials in the theory and in the simulations
for r o 1.5 are different, as shown in Fig. 1a and 2a. For AY = 1.8
the minimum of uMD

ii (r) occurs at rmin E 1.14, and |uMD
ii (rmin)| {

|u(1)|. At large distances, however, uMD
ii (r) E �uMD

12 (r) as assumed
in our theory, and uMD

ii (r) E u(r).
The strength of the repulsion AY can be varied to model

various charges of the particles. For AY = 0, the potential uij

reduces to attractive interactions between like particles, and to
a repulsion between different particles, leading to a macro-
scopic phase separation. On the other hand, for e = 0 the

Fig. 1 (a) The interaction potentials uij, eqn (1), between like particles (solid line) and between different particles (dashed line) for AY = 1.8, chosen in our
studies; (b) the interaction potentials ũ(k) in Fourier representation. From the bottom to the top line AY = 0, 0.36, 1.35, and 1.8, respectively. u, r and k are in
units of e, the particle diameter a and a�1, respectively.

Fig. 2 The interaction potentials between like particles (solid line) and between different particles (dashed line) used in the MD simulations (see eqn (2)
and (3) for AY = 1.8) in real space (a) and in Fourier representation (b). u, r and k are in units of e, the particle diameter a, and a�1, respectively.
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potential u(r) (eqn (1)) reduces to the screened Coulomb
potential between charged colloid particles.

The potential outside the hard core, u(r)y(r � 1), in Fourier
representation is denoted by ũ(k), and takes the form shown in
Fig. 1b for a few values of AY r 1.8. Note that in the absence of
the repulsion, the potential takes the minimum for k = 0,
whereas for sufficiently strong repulsion, the minimum occurs
for k0 4 0 that increases with increasing AY.

ũ(k) describes the increase of the energy of the homoge-
neous system when the concentration wave with the wave
number k is excited. The most probable concentration wave
corresponds to the minimum of ũ(k); the most probable dis-
tance between like clusters or layers is 2p/k0, and the thickness
of the aggregates is Bp/k0. Moreover, ũ(k0) sets the energy scale
connected with the process of self-assembly.

To compare the relevant energy units in the theory and
simulations, we should know uMD

ij outside the particle core in
Fourier representation. Unfortunately, the size of the core is not
uniquely defined. To have some insight, we Fourier transform
uMD

ij (r)y(r � 1) for uMD
ij given in eqn (2) and (3). The results are

shown in Fig. 2b. Different forms of uMD
ii (r) and�uMD

12 (r) at short
distances lead to different positions and magnitudes of the
minima of ũMD

ii (k) and �ũMD
12 (k) that are also somewhat different

from the corresponding values in the theoretical model. More-
over, the form of ũMD

ij (k) depends strongly on the arbitrary
choice of the particle diameter. Because of that, the energy
scale for the process of self-assembly for softened particle cores
is not uniquely defined. In addition, different forms of the
potentials for r o 1.5 lead to about ten times larger thermal
energy kT that is equal to the minimum of uii(r), compared to
the thermal energy equal to the minimum of uMD

ii (r) (see Fig. 1a
and 2a). To compare the theoretical and simulation results, we
will consider kT/u(rmin) and kT/uMD

ii (rmin).
We choose for further calculations and simulations AY = 1.8

that leads to small aggregates, p/k0 B 2. In this case, a relatively
small number of particles gives a sufficiently large number of
aggregates, and in turn leads to reliable results in simulations
at a reasonable computational cost.

3 Theory
3.1 The formalism for symmetrical mixtures

In the mesoscopic approach developed for inhomogeneous
mixtures in ref. 28, we consider mesoscopic regions and meso-
scopic states. In a particular mesoscopic state, the volume
fraction of particles of the i-th species around the point r,
zi(r), is the fraction of the volume of the mesoscopic region
occupied by the particles. The mesoscopic regions are compar-
able with or larger than 1 (in a-units), and smaller than the
scale of the inhomogeneities. If we assume that the dimension-
less ‘‘mass’’ of the particle is homogeneously distributed over
its volume p/6, then zi(r) is a continuous function of r.31 The
functions representing the local concentration and volume
fraction, c(r) = z1(r) � z2(r) and z(r) = z1(r) + z2(r), respectively,
can be considered as constraints imposed on the microscopic

states. The concentration and the volume fraction averaged
over the system volume V are denoted by %c and �z, respectively.
We limit ourselves to a symmetrical case, with %c = 0, and
consider a range of �z.

In theoretical considerations, it is convenient to consider an
open system, with fixed chemical potentials m1 and m2. In the
symmetrical case, m1 = m2 = m. We assume that in the presence of
the above constraints the grand potential can be written as

Oco½c; z� ¼ Uco½c; z� � TS½c; z� � m
ð
drzðrÞ; (4)

where T is temperature, and S[c,z] is the entropy. We make the
approximation �TS ¼

Ð
drfhðcðrÞ; zðrÞÞ, where fh(c,z) is the free-

energy density of the hard-core reference system in the local-
density approximation,

bfh(c,z) = z1 ln z1 + z2 ln z2 + bfex(z). (5)

In the particular case of the Carnahan–Starling approximation,

bfexðzÞ ¼ r
4z� 3z2

ð1� zÞ2 � 1

� �
; (6)

where r = 6z/p. Finally,

Uco½c; z� ¼
1

2

ð
dr1

ð
dr2ziðr1ÞVijðjr1 � r2jÞzjðr2Þ

¼ 1

2

ð
dr1

ð
dr2cðr1ÞVðjr1 � r2jÞcðr2Þ

(7)

is the internal energy for the assumed type of interactions, and
summation convention for repeated indexes is used. Because
zi = pri/6 is used in the above definition, we have rescaled the
interaction potential, Vij = uij(6/p)2.

In Fourier representation,

Uco½c; z� ¼
1

2

ð
dk

ð2pÞ3~cðkÞ ~VðkÞ~cð�kÞ: (8)

Importantly, Ṽ(k) = (6/p)2ũ(k) takes the minimum for k = k0 4
0 when AY 4 0. Note that the ordering effect of the energy
concerns only the concentration, and the largest energy gain is
for the concentration wave with the wave number k0.

When the constraints imposed on the microscopic states by
c(r) and z(r) are released, the microscopic states incompatible
with c(r) and z(r) can appear, and the grand potential contains a
fluctuation contribution and has the form28

bO½c; z� ¼ bOco½c; z� � ln

ð
Df
ð
Dce�bHf ½c;z;f;c�

� �
; (9)

where Hf[c,z;f,c] = Oco[c + f,z + c] � Oco[c,z] is associated with
appearance of the fluctuation f of the local concentration, and
the fluctuation c of the local volume fraction. The fields c(r)
and z(r) for which all fluctuations, i.e. microstates incompatible
with the imposed constraints cancel against one another, hfi =
0 = hci, and bO[c,z] takes the global minimum for fixed T and m,
coincide with the average concentration and volume fraction in
thermal equilibrium. The necessary condition for the minimum
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of Oco[c,z] has the form

dbO½c; z�
dzðrÞ ¼

dbOco½c; z�
dzðrÞ þ dbHf

dzðrÞ

� �
¼ 0 (10)

and

dbO½c; z�
dcðrÞ ¼

dbOco½c; z�
dcðrÞ þ dbHf

dcðrÞ

� �
¼ 0: (11)

In the ordered phases, c(r) and z(r) are periodic functions of r.
The periodic phases can correspond either to solid or to liquid
crystals, with and without positional order of the particles,
respectively, depending on the degree of order. We shall use the
term ‘periodic phase’ for any phase with periodic c(r).

In the disordered fluid phase, both functions are position
independent. For fixed T and m, the two phases coexist when
the grand potentials of these phases, O = �pV, where p is
pressure, are equal.

The correlation functions Gij for zi, and zj are the matrix
elements of G = C�1, where the elements Cij of the matrix C are
the second functional derivatives of bO[c,z] with respect to zi

and zj. Because of the symmetry of the interactions, the
eigenvectors of the matrix C are the c and z fields. In this case,
we consider Gcc(r) = hc(r1)c(r2) i and Gzz(r) = hz(r1)z(r2) i � �z2. The
above correlation functions in Fourier representation are sim-
ply given by G̃cc(k) = 1/C̃cc(k) and G̃zz(k) = 1/C̃zz(k).

3.2 Mean field approximation

In this subsection we limit ourselves to the MF approximation,
where the last term in eqn (9) is disregarded. The correlation
functions in the disordered phase are simply given by

G̃MF
cc (k)�1 = C̃MF

cc (k) = bṼ(k) + 1/�z, (12)

G̃MF
zz (k)�1 = C̃MF

zz (k) = 1/�z + q2fex(�z)/q�z2. (13)

Note that in this MF approximation, C̃MF
zz (k) is independent of k.

This means strictly local correlations.
In MF, the disordered fluid loses stability with respect to a

periodic c(r) with the wave number k0 along the so called l-line
given by C̃MF

cc (k0) = 0, i.e.

%Tl = �Ṽ(k0)�z, (14)

where in the case of competing interactions, Ṽ(k0) o 0. This
instability can be preempted by a first-order transition to an
ordered phase with periodically distributed particles (colloidal
crystal or liquid crystal).

Some comments are in order here. The l-line for k0 a 0
given by eqn (14) differs significantly from the l-line for k0 = 0.
For a binary symmetric mixture, the latter is a critical line of the
mixing-demixing critical points related to long-length fluctua-
tions of concentration.32,33 In this case, taking fluctuations into
consideration does not change the qualitative picture of the
phase diagram topology emerging from the MF theory33,34 that
agrees with MC simulation results.32 For k0 a 0, the l-line
marks the boundary of stability of the disordered phase
with respect to mesoscopic fluctuations of concentration and
separates the phase space into regions corresponding to the

homogeneous and inhomogeneous (on the mesoscopic length
scale) systems. It will be shown below that taking fluctuations
into account leads to the change of the MF phase diagram. It is
worth noting that the binary mixture considered here does not
exhibit the macroscopic demixing phase separation.

Let us first consider the disordered phase, where c = 0, and
z = �z is determined by the minimum of Oco[0,z]. Minimization
of eqn (4) with respect to z gives

bOg/V = bfex(�z) � A1(�z)�z � �z, (15)

where Og denotes the grand potential in the disordered phase
and �z is the solution of the equation

bm ¼ ln
�z
2

� �
þ 1þ A1ð�zÞ: (16)

Here and below,

AnðzÞ ¼
dnbfexðzÞ

dzn
: (17)

Note that in the symmetrical mixture with the internal energy
depending only on the concentration, bm is independent of
temperature in this MF approximation.

In the case of the periodic phase, we postulate that in the
symmetrical case, the concentration is a periodic function with
oscillations in one direction, say z. We assume that

c(z) = Fgc(z), and z(z) = �z + Cgz(z), (18)

where F and C denote the amplitude of the concentration and
the volume-fraction wave, respectively, �z ¼

Ð P
0 zðzÞdz=P,Ð P

0 gðzÞdz=P ¼ 0 and
Ð P
0 gðzÞ2dz=P ¼ 1 for g = gc, and gz, and P

denotes the period of oscillations of c. The period of gz is P/2
because of the symmetry of the model. The oscillations of z
appear because of the coupling between c and z in the entropy
of mixing.

The problem simplifies greatly, if we restrict ourselves to
relatively high T, where F is small, and we can make the

assumptions gcðzÞ ¼
ffiffiffi
2
p

cosðk0zÞ and gzðzÞ ¼
ffiffiffi
2
p

cosð2k0zÞ.
Such sinusoidal shapes were indeed observed in the one-
component SALR systems for not very low T.14 With the above
assumption, we have to minimize a function of 3 variables, F,C
and �z. We have:

1

V

@bOc

@�z
¼ 1

P

ðP
0

@bfh
@zðzÞdz� bm ¼ 0; (19)

1

V

@bOc

@C
¼ 1

P

ðP
0

@bfh
@zðzÞgzðzÞdz ¼ 0; (20)

1

V

@bOc

@F
¼ ~Vðk0ÞFþ

1

P

ðP
0

@bfh
@cðzÞgcðzÞdz ¼ 0; (21)

where Oc is the grand potential in the ordered (periodic) phase.
We Taylor-expand bOc in terms of F and C. From (20), we
obtain the relation between C and F,

C ¼
ffiffiffi
2
p

F2

4�zð1þ �zA2ð�zÞÞ
þOðF4Þ: (22)

This journal is The Royal Society of Chemistry 2021 Soft Matter, 2021, 17, 2883�2899 | 2887

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
Fe

br
ua

ry
 2

02
1.

 D
ow

nl
oa

de
d 

on
 7

/3
0/

20
25

 1
:2

5:
03

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0sm02072a


From (21) and (22) we obtain

F2 ¼ �4
�z2ð1þ b ~Vðk0Þ�zÞð1þ �zA2ð�zÞÞ

1þ 2�zA2ð�zÞ
: (23)

The solution of (23) is meaningful for 1 + bṼ(k0)�zo 0, i.e. in the
region where the disordered fluid is unstable. From (19) we
obtain, keeping terms up to O(F4),

bm � ln
�z
2

� �
þ 1þ A1ð�zÞ �

1

2�z2
F2 þ 1

2
A3ð�zÞ �

1
�z2

� �
C2

þ
ffiffiffi
2
p

2�z3
CF2 � 3

8�z4
F4:

(24)

Because F depends on bṼ(k0), bm is temperature dependent in
the periodic phase in MF. Finally, the grand potential in the
periodic phase takes the form

bOc � �z ln
�z
2

� �
þ bfexð�zÞ � bm�zþ 1

2
b ~Vðk0Þ þ

1
�z

� �
F2

þ 1

2

1
�z
þ A2ð�zÞ

� �
C2 �

ffiffiffi
2
p

4�z2
CF2 þ 1

8�z3
F4 þOðF6Þ:

(25)

From the above equation it follows that the natural variables
are bm and bṼ(k0). Thus, we will consider bm and T* = kT/|Ṽ(k0)|.
Note that in this MF approximation, the grand potential
depends on the interaction potential only through Ṽ(k0). This
means universal phase diagrams with properly scaled
temperature.

By inserting C and F given by (22) and (23) in (24) and (25),
and by eliminating �z from (25) and (24), we obtain bOc as a
function of T* and bm. The stable phase for the given T* and bm
is the one corresponding to the smaller value of the grand
potential. We obtain the MF phase diagram by comparing bOc

with bOg for fixed T* and bm in Section 5.

3.3 The Brazovskii-type theory for symmetrical mixtures

The MF is not expected to give correct results for high T, where
the fluctuations play an important role and lead to formation of
delocalized aggregates. Thus, the more accurate expression for
O, eqn (9), should be considered. Because the energy gain
concerns the local deviations of the concentration from %c,
and the deviations of z from �z do not directly influence the
energy, we expect that fluctuations of the former are much
more probable and of larger magnitude than fluctuations of the
latter. If the fluctuations of the local concentration are of a
significantly larger magnitude than the fluctuations of the
local volume fraction, we can consider a simplified theory,
where the fluctuations of the local concentration are taken into
account, but the fluctuations of the total volume fraction are
disregarded.

In the approximation with only the concentration fluctua-
tions taken into account, the grand potential (9) takes the form

bO½c; z� ¼ bOco½c; z� � ln

ð
Dfe�bHf ½c;z;f�

� �
: (26)

Following ref. 31, we make the approximation

b �Hf ½c; z;f� �
1

2

ð
dk

ð2pÞ3
~fðkÞb ~VðkÞ~fð�kÞ

þ
ð
dr

A0;2ð�z;FÞ
2

fðrÞ2 þ a0;4ð�zÞ
4!

fðrÞ4
� �

;

(27)

where

A0;2ð�z;FÞ � a0;2ð�zÞ þ
a0;4ð�zÞF2

2
(28)

and

am;nðzÞ ¼
@nþmðbfhÞ
@nc@mz

				
c¼0
: (29)

In order to calculate the fluctuation contribution to O, we
make the approximation35

e�bHf ¼ e�bHG ð1� bDHÞ; (30)

where HG has the Gaussian form

bHG ¼
1

2

ð
dk

ð2pÞ3
~fðkÞ ~CccðkÞ~fð�kÞ; (31)

and we have assumed that DH = Hf � HG is small. For O
approximated by (26), C̃cc(k) contains the fluctuation contribu-
tion. Finally, we approximate hXi by averaging the quantity X
with the probability p exp(�bHG). In order to calculate the
fluctuation contributions in (26), (10) and (11), we need to know
C̃cc(k). In the Brazovskii-type approximation, it obeys the
equation30,31,35

~CccðkÞ ¼ b ~VðkÞ þ A0;2ð�z;FÞ þ
a0;4ð�zÞ

2
G: (32)

The form of G ¼ hfðrÞ2i ¼ ð2pÞ�3
Ð
dk ~GccðkÞ is well known for

Ṽ(k) assuming the minimum for k = k0 4 0 from the previous
studies,35

G ¼ k0
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2b ~V 00ðk0Þ ~Cccðk0Þ

q ; (33)

and C̃cc(k0) is the solution of (33) and (32) with k = k0. The
explicit expression for C̃cc(k0) is given in ref. 31 and 35. Note
that in MF, the l-line is given by C̃cc(k0) = 0. When fluctuations
are taken into account, however, C̃cc(k0) = 0 would lead to
vanishing LHS of (32), and diverging RHS of (32), when G is
given in (33). Thus, C̃cc(k0) 4 0 and the continuous transition
between the disordered and periodic phases cannot occur.

Using (26), (30), (33) and (31) we obtain (see ref. 35 for more
details)

bO½c; z�=V ¼ bOco½c; z�=V þ ~Cccðk0ÞG�
a0;4ð�zÞG2

8
: (34)

We make the same assumptions concerning c and z as in
MF, and we need to minimize O with respect to �z, F and C. In
this approximation, the fluctuation contribution is indepen-
dent of C and (22) holds, but the minimum with respect to
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F gives

F2ð1þ 2�zA2ð�zÞÞ þ 4ð�z2 þ b ~Vðk0Þ�z3 þ GÞð1þ �zA2ð�zÞÞ
¼ 0: (35)

Note that G is a function of F (see (33), (32) and (28)). In this
Gaussian approximation, we obtain from (10) and (27) the
chemical potential

bm � ln
�z
2

� �
þ 1þ A1ð�zÞ �

1

2�z2
F2 þ 1

2
A3ð�zÞ �

1
�z2

� �
C2

þ
ffiffiffi
2
p

2�z3
CF2 � 3

8�z4
F4 � 1

2�z2
þ 3F2

2z4

� �
G� 3

4�z4
G2:

(36)

Eqn (36), (34), (33) and (32) hold for both, the periodic and
the disordered phases, with F = C = 0 in the latter case. In
contrast to the MF approximation, bm depends on T* in the
disordered phase (for F = C = 0), because of the dependence on
T* of G.

It is important to note that in contrast to the MF approxi-
mation, where the only dependence on the interaction
potential is through Ṽ(k0), in this Brazovskii approximation, G
and hence the phase diagram, depend in addition on Ṽ00(k0).
Still, just two parameters are sufficient to characterize the
interactions in this theory. With Ṽ(k0) setting the energy scale
(i.e. T* = kT/|Ṽ(k0)|), the same phase diagrams are expected for
all interaction potentials with the same value of Ṽ00(k0)/Ṽ(k0).

In order to obtain the phase diagram, we first calculate C
and F from (22) and (35), respectively, and insert the results in
(36) and (34). From the last pair of equations, we obtain O as a
function of m and compare the solution for F = C = 0 with the
solution with F a 0. The results are presented in Section 5.

4 Simulations

The simulations were performed using classical molecular
dynamics constant energy and volume method.36 We consid-
ered the systems of N = N1 + N2 particles with N1 = N2, enclosed
in a rectangular box, where Lx, Ly, and Lz give the length of the
edges. The temperature was always kept constant by scaling the
particle velocities once for the time interval t = 100–250a(m/e)1/2,
where m is the mass of the particle, and we assumed m = 1. As in
the previous paper,37 the potentials (2) and (3) were truncated at
r = rc = 6.75.

The purpose of our simulations was to characterize the
structure of the high-temperature disordered phase, and the
structure of the ordered phase at coexistence with the low-
density gas at low T. In addition, we estimated densities of the
coexisting disordered and ordered phases in order to determine
the shape and approximate positions of the coexistence lines.

The simulation shows that at sufficiently low temperature
the fluid under consideration crystalizes. A monocrystal can be
formed by condensation of rare gas on an attractive wall. In
order to promote the nucleation of the monocrystal, we per-
formed simulations (crystalization) in a system with periodic
boundary conditions (BC) along the x and y directions, and the
walls at z = 0 and z = Lz interacting with the particles. Attraction

of component 1 and repulsion of component 2 from the left-
hand side wall was assumed, with the potentials

VattrðzÞ ¼
2e
z12
� 2e

z6
; (37)

and

VrepðzÞ ¼
e

2z12
; (38)

respectively. z denotes the distance from the left wall. The right-
hand side wall repulses both components according to
eqn (38), with z replaced by Lz � z. The above BC have been
applied to the crystalization simulations in the system of N =
32 000, Lx = Ly = 200, and Lz = 800. Two crystals at %T = kT/e = 0.16
obtained this way were subsequently used as an initial configu-
ration in the simulations with the BC appropriate for determi-
nation of the properties of the dense phase at coexistence with
the gas.

The simulation results can be strongly influenced by the
finite size effects and by the type of the BC. In order to control
the above effects, we considered several systems, with different
N, Lx, Ly and Lz, and different BC, and compared the results.

The computer simulation at constant N gives us the possi-
bility of observing a monocrystal or a droplet of the dense
phase surrounded by the coexisting low-density gas. The stan-
dard way for such a direct approach38,39 is to consider the
system with the periodic boundary conditions (PBC). The
problem is that the crystal considered here is a result of
the balance between the attractive and the repulsive terms of
potentials (2) and (3) and, as a consequence, PBC may strongly
influence simulation results. This disadvantage can be elimi-
nated by applying the reflecting boundary conditions (RBC)
instead of PBC. An obvious condition for physically reasonable
results is that the size of the simulation box for RBC is large
enough so that the presence of the walls do not influence the
crystal properties neither directly nor via the interaction with
the gas particles. The necessary conditions that can be easily
checked via simulations are that the crystal properties do not
change with increasing size of the box, as well as the density
profile around the center of the crystal is flat for a sufficiently
large range. An advantage of the system with PBC is that it is
better adopted to take into account the interaction between the
dense phase and the gas as well as to measure the gas density.
As a consequence, we decided to perform the simulations for
both PBC and RBC and compare the results.

Based on the above discussion, we considered System 1 with
all walls repulsing the particles with the potential (38), where z
represents the distance from the wall for all 6 walls of the
simulation box. The simulations were performed for N = 26 566
and Lx = 45, Ly = 107, and Lz = 35, starting from a low
temperature. As the initial configuration, the crystal obtained
in the crystalization simulations, but placed in the center of the
box was used. The crystal density was determined by counting
the mean number of particles placed in the spheres, whose
center coincides with the center of the crystal mass. Six spheres
with radii Rm = 5, 6, 7, 8, 9, and 10 were considered. Using this
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method, we can also check if the density profile in the vicinity
of the mass center is flat, which is the necessary condition for
neglecting the size effect. The densities calculated this way were
independent of Rm up to %T = 0.32. A very low decrease in the
calculated density with increasing Rm appeared only for %T 4
0.32; the effect, however, was very weak. The largest difference
in the density for Rm = 8 and 10 appeared for %T = 0.35, but it did
not exceed 1% of relative value. The method has been applied
for all the state points and the results are shown in the Series 1
column in Table 1.

The snapshots confirmed that the monocrystal surrounded
by the dilute gas was placed in the center of the box for the low
T. However, the density of the dense phase decreased with
increasing T, and the swollen crystal became too large for %T 4
0.32. We performed additional simulations (Test) with the box
enlarged to Lx = 55, Ly = 112, and Lz = 45. For %T r 0.32, the
increase of the system volume (by a factor of over 1.6) influ-
enced neither the density nor the structure of the dense phase.
Also the shape and the volume occupied by the dense phase
remained nearly unchanged. For %T = 0.35, however, conse-
quences of the increase of the system volume were very sig-
nificant: the measured density decreased by around 0.1 relative
value. This shows that for high %T the volume of System 1 is too
small, and the results are burdened with very high errors.

In order to verify the results of System 1 (Series 1 in Table 1),
we considered System 2 with periodic BC in x, y, and z
directions. In our study we considered N = 30 812 particles
enclosed in the box of Lx = 28, Ly = 44, and Lz = 200, i.e. the
shape well adopted to measure the gas density. As before, the
simulations started at low temperature, and the crystal
obtained in the crystalization procedure was placed in the
center of the box. The results are presented in the Series 2
column in Table 1.

With these BC, a slab of the gas and a slab of the dense
phase, with two interfaces between them, are formed along the

z axis. The density of both the gas and the dense phase could be
easily determined directly from the density profile from Series
2. Unfortunately, the crystal may not adapt to the box shape and
the method may not work correctly, in particular for highly
ordered crystals at a low %T. For this reason, the density was
determined in the same way as in System 1 for %T o 0.27. For the
remaining state points, the densities were determined from the
density profile from Series 2.

As shown in Table 1, the results obtained for System 1
(Series 1) and System 2 (Series 2) are in good agreement, except
for %T = 0.31, 0.34, and 0.35. To verify the results for high %T,
Series 2 was extended by two additional simulations (Series 2a)
for larger systems: N = 110 184, Lx = Ly = 65.73, and Lz = 173.44 at
%T = 0.34 and N = 116 544, Lx = Ly = 65.73, and Lz = 172.11 at %T =
0.35. The results of Series 2a are in good agreement with those
from Series 2, which strongly validate the latter.

The alternating layers of particles are no longer seen in the
snapshots for %T 4 0.31 in System 1 and %T 4 0.30 in System 2.
The difference is also seen in Table 1: the rapid decrease of
density for System 1 (0.31 o %T o 0.315) is shifted when
compared to that for System 2 (0.30 o %T o 0.31). According
to the test, the volume of System 1 is large enough and the
repulsive walls should not influence the density and %T at this
structural change. A much more probable reason for the shift of
the structural change is the periodic boundary conditions
applied for System 2 that may have a disordering effect if the
size of the box and the characteristic lengths in the ordered
phase are not commensurate.

To summarize, we can conclude that the most probable
curve for the dense phase in equilibrium with the gas is that
from Series 1 for %T r 0.32, and Series 2 for %T Z 0.33. The
simulations for the Lennard-Jones systems38–40 show that the
size effect is very weak as long as we are not too close to the gas–
liquid critical point. Taking into account the value of N applied
for Series 2, we expect that the results may be significantly
affected by the size effect for %T = 0.35 for which the gas density
is only 3 times lower than that for the dense phase (see the
results of Watanabe et al.38). The comparison with Series 2a
shows that even in this case the size effect is still reasonably
weak. On the other hand, considering ref. 38, the systems
considered here are too small for successful simulation for
%T 4 0.35. Of course, on the quantitative level the results for
%T r 0.35 can still be affected by the finite size of the system, but
our goal was to find approximate shapes and positions of the
coexistence lines between the gas and the ordered phases.

While for the low %T the alternating layers rich in the first and
the second components can be seen by inspection of the
snapshots; for %T 4 0.31 the individual snapshots are not
sufficient to determine if a weak periodic order is present or
not. In order to shed more light on the structure of the dense
phase for %T 4 0.31, one should determine the ensemble-
averaged concentration. In order to eliminate the thermally
induced translations of the crystal, we considered a simulation
box with the wall at z = 0 attractive for the first, and repulsive
for the second components, and all the remaining walls of
the simulation box repulsive. For the attraction we assumed

Table 1 The volume fraction of the dense phase, zdens, and the gas, zgas,
as a function of the temperature %T for Series 1 and 2. All values of zdens for
Series 1 and that for %T o 0.27 for Series 2 are obtained for Rm = 10. The
remaining values are obtained from density profiles. The bar means that
the value is not measured. %T = kT/e, z = pr/6, and r = N/V

%T

Series 1 Series 2 Series 2a

zdens zdens zgas zdens zgas

0.140 0.383 — — — —
0.180 0.379 — — — —
0.220 0.374 — — — —
0.250 0.370 0.370 0.0014 — —
0.260 0.369 0.369 0.0023 — —
0.270 0.281 0.278 0.0034 — —
0.280 0.273 0.270 0.0048 — —
0.290 0.263 0.259 0.0067 — —
0.300 0.250 0.245 0.0091 — —
0.310 0.233 0.208 0.0120 — —
0.315 0.206 0.200 0.0136 — —
0.320 0.197 0.192 0.0160 — —
0.330 0.181 0.173 0.0212 — —
0.340 0.165 0.152 0.0285 0.152 0.0288
0.350 0.152 0.128 0.0414 0.127 0.0429
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2Vattr(z) with Vattr given in eqn (37), and for the repulsion
eqn (38) was assumed. N = 85 184 particles and Lx = Ly = 76.5,
and Lz = 111.5 for %T = kT/e = 0.33 were simulated with these BC.
The wall at z = 0 induces exponentially damped oscillations of
the concentration, and the range of the wall-induced periodic
order should be significantly shorter than the size of the crystal
in the z direction if we want to avoid the effect of the wall on the
dense phase. We were interested in the concentration profile
for z larger than the range of the wall-induced order, and
smaller than the distance from the wall of the interface between
the dense phase and the gas phase.

Finally, to determine the structure of the high-temperature
disordered phase, we computed correlation functions for %T =
0.40 and four densities, N/V = 0.1, 0.2, 0.3, and 0.4. The
simulations were performed for N = 85 184 with periodic BC.

5 Results

As already mentioned in Section 3.1, in the theory we consider
the interaction potential V = u(6/p)2, with uii = u = �u12 defined
in eqn (1), and in the simulations, uMD

ii and uMD
12 are given in

eqn (2) and (3). In both, theory and simulations, we assume
AY = 1.8. The thermodynamic states are represented by the

volume fraction, z ¼ p
6
N=V , and temperature. As discussed in

Sections 3.2 and 3.3, in the case of hard cores we should choose
T* = kT/|Ṽ(k0)|, because the coexistence lines for different
microsegregating systems collapse on a universal line if the
temperature is scaled in this way. Our potential in Fourier
representation takes the minimum Ṽ(k0) E �30.9e at k0 E 1.33.
In the case of the softened core studied in the simulations, one
typically considers %T = kT/e, as we did in Section 4. In order to
compare the theoretical and simulation results, however, we
choose consistent temperature scales, namely kT/u(rmin) E 6.3T*
and kT/uMD

ii (rmin) E 1.7 %T.

5.1 Theoretical results for the phase diagram

Let us first discuss the theoretical results, and focus on the MF
approximation (Section 3.2). The chemical potential isotherms
for the disordered and the ordered phases are shown in Fig. 3.
For the periodic phase (F 4 0), we obtain from eqn (24) the
chemical potential shape resembling simple fluids, with an
unstable region for small T*. This leads to a coexistence of two
periodic phases with the same period, 2p/k0 E 4.7, but different
volume fractions.

To compute the phase diagram, we compare bOg (eqn (15))
with bOc (eqn (25)) for fixed T*, and with �z(bm) obtained from
eqn (16) and (24). The intersection point between bOg(m) and
bOc(m) gives the coexistence of the two phases. The phase
diagram in this MF approximation has the universal shape when
the reduced temperature T* is used, and is shown in Fig. 4.

Beyond MF, in the Brazovskii-type approximation, the
chemical potential of the disordered phase is temperature-
dependent (see eqn (36)), and for low T* the unstable region
of the volume fraction appears (see Fig. 5). The presence of the
instability leads to the gas–liquid separation that turns out to

be metastable with respect to the phase transition between the
disordered and ordered phases. The metastable gas–liquid
transition with the asociated critical point is shown in Fig. 6
as the dashed line. The order–disorder transition obtained by
equating O(m) for the disordered and periodic phases is shown

Fig. 3 The dimensionless chemical potential, bm, as a function of the
volume fraction in MF approximation. The dashed line corresponds to the
disordered phase (eqn (16)), and the solid lines correspond to the periodic
phases (eqn (24)). From the top to the bottom solid line T* = 0.11, 0.09, and
0.086, where temperature is in reduced units, T* = kBT/|Ṽ(k0)|, k0 is the
wave number corresponding to the minimum of the interaction potential
V = (6/p)2u in Fourier representation and z = pr/6 is the dimensionless
volume fraction, with the density r = (N1 + N2)/V.

Fig. 4 The MF phase diagram of the model. Solid line denotes the first-
order transitions, and the dashed line is the continuous transition between
the disordered and periodic phases (the l-line). The coexistence between
the gas and the periodic phases occurs below the temperature at the
intersection point between the continuous and the first-order transitions,
and above this temperature two periodic phases, one with low- and
the other one with high density coexist. Temperature is in reduced units,
T* = kBT/|Ṽ(k0)|, where k0 is the wave number corresponding to the
minimum of the interaction potential V = (6/p)2u in Fourier represent-
ation and z = pr/6 is the dimensionless volume fraction, with the density
r = (N1 + N2)/V.
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as the solid lines in Fig. 6. The ordering due to the packing
effects of the particles cannot be predicted by our theory in the
considered approximation, and we do not expect agreement
between our theory and simulations for large densities, where
the packing effects lead to formation of a solid crystal.

According to our theory, the phase diagram in Fig. 6 corre-
sponds to any system with hard-core particles interacting for
r 4 1 with Vii = V = �V12, such that Ṽ(k0)00/Ṽ(k0) E �3. For
different values of Ṽ(k0)00/Ṽ(k0), we expect similar coexistence
lines on the qualitative level. However, the theory is based on
the assumption of a deep minimum of Ṽ(k). For very small
values of Ṽ(k0)00/Ṽ(k0) the minimum can be shallow, and in such
a case we cannot make any predictions based on our theory.

At low T*, the phase diagrams obtained in the MF and in the
Brazovskii-type approximations are similar, but at higher T* the
two phase diagrams are qualitatively different. The continuous
order–disorder transition becomes fluctuation-induced first-
order, and the dashed line in Fig. 4 is shifted to larger �z and
transformed into the pair of lines enclosing the narrow two-
phase region in Fig. 6. The coexistence between the two
periodic phases in MF is replaced by the order–disorder phase
transition. Interestingly, the narrow two-phase region between
the disordered and ordered phases broadens rapidly for T*
decreasing from the value corresponding to the MF critical
point of the phase coexistence between the two ordered phases.
We can identify the low-density ordered phase obtained in
MF with the disordered phase in which the aggregates are
self-assembled, but are not localized due to the presence of
fluctuations.

Let us focus on the large-density branch of the phase

coexistence, T�c ð�zÞ. For the low T*, the slope of this line is

negative, and it changes sign for �z very close to its value at the
MF critical point (see Fig. 4 and 6). This shape of the large-
density branch of the phase coexistence has a strong effect on
the structural evolution of a system with a fixed number of

particles for increasing T*. For �z o 0.3, for example for �z = 0.2,
the density of the periodic phase and its volume decrease, and
the density and volume of the coexisting gas increase when T*
increases. Finally, when the low-density branch of the coex-
istence line is reached, the periodic phase disappears. When
�z 4 0.3, however, for example for �z = 0.35, the scenario is

different. As long as the slope of the T�c ð�zÞ line is negative, the
system evolution upon heating resembles the scenario in the
case of the gas–liquid coexistence. Namely, upon heating
the density of the denser phase decreases, but its volume
increases. When the high-density branch of the phase coexistence
is reached, the coexisting fluid disappears and the concentration
oscillations are present in the whole volume. The low-density
periodic phase has many defects, mainly vacancies, in this
temperature regime. Further heating leads to a nucleation of

the disordered phase when the Tc*(�z) line with the positive slope

is reached (see Fig. 6 for �z = 0.35). The density of both the
disordered and ordered phases increases with further increase
of T*, and the volume of the periodic phase decreases, until the
disordered-phase branch of the coexistence line is met and
the periodic phase disappears. In this temperature range, the
disordering effect of the entropy of mixing plays a more important
role, and the periodic phase becomes denser upon heating, in
contrast to the temperature region corresponding to the negative

slope of T�c ð�zÞ, where the increase of T* leads to formation of
vacancies and less dense packing of the particles. The amplitude
F of the concentration oscillations decreases with increasing T*,
indicating less ordered states at higher T*.

5.2 Simulation results for the phase diagram

Let us focus on the results obtained in the MD simulations. The
coexistence lines between the low- and high-density phases
obtained in the simulations (see Table 1) are shown in Fig. 7. In

Fig. 5 The dimensionless chemical potential bm as a function of the
volume fraction z in the disordered phase. Dashed and solid lines represent
the MF (eqn (16)) and the Brazovskii-type approximation (eqn (36) with F =
C = 0), respectively. From the top to the bottom solid line T* = 0.065,
0.0325, and 0.025.

Fig. 6 Phase diagram in the Brazovskii-type approximation. Solid lines are
the first-order transitions between the disordered and ordered (periodic c)
phases. The dashed line represents the metastable gas–liquid transition. z
is the average volume fraction of the particles, and T* = kT/|Ṽ(k0)|. For
comparison with the simulations, note that kT/u(rmin) E 6.3T*.
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the dense phase, we find oscillations of c(r) in one direction, in
full agreement with assumptions of our theory. The period of
the oscillations is very close to the theoretical prediction. The
negative slope of the high-density branch of the phase coex-
istence agrees with the low temperature-part of the theoretical
phase diagram. The total volume fraction oscillations in the
dense phase are not visible, again in agreement with the theory,
where we get C { F for the amplitudes of z and c. The volume
fraction of the dense phase at the coexistence with the gas is
lower than predicted in our theory. Note, however that the
volume of the particle with the soft core is not uniquely
defined, and the interaction potential takes a minimum for
r E 1.14. Thus, the volume per particle is effectively larger than
p/6 (length is in a-units), and it may lead to a larger volume

fraction occupied by the particles than �z ¼ p
6
N=V as shown in

Fig. 7. The coexistence lines obtained in the theory and in the
simulations lie in a very similar range of temperature, when the
units kT/u(rmin) and kT/uMD

ii (rmin) are used.
At a very low %T = kT/e, a very dilute gas coexists with a solid

crystal, with the structure shown in the snapshots in Fig. 8. In
Fig. 8a, alternating bilayers of particles of the first species
followed by bilayers of particles of the second species can be
seen. The shown bilayers are perpendicular to the direction of
the oscillations of c. In Fig. 8b, one layer belonging to the
bilayer of particles of one species is shown. Note the hexagonal
pattern formed by the particles.

At %T = 0.27, another periodic phase appears. This phase has
a significantly lower density than the solid crystal (see Fig. 7
and Table 1), and has a structure of a soft or liquid crystal, with
alternating layers rich in particles of the first and the second
components, but without positional order of the centers of the

particles. The structure of the crystal phase coexisting with the
gas for %T = 0.26 is compared with the structure of the periodic
phase coexisting with the gas for %T = 0.27 in Fig. 9. In this work
we focus only on the coexistence between the dilute and dense
phases, and the total volume fractions larger than 0.3 were not
studied. The very large density gap indicates that a triple point
gas–liquid crystal–crystal may exist at %T E 0.27, and that at
higher %T the liquid crystal and the crystal phases may coexist.
Determination of the high-density part of the phase diagram

Fig. 7 The coexistence lines between the low- and high-density phases
(open and filled symbols, respectively), obtained in the MD simulations. z is
the average volume fraction of the particles, and %T = kT/e. For comparison
with the theory, note that kT/uMD

ii (rmin) E 1.7 %T. The structure of the dense
phase at coexistence with the gas is shown for the state points indicated by
the green triangles down and up in Fig. 9a and b, respectively, and for the
state points indicated by the blue square and diamond in Fig. 10a and b,
respectively. For simulation details see Section 4.

Fig. 8 The crystal of N = 26 566 particles at %T = 0.16 (kT/uMD
ii (rmin) E 0.27)

obtained from the crystalization simulations. Red and green circles with
the diameter s = 1.12 (in a-units) represent particles of the first- and
second components, respectively. A part of the simulation box containing
the monocrystal coexisting with a very dilute gas is shown. (a) The
projection of a layer of particles with 12 o Z o 13 on the (X,Y) plane. (b)
The projection of a layer of particles with 76 o Y o 77 on the (X,Z) plane.
The structure of the layers of the second component is the same. Note the
perfect microsegregation of the particles in the bilayers and the hexagonal
order in the (X,Z) plane. For simulation details see Section 4.
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goes beyond the scope of this work and should be a subject of
future studies.

Another structural change can be seen in Fig. 10, where
snapshots showing the droplet of the dense phase at coexis-
tence with the gas are shown for %T = 0.31 and %T = 0.32. The
structure of the dense phase at %T = 0.31 is of the same type as at
%T = 0.27 (Fig. 9b), and it differs noticeably from the structure at
%T Z 0.315. In the latter case, the microsegregation of the
components into aggregates of thickness 1 or 2 still takes place,
but the concentration oscillations in one direction are no
longer evident based on the visual inspection of the simulation
snapshots. More empty regions than those at lower %T occur,
leading to a relatively large change of the density for tempera-
ture increasing by %T B 0.005.

Weak order may be identified only on the level of ensemble-
averaged quantities, due to a large number of defects in
individual states. At this high %T and low density, the droplet
of the denser phase can undergo deformations, or even move as
a whole during the simulations, which may strongly influence
the average concentration. In order to pin-point the droplet, we

consider a wall attracting strongly the first component, and
repulsing weakly the second component. The wall induces
periodic ordering, and the range of the wall-induced order is
comparable with the bulk correlation length. For distances
from the wall significantly larger than the correlation length,
the structure of the crystal should not be strongly affected by
the wall. The amplitude of the concentration profile should
remain constant up to the distance where the interface with the
gas appears. Since the interface with the gas phase is free, and
the densities between the two phases are significantly different,
we assume that the constant-amplitude oscillations in the
center of the dense phase are similar to the structure of this
phase in the bulk. In simulations, N was sufficiently large to
form an interior of the crystal weakly affected by the wall and by
the interface with the gas. The density and concentration
profiles averaged over the planes (X,Y) parallel to the wall are
shown in Fig. 11. The ordering effect of the wall on the total
density extends to short distances, while the concentration
exhibits damped oscillations up to Z B 40, and for Z 4 40,
the amplitude of the oscillations of c remains almost constant,

Fig. 9 The configurations obtained in the MD simulations for System 1, with N = 26 566 and the mean density r = 0.178 (a) %T = kT/e = 0.26 and (b) %T = kT/
e = 0.27 (kT/uMD

ii (rmin) E 0.46). Red and green circles with the diameter s = 1.12 (in a-units) represent particles of the first and second components,
respectively. The alternating layers rich in the first and in the second components are perpendicular to the shown planes. The particles for %T r 0.26 form
a crystal. For %T Z 0.27, the particle centers are disordered. Note the smaller density and larger volume of the dense phase at %T = 0.27, with the shape of
the droplet swollen in directions perpendicular to the direction of oscillations of c. The discontinuity of the density at the coexistence with the gas is
clearly seen in Fig. 7 and Table 1. For simulation details see Section 4.

2894 | Soft Matter, 2021, 17, 2883�2899 This journal is The Royal Society of Chemistry 2021

Paper Soft Matter

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
Fe

br
ua

ry
 2

02
1.

 D
ow

nl
oa

de
d 

on
 7

/3
0/

20
25

 1
:2

5:
03

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0sm02072a


although quite small, in the denser phase. In the low density
phase the oscillations of the concentration are not visible. The
density profile is influenced by the shape of the droplet, since
for increasing Z, the area in the (X,Y) plane occupied by the
dense phase decreases. For this reason, for Z 4 60 the
amplitude of the oscillations decreases. We can conclude that
the low-density phase is isotropic, but the weak periodic order
of the denser phase may still be present above %T = 0.31 on the
level of the average concentration. Definite conclusions con-
cerning the nature of the structural change at %T E 0.31,
however, are not possible yet. The influence of the finite size
of the system on the structural evolution of the weakly micro-
segregated system cannot be ruled out. As we are interested in
the coexistence between the dilute and dense phases, we leave
this question open. Our simulation procedure does not allow
for a determination of the coexistence lines for %T 4 0.35.

As the number of particles in the simulations is fixed, we can
observe the shape of the monocrystal or the droplet coexisting
with the gas, as shown in Fig. 8–10. The shape of the crystal or
droplet for %T r 0.31 indicates that the surface tension of the
interface parallel to the microsegregated layers is much larger

Fig. 10 The configurations obtained in the MD simulations for System 1, with N = 26 566 and the mean density r = 0.178 (a) %T = kT/e = 0.31 and (b) %T =
kT/e = 0.32 (kT/uMD

ii (rmin) E 0.54). Red and green circles with the diameter s = 1.12 (in a-units) represent particles of the first and second components,
respectively. The alternating layers rich in the first and in the second components, clearly seen at %T = kT/e = 0.31, are perpendicular to the shown plane.
For %T Z kT/e = 0.315 the microsegregation is still visible, but the snapshots appear less ordered. For simulation details see Section 4.

Fig. 11 The total volume fraction (black line) and the concentration c (red
line), averaged over the (X,Y) planes, at a distance Z from the wall attracting
the first component with 2Vattr (eqn (37)) and repulsing the second
component (eqn (38)) for %T = 0.33 (kT/uMD

ii (rmin) E 0.56). All the remaining
walls of the simulation box are repulsive (eqn (38)). N = 85 184, Lx = Ly =
76.5, and Lz = 111.5. For simulation details see Section 4.
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than the surface tension of the interface perpendicular to these
layers. The droplet at %T = 0.32 has a different shape, but it is still
different from a sphere, expected for an isotropic liquid.

5.3 Structure at high temperature

Let us focus on the structure of the disordered phase, and
consider the correlation function. In Fig. 12a, we present G̃cc(k)
obtained in the Brazovskii-type approximation for three
values of the volume fraction and for T* = 0.11. We can clearly
see the structure on the length scale 2p/k0 developing for
increasing volume fraction, when the phase transition to the
periodic phase is approached. For these thermodynamic states,
G̃MF

cc (k) given in eqn (12) does not exist, since in MF the
disordered phase is unstable. In order to compare theoretical
and simulation results, we plot the correlation function gcc

related to the pair distribution functions gij = Gij
�zi
�1�zj

�1 + 1

according to the formula

gccðrÞ ¼ ðg11ðrÞ þ g22ðrÞ � 2g12ðrÞÞ
�z1
�z

� �2 �z2
�z

� �2

: (39)

gcc(r) is shown in Fig. 12b for T* = 0.12 and �z = 0.255. This
thermodynamic state is close to the transition to the periodic
phase, where the two-phase region becomes narrow.

The pair distribution functions obtained in MD for three
values of density at %T = kT/e = 0.4 (kT/uMD

ii (rmin) E 0.68) are
shown in Fig. 13. We can see increasing correlations when
the volume fraction increases. For comparison with the
theoretical results, we plot in Fig. 13b gcc at z = 0.1p/6 and
%T = 0.4. This thermodynamic state corresponds to the low-
density phase not far from the phase transition. Note the very
similar period and decay length close to the transition to the
ordered phase in theory and simulations (Fig. 12b and 13b).

Fig. 12 The correlation function for the concentration obtained in the Brazovskii-type theory. (a) G̃cc(k) in Fourier representation for T* = 0.11 (kT/u(rmin)
E 0.7). From the bottom to the top line, �z = 0.1, 0.15, and 0.2. (b) gcc(r) (see eqn (39)) in real-space representation for T* = 0.12 (kT/u(rmin) E 0.76) and
�z = 0.255.

Fig. 13 MD simulation results for (a) the correlation functions between like and different particles obtained in simulations with PBC for N = 85 184, and
r = N/V = 0.4, 0.2, and 0.1 (red, green and grey lines, respectively) and %T = kT/e = 0.4 (kT/uMD

ii (rmin) E 0.68). Representative configurations corresponding
to r = 0.1 and r = 0.4 are shown in Fig. 14. (b) The correlation function for concentration, gcc (see eqn (39)), at z = 0.1p/6 and %T = 0.4. For simulation
details see Section 4.
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For comparison of the thermodynamic states shown in Fig. 12b
and 13b, see Fig. 6 and 7.

6 Discussion and summary

We have studied phase behavior and structure in a binary
mixture of particles with competing interactions, assuming
hard cores of the particles in the theory, and core-softened
particles in the MD simulations. The assumed interactions
favor close neighbors of the same kind, but at larger distances
the presence of different particles is favorable. We have
obtained good agreement between the theory developed in this
work and MD simulations. In our theory, local fluctuations of
the concentration are taken into account for the first time in
the formalism that allows one to determine the phase diagram
in microsegregating mixtures.

At low T, the simulations show formation of the crystal
phase with perfectly separated particles in alternating bilayers
composed of the first and second components. We did not
obtain the crystal in our mesoscopic theory, because we
assumed weak order that is present at higher T.

At %T = 0.27, the liquid-crystalline phase with periodic
concentration appears in the simulations, and this phase
coexists with the gas at %T Z 0.27. In this periodic phase,
alternating layers rich in the first and second components are
formed, but the crystalline order of the centers of mass of the
particles is absent. Further heating leads to lower density and
smaller degree of order of the periodic phase at the coexistence
with the disordered phase. At these intermediate temperatures,
the theoretical and simulation results are in good agreement.

The phase diagram at large temperatures cannot be reliably
determined in our simulations. For this reason, the theoretical
predictions for the high-temperature part of the phase diagram
are not supported by simulations yet. The periodic structure
with weak order, expected at a high T, is characterized by the
ensemble-averaged concentration that is periodic in space with
a small amplitude. Small amplitude means a large number of

different defects in instantaneous states due to thermally induced
fluctuations. More subtle simulation methods are necessary for
detection of the weak order and determination of its nature.

On the quantitative level, the volume fractions and tempera-
ture at the phase diagrams obtained in the theory and in the
simulations are significantly different. This is partially because
of the approximate nature of the theory, and partially because
of the softer core in simulations. The diameter of the particle
core in simulations is not uniquely defined, and the potential
takes the minimum for a distance noticeably larger than the
diameter of the hard core considered in the theory. Thus, we
should remember that the actual volume occupied by the
particles is larger than that shown in Fig. 7. The difference in
temperature corresponding to the phase coexistence of the gas
and the dense liquid crystal is as large as one order of
magnitude. For example, %T = kT/e = 0.31 in simulations corre-
sponds to T* E kT/(31e) E 0.01 in the units used in our theory.
The corresponding thermodynamic state in Fig. 6, however,
occurs for T* B 0.1. This discrepancy is related mainly to the
minimum of the interaction potential that for hard cores is
about 10 times deeper than in the case of the softer core
(compare Fig. 1a and 2a). Because of that, the thermal energy
kT becomes comparable with the depth of the attractive well for
T that in the case of hard cores is about 10 times larger than in
the case of the softer core. This means that we need B10 times
larger temperature at the order–disorder transition when the
softer core is replaced by the hard one. Note that when the
shape of the interactions at short distances is taken into
account, our theoretical and simulation predictions are in good
agreement. Also, the correlation function calculated for T* =
0.12 in the theory and for %T = 0.4 in the simulations, correspond
to a very similar temperature, if kT is in units of the minimum
of the potential between like particles.

The strong effect of the softness (or hardness) of the particle
core on the temperature at the order–disorder phase transition
should be taken into account in experiments searching for
spontaneously formed ordered patterns on the nanometer or
micrometer length scale.

Fig. 14 A projection of a layer of thickness 1 on the (X,Y) plane showing the configuration obtained in the MD simulations with PBC for N = 85 184, and
%T = kT/e = 0.4 (kT/uMD

ii (rmin) E 0.68). (a) N/V = 0.1 and (b) N/V = 0.4. The corresponding pair distribution functions are presented in Fig. 13.
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Experimental observation of ordered patterns in binary
colloidal mixtures concerns colloidal crystals formed by oppo-
sitely charged particles41 with cubic symmetry. The same
crystals with a rich variety of unit cells were found in computer
simulations.41 Another example of pattern formation in binary
mixtures concerns colloidal gels.42 As far as we know, however,
colloidal crystals and liquid crystals with the components
microsegragated into alternating planar layers have not been
observed yet. This new type of ordered phases may be found, for
example in a mixture with the mermaid potential between like
particles (attractive head repulsive tail), and the peacock
potential between different ones (repulsive head attractive tail).
From the theory developed here it follows that the topology
of the phase diagram is common for many systems with this
type of interactions. The strength of the interactions should
be carefully designed to obtain the ordered phases at room
temperature. Also the thickness of the microsegragated layers
can be controlled by tuning the interaction potential.
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