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The emerging field of hybrid DNA–protein nanotechnology brings with it the potential for many novel materials which combine the addressability of DNA nanotechnology with the versatility of protein interactions. However, the design and computational study of these hybrid structures is difficult due to the system sizes involved. To aid in the design and in silico analysis process, we introduce here a coarse-grained DNA/RNA–protein model that extends the oxDNA/oxRNA models of DNA/RNA with a coarse-grained model of proteins based on an anisotropic network model representation. Fully equipped with analysis scripts and visualization, our model aims to facilitate hybrid nanomaterial design towards eventual experimental realization, as well as enabling study of biological complexes. We further demonstrate its usage by simulating DNA–protein nanocage, DNA wrapped around histones, and a nascent RNA in polymerase.

Introduction

Molecular nanotechnology designs biomolecular interactions to assemble nanoscale devices and structures. DNA nanotechnology, in particular, has attracted lots of attention and experienced rapid growth over the past three decades. While originally envisioned as a method of developing a DNA lattice for crystallizing proteins for structure determination,1 DNA nanotechnology is seeing promising applications in e.g. biomaterial assembly,2 biocatalysis,3 therapeutics,4 and diagnostics.5 The programmability of DNA allows for the rapid design and experimental realization of complex shapes, yielding an unprecedented level of control and functionality at the nanoscale. As DNA nanotechnology has developed, so have parallel technologies with other familiar biomolecules such as RNA,6 and, to some extent, proteins.7,8 While DNA nanostructures and devices have been unequivocally successful in realizing more complex and larger constructs, they are inherently limited in function by their available chemistry; with one possible solution being the use of functionalized DNA nanostructures.9 Of particular interest is hybrid DNA–protein nanotechnology, which can combine the already well developed design strategies of DNA nanotechnology and cross-link them with functional proteins. The combination of the two molecules in nanotechnology will open new applications, such as diganostics, therapeutics, molecular “factories” and new biomimetic materials.10 Examples of successfully realized hybrid nanostructures include DNA–protein cages,11 a DNA nanorobot with nucleolin aptamer for cancer therapy4 and peptide-directed assembly of large nanostructures.12

At the same time, computational tools for the study and design of DNA and RNA nanostructures have become increasingly relevant as size and complexity of nanostructures grow. Design tools such as Adenita13 MagicDNA,14 CaDNAno,15 and Tiamat16 are essential for the structural design of DNA oraginis. New coarse-grained models have been introduced to study DNA nanostructures, as the sizes (thousands or more) as well as rare events (formation or breaking of large sections of base pairs) involved in the study of these systems make atomistic-resolution modeling impractical. Several coarse-grained models have been developed to match thermodynamic and energetic properties of nucleic acids.17–20 Among the available tools, the oxDNA and oxRNA models21–24 have been quite popular over the past few years, being used by dozens of research groups in over one hundred articles to study various aspects of DNA and RNA nanosystems including the biophysical properties of DNA and RNA.25–30 Each nucleotide is represented as a rigid body in the simulation, with interactions between different sites parameterized to reproduce mechanical, structural and thermodynamic properties of single-stranded and double-stranded DNA and RNA respectively.

However, the oxDNA/oxRNA models only allow for representation of nucleic acids alone, limiting their scope of usability. While there have been coarse-grained simulation models developed for protein–DNA interactions,31–37 none are able to be directly used with the oxDNA model. The development of an efficient tool compatible with oxDNA would allow for efficient study of arbitrary protein–DNA complexes.

Here, we introduce such a coarse-grained model that uses an Anisotropic Network Model (ANM) to represent proteins alongside the oxDNA or oxRNA model. The ANM is a form of elastic...
network model used to probe the dynamics of biomolecules fluctuating around their native state. Originally formulated by Atilgan et al.,\textsuperscript{38} the ANM has become fundamental tool in probing protein dynamics, often closely matching residue–residue fluctuations and normal modes of fully atomistic simulations.\textsuperscript{39–41} Here we use the ANM to approximately capture native state protein dynamics. The ANM representation of proteins interact with just an excluded volume interaction with the oxDNA/oxRNA representation, but specific attractive or repulsive interactions can be added as well. The mass of each residue is set as equal to that of a nucleotide. The less than one order of magnitude difference between the average masses of nucleotides and amino acids makes the equal mass approximation acceptable within the high level of coarse-graining employed by ANM and oxDNA/oxRNA models. We further provide parameterization of common linkers that are used to conjugate proteins to DNA in typical hybrid nanotechnology applications.

The ANM-oxDNA/oxRNA hybrid models are intended to help design and probe function of large nucleic-acid protein hybrid nanostructures, but also aim to study biological complexes and processes which can be captured within the approximations employed by the models. As an example of the model’s use, we show simulations of DNA–protein hybrid nanocage, DNA wrapped around a histone, and a nascent RNA strand inside a polymerase exit channel.

Model description

Implemented in the oxDNA simulation package,\textsuperscript{42} our model allows for a coarse-grained simulation of large hybrid nanostructures. It consists of two coarse-grained particle representations, the already existing oxDNA2 or oxRNA model for their respective nucleic acids and an Anisotropic Network Model (ANM) for proteins.\textsuperscript{43} The detailed descriptions of the oxDNA2/oxRNA models are available in ref. 22 and 23. A DNA duplex with a nicked strand is schematically illustrated in Fig. 1. The ANM allows us to represent a protein with a known structure as beads connected by springs. We chose to use the ANM to represent proteins for its efficiency and relative simplicity, while still providing reasonably accurate representations of proteins crosslinked to DNA nanostructures. Furthermore, it can be implemented using only pairwise interaction potentials, the same as oxDNA/oxRNA models.

Protein model

In the ANM representation, each protein residue is represented solely by its \( \alpha \)-carbon position. All residues within a specified cutoff distance \( r_{\text{max}} \) from one another are considered ‘bonded’. Please see ref. 38 for a more detailed introduction. Each bond between residues \( i \) and \( j \) in the ANM is represented as a harmonic potential that fluctuates around the equilibrium length \( r_{ij}^0 \):

\[
V_i(j) = \frac{1}{2} k \left( r_{ij} - r_{ij}^0 \right)^2
\]  

The total bonded interaction potential \( V_{\text{bonded-ann}} \) is the sum of terms eqn (1) for all pairs \( ij \) of aminoacids at a distance smaller than \( r_{\text{max}} \) in the resolved protein structure, as schematically illustrated in Fig. 2. We set \( r_{ij}^0 \) to the distance between \( \alpha \)-carbons of the residues \( i \) and \( j \) in the PDB file. Free parameter \( k \) is set uniformly on each bond in the ANM and is chosen to best fit the Debye–Waller factors of the original PDB structure. Debye–Waller factors (or B-factors when applied specifically to proteins) describe the thermal motions of each resolved atom in a protein given by their respective X-ray scattering assay. As previously done,\textsuperscript{38} we use the B-factor of the \( \alpha \)-carbon to approximately capture the fluctuations of the protein backbone. Since an ANM is typically an analytical technique, it has no excluded volume effects. Hence we here extend the model to use a repulsive part Lennard-Jones potential between both bonded and non-bonded particles [eqn (2)] to model the excluded volume at a per particle excluded volume diameter of 2.5 Å.

For any two particles (either protein/protein or protein–DNA/RNA) that are at distance \( r \), we define the excluded volume interaction in eqn (2):

\[
V_{\text{exc}}(r) = \begin{cases} 
4e \left( \frac{\sigma^6}{r^6} + \frac{\sigma^{12}}{r^{12}} \right) & r < r^* \\
bc(r - rc)^4 & r^* < r < rc \\
0 & r \geq rc. 
\end{cases}
\]  

Fig. 2 Illustration of ANM using GFP protein (PDB code: 1W7S) from (a) starting PDB structure to (b) ANM representation at \( r_{\text{max}} \) of 8 Å, (c) bonding criteria per residue: all particles within distance \( r_{\text{max}} \) (bounds depicted by blue sphere) of center particle (black circle) are considered ‘bonded’ (blue squares) while those further (outside of sphere) are considered ‘nonbonded’ (red squares).
The excluded volume diameter $r_c$ between protein particles was set by simulating both large and small proteins at various values to tune to a value allowing excluded volume interactions between nearest neighbors with little deviation between simulated and analytical B-factors. Protein–DNA/RNA $r_c$ values were set as the sum of the excluded volume radii of both particle types. Parameters $b$ and $r^*$ were calculated so that $V_{\text{exc}}$ is a differentiable function. The constant $\varepsilon$ sets the strength of the potential and we use $\varepsilon = 82\ \text{pN nm}^{-1}$.

**Parameterization**

In parameterizing our model for simulation, the goal is to mimic the dynamics of the protein in the native state. Though not without their drawbacks,44,45 we selected B-factors for their widespread availability in PDB structures and history of being used to fit elastic network models of proteins.44 Our model contains two free parameters, the cutoff distance $r_{\text{max}}$ and the spring constant $\gamma$. The $r_{\text{max}}$ value alone determines which connections will be present in the ANM network. As noted in the original formulation of the ANM,38 the best choice of $r_{\text{max}}$ should reproduce the distribution found for globular proteins’ densities of vibrational states.46,47 A value of 13 Å was found to approximately capture the shape of the target distribution for a large set of proteins with $r_{\text{max}}$ values much lower (7 Å) or higher (20 Å) tending to shift the eigenfrequencies towards lower and higher frequencies respectively. In practice, the best $r_{\text{max}}$ varies from protein to protein but can usually be varied in a narrow range (12–18 Å) with little effect on the distribution of normal mode frequencies.

For each protein (consisting of $N$ amino acids) represented by ANM, we linearly fit the analytically computed B-factors to their experimental counterpart with $\gamma$ as a free parameter. To solve for the B-factors analytically, we first calculate the $3N \times 3N$ Hessian matrix of the spring potential $V_{\text{springs}}$, a task made simple by the harmonic potential energy function.38 After constructing the Hessian $H$ for the system at a specified cutoff $r_{\text{mean}}$, the mean squared deviation from the mean position for each residue i can be calculated from the ensemble average:

$$\langle \Delta R^2_i \rangle = \frac{k_B T}{\gamma} \langle \text{Tr}(H_i^{-1}) \rangle$$  \hspace{1cm} (3)

The B-factor $B_i$ of the residue $i$ can be directly computed from our previous result as:38

$$B_i = \frac{8\pi^2}{3} \langle \Delta R_i \rangle^2.$$  \hspace{1cm} (4)

The experimental B-factors are provided along with resolved crystal structures of proteins, and we can hence use eqn (3) and (4) to obtain $N$ equations. We then fit $\gamma$ parameter to minimize

$$f(\gamma) = \sum_{i=1}^{N} \left( B_i^{\text{exp}} - \frac{8\pi^2}{3} \langle \Delta R_i \rangle^2 \right)^2$$  \hspace{1cm} (5)

for a selected $r_{\text{max}}$. We can further measure the mean square deviation of residue positions in a simulation of our model and compare to the analytical calculation. We show the comparison in Fig. 3 for ribonuclease T1 and green fluorescent proteins simulated with the ANM model and our ANMT model, to be introduced later. While the simulation and analytical prediction of the classic ANM agree well with each other, as expected, we note that the model still does not fully reproduce the measured B-factors as reported in the experimental structures. ANM models are not able to fully reproduce the measured B-factors,38 and are known to have peaks in the mean square displacement profiles that have not been observed in the measured B-factors.44 The model nevertheless provides semi-quantitative agreement with the measured data, and hence represents an accurate enough representation of a protein to model its mechanical properties under small perturbations, as required for DNA–hybrid nanotechnology systems.

### Expansion of the ANM model

In addition to the classic ANM model, our model can also optionally use unique $\gamma_{ij}$ for each bonded pair of residues, which allows for implementation of other analytical models, such as the heterogeneous ANM (HANM)48 and multiscale ANM (mANM)49 that can generate better fits to experimental B-factors using the
particle distance vector effect. The result is an extremely large spike in the B-factors due to a residue being under-constrained. One major obstacle in using an ANM is known as the tip effect. The result can be solved by raising the cutoff value in ANM construction; however, doing so raises the computational requirements of simulations. Furthermore, we found the ANM model did not accurately represent short peptides, as the spring network does not provide enough constraints to reproduce their end-to-end distance as seen when simulated with more detailed models like AWSEM-MD.

To overcome this obstacle, we implemented harmonic pairwise bending and torsional modulation forces into the existing simulation model. These new constraints allow for reduced $r_{\text{max}}$ values, and also can more accurately represent shorter peptides, which are often used in DNA-hybrid nanostructures. We introduce these optional modulation forces below.

### Bending and torsional modulation

We introduce the torsional and bending potential as optional interaction potentials in our protein representation on top of the ANM model with bonded and excluded volume potentials. Each protein residue corresponds to a spherical particle, with associated orientation given by its orthonormal axes $\mathbf{i}_1$, $\mathbf{i}_2$, $\mathbf{i}_3$ (Fig. 4a). Harmonic terms control the angle between the normalized interparticle distance vector $\mathbf{r}_{ij}$ and the normal vector of each particle $\mathbf{i}_1$, $\mathbf{j}_1$ to control bond bending. The angles between two sets of orientation vectors, $\mathbf{i}_{a1}\mathbf{j}_{a1}$ and $\mathbf{i}_{b2}\mathbf{j}_{b2}$, are controlled as well allowing for modulation of the torsion based on the particles relative orientations. The full pairwise potential is given by eqn (6):

$$V_{\text{BT}}^{ij} = \frac{k_b}{2} \left( (\mathbf{r}_{ij} \cdot \mathbf{i}_1 - \mathbf{d}_{ij}^0)^2 + (-\mathbf{r}_{ij} \cdot \mathbf{j}_1 - \mathbf{d}_{ij}^0)^2 \right) + \frac{k_t}{2} \left( (\mathbf{i}_1 \cdot \mathbf{j}_1 - \mathbf{c}_{ij}^0)^2 + (\mathbf{i}_1 \cdot \mathbf{j}_3 - \mathbf{d}_{ij}^0)^2 \right)$$

The function $V_{\text{BT}}^{ij}$ is defined for all pairs of residues that are neighbors along the protein backbone. We set the energy minimum values $\mathbf{d}_{ij}^0$, $\mathbf{b}_{ij}^0$, $\mathbf{c}_{ij}^0$, $\mathbf{d}_{ij}^0$ to correspond to the cosines of respective angles between residues in the PDB file for the protein structure. The terms $k_b$ and $k_t$ are new global parameters that control the strength of the bending and torsion potential respectively. Currently, we set their values empirically, though pair specific terms could lead to further agreement with experimental data. Fig. 3 shows the effect of the torsional and bending modulation on the same set of proteins used prior. As intended, a noticeable decrease in high peak B-factors is observed using a modest $k_b$ and $k_t$ value. Fig. 4 illustrates the potential in a two particle system. Hereafter, we will refer to the ANM model with torsional and bending modulation as the ANMT model.

#### Protein–nucleic acid interactions

In our current implementation of the model, protein residues and nucleotides have no interaction except for excluded volume and optional explicitly specified spring potentials between user-designated protein residues and nucleotides:

$$V_{\text{spring}}(r) = \frac{k}{2}(r - r_0)^2$$

where $r$ is the distance between the centers of mass of the respective particles and $k$ and $r_0$ are external parameters.

The excluded volume interaction potential between protein and DNA/RNA residues has the same form as defined in eqn (2), with the respective interaction parameters given in Table 1. In the oxDNA/oxRNA models, each nucleotide has two distinct interaction sites (backbone and base), each of which is interacting with the protein residue using separate excluded volume parameters. Future expansion of the model will include an approximate treatment of electrostatic interaction between protein and nucleic acids based on Debye–Hückel theory as implemented in oxDNA, as well as coarse-grained protein model AWSEM. Many non-specific DNA-protein interactions make use of the electrostatic interactions between the DNA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>0.350</td>
<td>0.360</td>
<td>0.570</td>
</tr>
<tr>
<td>$r_c$</td>
<td>0.353</td>
<td>0.363</td>
<td>0.573</td>
</tr>
<tr>
<td>$r_b$</td>
<td>0.349</td>
<td>0.359</td>
<td>0.569</td>
</tr>
<tr>
<td>$b$</td>
<td>$30.7 \times 10^7$</td>
<td>$29.6 \times 10^7$</td>
<td>$17.9 \times 10^7$</td>
</tr>
</tbody>
</table>
Fig. 5 2D molecular structures of common bioconjugate linkers dubbed (a) LC-SPDP and (b) DBCO–triazole; both can be used to conjugate proteins to DNA phosphate groups.

backbone and positively charged portions of the protein. Sensitive to salt concentration, these electrostatic contributions have been previously modeled using Debye–Hückel theory to investigate the role of protein frustration in regulating DNA binding kinetics. Similarly an extension of our model with an appropriate Debye–Hückel potential can capture and enable study of non-specific DNA-binding protein systems.

Since we are interested in exploring conjugated hybrid systems, it is necessary to have an approximation for the covalent linkers bridging the nucleic acid base and protein residue. We model the two bioconjugate linkers, LC-SPDP and DBCO–triazole, that are typically used in protein–DNA hybrid nanotechnology using a spring potential as defined in eqn (7) with parameters $k$ and $r_0$ parameterized to mimic the end-to-end average distance and standard deviation of each linker at temperature 300 K. LC-SPDP links the thiol group of a modified cysteine residue to an amine-modified nucleotide.

DBC–triazole is the product of a copper-free click reaction involving a DBCO-modified residue to link to an azide-modified nucleotide. Each of the linkers (Fig. 5) was first drawn in MolView and then converted into OPLS-AA force-field format via LibParGen. In GROMACS, each linker was first equilibrated and then simulated in both SPCE and TIP3P water molecules at 300 K for three trials of 10 nanoseconds each. The obtained averaged end-to-end distance and standard deviation for each trial are shown in Table 2.

**Examples**

Visualization of our model is supported by the latest version of the visualization tool oxView for both the design of hybrid nanostructures as well as the viewing of simulation trajectories. The one caveat is that protein topologies are non-editable. Instead each protein starts from their PDB crystal structure and is converted into oxDNA format while the ANM spring potential can capture and enable study of non-specific DNA-binding protein systems.

Since these peptides are often very small and lack long-distance contacts that enforce specific 3D conformations, we wanted to explore how our models perform on these small structures. We compared the end-to-end distance of 3 hemagglutinin binding peptides simulated in our ANM model, the ANMT model, and another popular coarse-grained protein model, AWSEM-MD.

**Peptides**

Synthetic peptides are used in many chemistry applications. Since these peptides are often very small and lack long-distance contacts that enforce specific 3D conformations, we wanted to explore how our models perform on these small structures. We compared the end-to-end distance of 3 hemagglutinin binding peptides simulated in our ANM model, the ANMT model, and another popular coarse-grained protein model, AWSEM-MD.
For AWSEM-MD simulations, initial structure predictions were generated from sequence using I-TASSER. A secondary structure weight (ssweight) file was generated using jpred, and the structure and weight files were converted to the appropriate formats for AWSEM-MD simulation in LAMMPS using tools provided with AWSEM-MD. Simulations were run for $10^9$ steps with end-to-end distance sampled every $10^5$ steps.

Using the classic ANM, each peptide was built using strong backbone connections and significantly weaker long-range connections to empirically match the AWSEM mean and standard deviation of the end-to-end distance. The resulting simulation of each peptide, however, produced a trajectory showing many stretched, nonphysical conformations. The subsequent inclusion of the bending and torsion modulation using the ANMT model allowed for the same level of accuracy using only strong short-range connections. The ANMT model showed much higher rigidity with no stretched conformations when compared to the ANM model alone. Final end-to-end distances and standard deviation are shown in Table 3.

KDPG aldolase–DNA cage

Hybrid DNA–protein nanostructure constructs such as those developed by the Stephanopoulos Lab are of particular interest. The Stephanopoulos group has experimentally realized their size-tunable DNA cage attached to homotrimeric protein KDPG aldolase making use of a LC-SPDP linker (Fig. 5) to join the DNA and protein components. The DNA cage was converted from Tiamat format into oxDNA format and the protein was converted from its PDB structure. The linker between the components was modeled as a spring potential (eqn (7)) using the parameters from Table 2. We conducted a short MD simulation of the full system corresponding to time of about 30 ns. The mean structure from simulation of the experimental cage was calculated using our analysis scripts and is displayed in Fig. 6c.

Table 3 Average and standard deviation of end-to-end distance of hemagglutinin peptides between coarse-grained models

<table>
<thead>
<tr>
<th>Model</th>
<th>AWSEM</th>
<th>ANM</th>
<th>ANMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peptide 125</td>
<td>12.02</td>
<td>12.9</td>
<td>12.09</td>
</tr>
<tr>
<td>($r_1$) [Å]</td>
<td>4.9</td>
<td>4.51</td>
<td>4.34</td>
</tr>
<tr>
<td>($r^2$) [Å²]</td>
<td>6.6</td>
<td>4.6</td>
<td>4.6</td>
</tr>
<tr>
<td>Peptide 149</td>
<td>12.9</td>
<td>12.9</td>
<td>12.9</td>
</tr>
<tr>
<td>($r_1$) [Å]</td>
<td>14.5</td>
<td>16.2</td>
<td>14.7</td>
</tr>
<tr>
<td>($r^2$) [Å²]</td>
<td>7.4</td>
<td>5.4</td>
<td>5.1</td>
</tr>
<tr>
<td>Peptide 227</td>
<td>12.02</td>
<td>12.9</td>
<td>12.09</td>
</tr>
<tr>
<td>($r_1$) [Å]</td>
<td>4.9</td>
<td>4.51</td>
<td>4.34</td>
</tr>
<tr>
<td>($r^2$) [Å²]</td>
<td>6.6</td>
<td>4.6</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Peptide 125 – CSGHNIAYQYGYPDHMYEG, Peptide 149 – CSGKSQEIGDPPDNQMKK, Peptide 227 – CSGSNQYFPYPMIDYLKK.

Conclusions

We present a coarse-grained protein model, based on elastic network representation of proteins, for use in conjunction with existing coarse-grained nucleic acid models capable of simulating large hybrid nanostructures. Implemented on GPU as well as CPU, our model allows for simulations of large systems based on nanotechnology designs as well as large biological complexes.

Looking forward, we plan to study the paused RNA polymerase and nucleosome systems using this model. In addition, experimental systems such as the hybrid cage in Fig. 6 can be simulated and directly compared to available experimental data. While widely available, B-factors are severely limited particularly in terms of accuracy. However, our model can be parameterized to approximate any available fluctuation data including but not limited to fully atomistic simulation and solution NMR data. In addition to the model, we also extended a nanotechnology design and simulation analysis tool, oxView, to include a protein representation to aid computer design of DNA/RNA–protein hybrid nanostructures. The subsequent analysis of the designs can be used to optimize nanostructure parameters, such as placement of the linkers and lengths of duplex segments in order to achieve desired geometry.

The simulation code is freely available on github.com/sulcgroup/ann-oxdna and will also be incorporated in the future release of the oxDNA simulation package. The visualization of

Fig. 6 OxView visualization of simulated biological assemblies (a) RNA in exit channel of paused RNA polymerase (PDB code: 6ASX) and (b) root mean squared fluctuation (nm) of human nucleosome made up of histone octamer and DNA (PDB code: 3LEL), (c) mean structure from MD simulation of KDPG aldolase (PDB code: 1WA3) conjugated to a DNA cage.
protein–hybrid systems has been incorporated into our previously developed oxView tool.† The aforementioned analysis scripts and visualizer are available in git repositories github.com/sulcgroup/oxdna_analysis_tools and github.com/sulcgroup/oxdna-viewer respectively. We also provide the description of the file formats used to setup the simulation in the ESL†.
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