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ion of cyclic peptides by
molecular dynamics + machine learning†

Jiayuan Miao, Marc L. Descoteaux and Yu-Shan Lin *

Recent computational methods have made strides in discovering well-structured cyclic peptides that

preferentially populate a single conformation. However, many successful cyclic-peptide therapeutics

adopt multiple conformations in solution. In fact, the chameleonic properties of some cyclic peptides

are likely responsible for their high cell membrane permeability. Thus, we require the ability to predict

complete structural ensembles for cyclic peptides, including the majority of cyclic peptides that have

broad structural ensembles, to significantly improve our ability to rationally design cyclic-peptide

therapeutics. Here, we introduce the idea of using molecular dynamics simulation results to train

machine learning models to enable efficient structure prediction for cyclic peptides. Using molecular

dynamics simulation results for several hundred cyclic pentapeptides as the training datasets, we

developed machine-learning models that can provide molecular dynamics simulation-quality predictions

of structural ensembles for all the hundreds of thousands of sequences in the entire sequence space.

The prediction for each individual cyclic peptide can be made using less than 1 second of computation

time. Even for the most challenging classes of poorly structured cyclic peptides with broad

conformational ensembles, our predictions were similar to those one would normally obtain only after

running multiple days of explicit-solvent molecular dynamics simulations. The resulting method, termed

StrEAMM (Structural Ensembles Achieved by Molecular Dynamics and Machine Learning), is the first

technique capable of efficiently predicting complete structural ensembles of cyclic peptides without

relying on additional molecular dynamics simulations, constituting a seven-order-of-magnitude

improvement in speed while retaining the same accuracy as explicit-solvent simulations.
1. Introduction

Cyclic peptides are a special class of compounds in the “beyond
rule-of-ve” chemical space. They have captured the attention of
chemists and the pharmaceutical industry, owing to their
unique properties for therapeutic development.1–3 Notably,
most cyclic peptides reported thus far are poorly structured and
adopt multiple conformations in solution.4–14 Critically, the
ability of a cyclic peptide to adopt multiple conformations can
be essential to its biological properties and functions. For
example, the chameleonic structural properties of some cyclic
peptides are likely responsible for their high cell membrane
permeability.4–7,15–18 Further, there can be a dynamic balance
among different conformations within an ensemble, such that
when one conformation is removed from solution (for example,
by binding to a target), the overall conformational ensemble
rebalances back towards the depleted structure.15,19 Therefore,
the structures capable of binding to a target need not be highly
, Medford, Massachusetts, 02155, USA.
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populated in the solution ensemble, and conformations of
lower populations can play an essential role in biological
activity. The ability to efficiently predict the various structures
a cyclic peptide can adopt, along with the population for each
structure, would signicantly advance our ability to rationally
design these important and interesting molecules.20–22

Recent computational methods have made strides in
designing well-structured cyclic peptides that preferentially
populate a single conformation.23,24 For example, the soware
improvements such as in Rosetta have enabled researchers to
design highly structured cyclic peptides, in particular, by
incorporating both L- and D-prolines.23 Nonetheless, for the
majority of cyclic peptides, which oen display many solvent-
exposed backbone C]O and N–H bonds and sometimes even
are associated with caged water molecules,25–29 peptide–water
interactions need to be described at the molecular level. The use
of an explicit-solvent model is thus critical to accurately
describe their energetics and structural preferences in solu-
tion.30 To enable efficient simulations of cyclic peptides using
explicit-solvent molecular dynamics (MD) simulations, we
recently tailored an enhanced sampling method to cyclic
peptides.31 This method uses bias-exchange metadynamics32,33

to target the essential transitional motions of cyclic peptides31
Chem. Sci., 2021, 12, 14927–14936 | 14927
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and has enabled systematic studies of cyclic-peptide variants
using explicit-solvent MD simulations to identify well-
structured cyclic peptides.34,35 Taking advantage of the
improved simulation efficiency, our group also performed
simulations of basis-set cyclic-peptide sequences and developed
a scoring function approach that can be used to design well-
structured cyclic peptides lacking proline residues, thereby
signicantly expanding the available sequence space for well-
structured cyclic peptide design.24

The ability to discover and design well-structured cyclic
peptides is valuable, and since in these cases, the most-
populated structure dominates in the Boltzmann-weighted
averages of simulated observables, it is more straightforward
to compare the most-populated structure predicted to results
from solution NMR spectroscopy to verify the accuracy of the
predictions. However, these methods are unable to predict the
full structural ensembles of poorly-structured cyclic peptides
that adopt multiple low-population conformations in solution.
As most cyclic peptides likely adopt multiple conformations in
solution, the ultimate capability of describing the solution
structural ensembles of both well-structured and poorly-
structured cyclic peptides is essential to cyclic-peptide thera-
peutic development. This work aims to substantially expand our
predictive capability from the current status of only being able
to discover and design well-structured cyclic peptides to actually
efficiently predicting the full structural ensembles of both well-
and non-well-structured cyclic peptides as one would obtain in
MD simulations, but to do so in just a few seconds of compu-
tation time (Fig. 1). We rst show that, although our previous
scoring function can identify well-structured cyclic pentapep-
tides, it is unable to predict the behaviors of non-well-structured
Fig. 1 The Structural Ensembles Achieved by Molecular Dynamics and
(MD) simulation and machine learning to enable efficient prediction of c
training dataset, a StrEAMMmodel can be built that quickly predicts the s
and non-well-structured cyclic peptides. In the cyclic-peptide sequence
example structural ensembles given on the right, cyclo-(avVrr) is con
structure being >50%; on the other hand, cyclo-(SVFAa) is non-well-stru

14928 | Chem. Sci., 2021, 12, 14927–14936
cyclic pentapeptides. We then use MD simulations to generate
structural ensembles of a set of cyclic pentapeptides with
various sequence features. Using these simulation results as
training datasets, we are able to train models that can predict
the structural ensemble, i.e., populations of various structures,
for a new cyclic-peptide sequence. This new method, Structural
Ensembles Achieved by Molecular Dynamics and Machine
Learning (StrEAMM), enables us to rapidly predict MD-quality
structural ensembles of cyclic pentapeptides, be they well-
structured or not, with very minimal computational effort.

2. Results
2.1 Extant scoring function cannot predict the structural
ensembles of non-well-structured cyclic peptides

We began by building and testing a scoring function analogous
to the one developed by Slough et al.24 but with two major
improvements. First, Slough et al. described a cyclic-
pentapeptide structure using specic turn combinations
(some type of b turn at residues i and i + 1 and some type of tight
turn at residue i + 3).24 Because cyclic pentapeptides can adopt
conformations other than these canonical turn combinations,
we separated the (f, j) space into 10 different regions and
denoted each region with a structural digit (B,P, G,L, Z, b,p, g,
l, or z; see “Structural analysis” in the Methods section for more
detail). Thus, a cyclic-pentapeptide structure can be described
using a 5-letter code (for example, lbPlz). Second, while Slough
et al. used a dataset containing 57 cyclo-(X1X2AAA) peptides with
Xi being one of the eight amino acids (G, A, V, F, N, S, D, and R),
we used 106 cyclo-(X1X2GGG) peptides with Xi being one of the
15 amino acids: G, A, V, F, N, S, D, R, a, v, f, n, s, d, and r, with
Machine Learning (StrEAMM) method integrates molecular dynamics
yclic-peptide structural ensembles. Using MD simulation results as the
tructural ensembles of cyclic peptides of new sequences for both well-
s shown on the left, lowercase letters denote D-amino acids. In the two
sidered well-structured with the population of the most-populated
ctured with no conformation whose population is >50%.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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lower-case letters denoting D-amino acids. In the dataset, each
sequence contained one unique nearest-neighbor pair with the
rest of the sequence lled by Gly's (see Dataset 1 in the Methods
section for more detail). The new dataset was also extended to
include D-amino acids, which are commonly used in cyclic-
peptide drug development efforts, both to improve the capa-
bility of stabilizing desired conformations and to reduce enzy-
matic degradation. In this scoring function, herein termed
Scoring Function 1.0, the score of cyclo-(X1X2X3X4X5) adopting
a specic structure S1S2S3S4S5 was computed as:

ScoreX1X2X3X4X5

S1S2S3S4S5
¼ pX1X2GGG

S1S2S3S4S5
þ p

GX2X3GG
S1S2S3S4S5

þ p
GGX3X4G
S1S2S3S4S5

þ pGGGX4X5

S1S2S3S4S5

þ pX1GGGX5

S1S2S3S4S5
;

(1)

where pX1X2GGG
S1S2S3S4S5was the population of structure S1S2S3S4S5

observed in the cyclo-(X1X2GGG) simulation, and so forth
(Fig. 2a). Ideally, the ve parent sequences, X1X2GGG, GX2X3GG,
Fig. 2 Extant scoring function and new StrEAMM models. (a) Scoring F
Slough et al.,24 which uses 5 parent sequences cyclo-(X1X2GGG), cyclo-(G
capture the effects from the 5 nearest-neighbor pairs and sums the pop
build the final score. (b) StrEAMM (1,2)/sys. This model considers the effe
the population of a structure can be expressed by the summation of the fi

(1,2)+(1,3)/sys and StrEAMM (1,2)+(1,3)/random. These models consider
neighbor residues, i.e., both (1,2) and (1,3) interactions. The logarithm of t
10 weights and the weight related to the partition function. R groups o
different structural digits (see “Structural analysis” in the Methods sectio

© 2021 The Author(s). Published by the Royal Society of Chemistry
GGX3X4G, GGGX4X5, and X1GGGX5 would capture how nearest-
neighbor pairs X1X2, X2X3, X3X4, X4X5, and X5X1 impact the
structural preferences of cyclo-(X1X2X3X4X5), respectively.

To evaluate the performance of the scoring functions, we ran
MD simulations of 50 cyclic peptides with random sequences and
used their structural ensembles as the test dataset (see Dataset 4
in theMethods section formore detail, and see List S2 in the ESI†
for the exact sequences). Fig. 3 shows the performance of Scoring
Function 1.0 for predicting the populations of specic structures
adopted by these 50 random sequences. We found the scoring
function successfully predicted the most-populated structures of
11 out of the 50 test cyclic peptides (orange stars in Fig. 3; also see
Fig. S2,† boxed in green). Three cyclic peptides in the test dataset
were considered well-structured, i.e., the population of the most-
populated structure was >50%, and their most-populated struc-
tures were all predicted successfully. These data suggested that
Scoring Function 1.0 was capable of identifying well-structured
sequences. However, for structures with low populations, the
unction 1.0. This scoring function is similar to the one developed by
X2X3GG), cyclo-(GGX3X4G), cyclo-(GGGX4X5), and cyclo-(X1GGGX5), to
ulations observed in the MD simulations of the 5 parent sequences to
cts of the nearest-neighbor pairs as effective weights. The logarithm of
ve weights and the weight related to the partition function. (c) StrEAMM
interactions between both the nearest-neighbor and next-nearest-

he population of a structure can be expressed by the summation of the
f amino acids are represented by spheres. Different colors stand for
n).

Chem. Sci., 2021, 12, 14927–14936 | 14929
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Fig. 3 The comparison between scores predicted by Scoring Function
1.0 and the actual populations of various structures observed in theMD
simulations of 50 random sequences in the test dataset (Dataset 4).
Only structures whose observed populations in MD simulations are
above 1% or whose predicted scores are above 0.01 are shown.
Scoring Function 1.0 successfully predicts the most-populated
structures of 11 out of the 50 cyclic peptides in the test dataset and
these 11 structures are shown as orange stars. There is a poor corre-
lation between the observed populations in MD simulations and the
predicted scores for structures with low populations (highlighted by
red circles).

Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

5 
N

ov
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 1

/2
0/

20
26

 8
:1

4:
33

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
scores and the observed populations in MD simulations showed
a poor correlation (highlighted by red circles in Fig. 3; the Pear-
son correlation coefficient of all the data points was 0.396),
suggesting that Scoring Function 1.0 was unable to predict the
behaviors of non-well-structured cyclic peptides. To further
highlight this issue, in Fig. 4 we show the structures and pop-
ulations of the three most-populated conformations observed in
the simulations of a well-structured cyclic peptide, cyclo-(avVrr),
and of a non-well-structured cyclic peptide, cyclo-(SVFAa), along
with the scores predicted by Scoring Function 1.0. While Scoring
Function 1.0 provided scores that correlated well with the pop-
ulations of the three most-populated conformations for the well-
structured cyclo-(avVrr) (scores of 1.284, 0.024, and 0.027 vs. the
actual populations of 58.6%, 5.0%, and 4.6% observed in the MD
simulations, respectively), it was unable to predict the behavior of
the non-well-structured cyclo-(SVFAa) (scores of 0.028, 0.166, and
0.033 vs. the actual populations of 19.2%, 15.3%, and 8.5%
observed in the MD simulations, respectively).

2.2 StrEAMM (1,2)/sys: optimizing (1,2) interaction weights
to predict populations of cyclic peptide structures

We found that Scoring Function 1.0 was unable to predict pop-
ulations of structures that were not highly populated (Fig. 3) and
could not be used to describe conformational ensembles of non-
well-structured cyclic peptides. In Scoring Function 1.0, the pre-
dicted score was a simple summation of the populations observed
in the MD simulations of the ve parent sequences—the higher
the score, the more likely that the structure was preferred.
Examination of eqn (1) suggests that if a structure does not
populate highly in the training dataset, i.e., in cyclo-(X1X2GGG)
peptides, then there is little chance for cyclic peptides of any
14930 | Chem. Sci., 2021, 12, 14927–14936
sequences to be predicted to have a large population for that
particular structure. We hypothesized that the issue results from
the requirement of simply summing the ve populations to
obtain the score and that these populations are strictly derived
from cyclo-(X1X2GGG). Thus, a different scoring scheme that is
not merely summing the populations observed in the MD simu-
lations of the ve parent sequences, but somehow extracts and
embeds effective (1,2) interaction contributions on a cyclic
peptide's structural preferences is needed. Furthermore, in
Scoring Function 1.0, the populations observed in the MD simu-
lations of the parent sequences were summed to obtain a score;
however, the exact relationship between a score and the pop-
ulation was unclear.

To overcome all these challenges, we devised our Structural
Ensembles Achieved by Molecular Dynamics and Machine
Learning (StrEAMM) model StrEAMM (1,2)/sys, which incorpo-
rated (1,2) interactions and was trained using the systematic
cyclo-(X1X2GGG) training dataset (Dataset 1). In StrEAMM (1,2)/
sys, the predicted population of cyclo-(X1X2X3X4X5) adopting
a specic structure S1S2S3S4S5 was computed as:

p
X1X2X3X4X5

S1S2S3S4S5
¼ exp

�
wX1X2

S1S2
þ w

X2X3

S2S3
þ w

X3X4

S3S4
þ wX4X5

S4S5
þ wX5X1

S5S1

�.
Q:

(2)

Here, wXiXiþ1
SiSiþ1

was the weight assigned when residues XiXi+1

adopted structure SiSi+1, Xi was one of the 15 amino acids (G,
A, V, F, N, S, D, R, a, v, f, n, s, d, and r), and Si was one of the 10
structural digits (B,P, G, L, Z, b, p, g, l, and z). The expression
(in the logarithmic form) is illustrated in Fig. 2b. The weights
were designed to represent the effective free energy contribu-
tion from residues XiXi+1 adopting structure SiSi+1, and the
contributions from different nearest-neighbor pairs were
presumed to be additive. A partition function Q and an expo-
nential operation were introduced to convert the nal effective
free energy to a predicted population. The weights and the
partition functions were then determined by weighted least
squares tting to minimize the difference between the pre-
dicted populations and the actual populations observed in the
MD simulations of the training sequences (see ESI† for more
detail).

Fig. 5a compares the tted populations and the observed
populations in the MD simulations of the training dataset (106
cyclo-(X1X2GGG) peptides with Xi being one of the 15 repre-
sentative amino acids; see Dataset 1 in the Methods section for
more detail). Fig. 5a shows a Pearson correlation coefficient of
0.943 between the tted and observed populations. However,
large deviations were observed for structures with small pop-
ulations (Fig. 5a, red circle).

We then tested the performance of StrEAMM (1,2)/sys on 50
random cyclic-peptide sequences (Dataset 4), the same test
dataset used for Scoring Function 1.0. We found the model
successfully predicted the most-populated structures of 12 out
of the 50 test cyclic peptides (orange stars in Fig. 5b; also see
Fig. S4,† boxed in green), including the three well-structured
cyclic peptides whose most-populated structure was larger
than 50%. However, StrEAMM (1,2)/sys still did not perform
well at predicting the full structural ensembles, especially for
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Comparison of performance of Scoring Function 1.0 and the StrEAMM models on two example cyclic peptides. (a) Cyclo-(avVrr), a well-
structured cyclic peptide with the population of the most-populated structure being >50% (58.6%). (b) Cyclo-(SVFAa), a non-well-structured
cyclic peptide that adopts multiple conformations with small populations. For each cyclic peptide, the three most-populated structures are
shown, with a representative conformation shown in sticks and 100 randomly selected conformations shown in magenta lines. The actual
populations observed in the MD simulations of the two cyclic peptides are given and compared to the predictions made by Scoring Function 1.0,
StrEAMM (1,2)/sys, StrEAMM (1,2)+(1,3)/sys, and StrEAMM (1,2)+(1,3)/random.
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non-well-structured cyclic peptides, as indicated by the low
Pearson correlation coefficient of 0.593 and a large weighted
error of 4.452 (Fig. 5b). This observation suggests that interac-
tions other than nearest-neighbor (1,2) interactions are impor-
tant for determining the structural preferences of cyclic
peptides and should be included in the model or, alternatively,
that the training dataset needs to be expanded.
2.3 StrEAMM (1,2)+(1,3)/sys and StrEAMM (1,2)+(1,3)/
random: including both (1,2) and (1,3) interaction weights

Next, we hypothesized that incorporating higher-order, longer-
range contributions, specically (1,3) interactions, as well as
nearest-neighbors (1,2) interactions, would further enhance
predictions of full structural ensembles of cyclic peptides. In
this case, the population of cyclo-(X1X2X3X4X5) adopting
a specic structure S1S2S3S4S5, p

X1X2X3X4X5
S1S2S3S4S5 was computed as:

p
X1X2X3X4X5

S1S2S3S4S5
¼ exp

�
wX1X2

S1S2
þ w

X2X3

S2S3
þ w

X3X4

S3S4
þ wX4X5

S4S5
þ wX5X1

S5S1

þw
X1_X3

S1S2S3
þ wX2_X4

S2S3S4
þ w

X3_X5

S3S4S5
þ wX4_X1

S4S5S1
þ wX5_X2

S5S1S2

�.
Q: (3)
© 2021 The Author(s). Published by the Royal Society of Chemistry
Here, wXiXiþ1
SiSiþ1

was the weight assigned when residues XiXi+1

adopted structure SiSi+1; w
Xi_Xiþ2
SiSiþ1Siþ2

was the weight assigned when
residues Xi_Xi+2 adopted structure SiSi+1Si+2. Note that in
describing (1,3) interactions, we also included the structural
digit of themiddle residue. This decision recognized that the (f,
j) dihedrals of the middle residue would likely affect the rela-
tive distance and orientation between residues Xi and Xi+2.
However, the description did not consider the identity of the
amino acid at the middle residue Xi+1, only the structural digit.
The expression (in the logarithmic form) is illustrated in Fig. 2c.
The weights were then determined by weighted least squares
tting to minimize the difference between the predicted pop-
ulations and the actual populations observed in the MD simu-
lations of the training sequences.

To train the weights related to both (1,2) and (1,3) interac-
tions, we devised two training datasets. The rst training
dataset included 204 cyclo-(X1X2GGG) and cyclo-(X1GX3GG)
peptides (see Dataset 2 in the Methods section for more detail),
and the resulting model was termed StrEAMM (1,2)+(1,3)/sys.
The second training dataset included 705 cyclo-(X1X2X3X4X5)
peptides of semi-random sequences that ensured all X1X2X3

patterns were observed and each X1X2 and X1_X3 patterns
Chem. Sci., 2021, 12, 14927–14936 | 14931
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Fig. 5 Weighted least squares fitting results for the training dataset (top row) and the performance on the test dataset (bottom row) of the three
StrEAMM models. (a and b) StrEAMM (1,2)/sys. (c and d) StrEAMM (1,2)+(1,3)/sys. (e and f) StrEAMM (1,2)+(1,3)/random. Top row: comparison
between the fitted populations and the actual populations of various structures observed in the MD simulations of the training dataset. Bottom
row: comparison between the populations predicted by each StrEAMM model and the actual populations of various structures observed in the
MD simulations of 50 random test sequences; only structures with observed populations or predicted populations >1% are shown. Predicted
populations in b, d, and f were calculated by eqn (2), (3), and (3), respectively. Pearson correlation coefficient (R), weighted error

(WE ¼

X
i

pi;observed
���pi;observed � pi;theory

���
X
i

pi;observed
, where pi,theory is the fitted population or the predicted population), and weighted squared error

(WSE ¼

X
i

pi;observedðpi;observed � pi;theoryÞ2
X
i

pi;observed
) were calculated. Gray lines show where the fitted/predicted populations equal the observed pop-

ulations. StrEAMM (1,2)/sys, StrEAMM (1,2)+(1,3)/sys, and StrEAMM (1,2)+(1,3)/random successfully predict the most-populated structures of 12,
30, and 43 out of the 50 cyclic peptides in the test dataset, respectively, and these structures are shown as orange stars in b, d, and f.
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appeared at least 15 times (see Dataset 3 in the Methods section
for more detail); the resulting model was termed StrEAMM
(1,2)+(1,3)/random.

Fig. 5c compares the observed populations in MD simula-
tions and the tted populations from StrEAMM (1,2)+(1,3)/sys
for the training dataset in Dataset 2. Fig. 5e compares the
observed populations in MD simulations and the tted pop-
ulations from StrEAMM (1,2)+(1,3)/random for the training
dataset in Dataset 3. The results from both models show a clear
correlation between the tted and the observed populations.

We then tested StrEAMM (1,2)+(1,3)/sys and StrEAMM
(1,2)+(1,3)/random on 50 random cyclic-peptide sequences in
Dataset 4, the same test dataset used for Scoring Function 1.0
and StrEAMM (1,2)/sys. For both StrEAMM (1,2)+(1,3)/sys and
StrEAMM (1,2)+(1,3)/random (Fig. 5d and f), the correlation
between the observed populations in MD simulations and
predicted populations was much improved over Scoring Func-
tion 1.0 (Fig. 3) and StrEAMM (1,2)/sys (Fig. 5b). StrEAMM
14932 | Chem. Sci., 2021, 12, 14927–14936
(1,2)+(1,3)/sys successfully predicted the most-populated struc-
tures of 30 of the 50 test cyclic peptides (orange stars in Fig. 5d;
also see Fig. S6,† boxed in green), and the Pearson correlation
coefficient was 0.912 when comparing the predicted and the
observed populations. The weighted error also dropped to
2.972. The results were even more impressive for StrEAMM
(1,2)+(1,3)/random, which successfully predicted the most-
populated structures of 43 of the 50 test cyclic peptides
(orange stars in Fig. 5f; also see Fig. S8,† boxed in green). The
Pearson correlation coefficient was 0.974 between the predicted
and the observed populations. The weighted error was 1.543.
Fig. 4 shows that StrEAMM (1,2)+(1,3)/random not only
described the structural ensemble of the well-structured cyclo-
(avVrr), but also successfully predicted the structural ensemble
of the non-well-structured cyclo-(SVFAa). In fact, StrEAMM
(1,2)+(1,3)/random consistently predicted the structural
ensembles even for cyclic peptides whose most-populated
structure represented as little as 10% of the total ensemble.
© 2021 The Author(s). Published by the Royal Society of Chemistry
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2.4 Experimental evaluation

In the work of Slough et al., cyclo-(GNSRV) was predicted to be
a well-structured cyclic peptide.24 However, in their work, they
could not predict the exact population. The comparison
between the prediction of StrEAMM models and the MD
simulation results are shown in Fig. S14.† The predicted pop-
ulations by StrEAMM (1,2)+(1,3)/sys and StrEAMM (1,2)+(1,3)/
random are close to the observed populations in the MD
simulations. The two structures pLZLB and pGZLB with the
most and the second most populations correspond to a type II0

b turn at 1GN2 and an aR tight turn at R4, which was supported
by NMR experiments.24
3. Discussion

By considering the effects of both (1,2) and (1,3) interactions on
a cyclic pentapeptide's structural preferences, we were able to
use MD simulation results to train machine-learning models
that are capable of quickly predicting MD-quality structural
ensembles for cyclic pentapeptides in the whole sequence
space. This approach greatly reduces the need to perform
computationally expensive explicit-solvent simulations.
Whether the predicted structural ensembles accurately match
experimental results will depend on the force eld used to
generate theMD simulation results themodel is trained on. The
force eld used here was the residue-specic force eld 2
(RSFF2)36,37 and TIP3P water model.38 RSFF2 was previously
shown to be able to recapitulate the crystal structures of 17 out
of 20 cyclic peptides.39 RSFF2 was also used to predict well-
structured cyclic peptides, and the predicted results were sup-
ported by solution NMR experiments.24,35 Should a different
force eld be preferred or an improved force eld be developed,
the approach reported here can be used to build new StrEAMM
models for the chosen or improved force eld by regenerating
the MD simulation results and retraining the model.

The StrEAMM model can be easily extended to larger cyclic
peptides, simply by also accounting for longer-range two-body
interactions beyond (1,2) and (1,3) pairs that may also be
important. For example, cyclic hexapeptides tend to form
a double-ended b hairpin and, in this case, we expect that the
(1,4) pair that forms intramolecular hydrogen bonds can be
important in inuencing the structural preferences. Nonethe-
less, the current model performs nicely without including
higher-body interactions, i.e., three-body interactions, four-
body interactions, etc.

We note that when the size of the cyclic peptide increases,
one can observe more pairwise interaction patterns in a single
sequence. For example, a cyclic pentapeptide has 5�(1,2) pairs
and 5�(1,3) pairs, while a cyclic hexapeptide has 6�(1,2) pairs,
6�(1,3) pairs, and 6�(1,4) pairs. Therefore, it is important to
note that, to observe all possible patterns of two-body interac-
tions in a semi-random training set like Dataset 3, the number
of cyclic peptides that must be simulated for the training set
actually decreases as the size of the cyclic peptides increases.
This feature of our approach makes extendibility to larger cyclic
peptides even more straightforward.
© 2021 The Author(s). Published by the Royal Society of Chemistry
In this paper, we included 15 representative D- and L-amino
acids in the StrEAMM models, but the StrEAMM method can
certainly be extended to include more amino acids in the
library. As an example, we extended StrEAMM (1,2)+(1,3)/sys to
include 37 amino acids (both the D- and L-forms of all the
common amino acids, except Pro which tends to form cis
peptide bonds). The resulting model, StrEAMM (1,2)+(1,3)/sys37
was able to predict the structures of 75 new sequences with
a weighted error of 4.907 (Fig. S9b and see Section 2.2.3 in the
ESI† for more detail).

In the present study, we elected to explicitly build in the (1,2)
and (1,3) interactions in the model for good interpretability. We
are also exploring using neural networks to train the StrEAMM
model, which will be more difficult to interpret but allow one to
embed complicated interaction patterns more easily and
further improve the model accuracy. Furthermore, to be even
more efficient at incorporating various amino acids in the
library, instead of using one-hot encoding, one can represent
each amino acid using its chemicophysical properties40 or
ngerprints41,42 to reduce the number of independent variables
in the model. As an example, we trained StrEAMMmodels using
a graph neural network (GNN) and ngerprints to encode the
amino acids. When we used the 705 semi-random cyclo-
(X1X2X3X4X5) peptides that contained the 15 representative
amino acids (Dataset 3) as the training dataset, the resulting
StrEAMM GNN/random was able to predict the structures of 50
new sequences that contained 15 amino acids with a weighted
error of 1.319 (Fig. S10b and see Section 2.3 in the ESI† for more
detail). Because of the use of ngerprints, StrEAMM GNN/
random was able to predict structural ensembles of cyclic
peptides containing amino acids not present in the training
dataset. For example, it was able to predict the structural
ensembles of 25 cyclic peptides that contained 37 amino acids
with a weighted error of 5.232 (Fig. S10c†). We could further
improve the model performance by adding in the training
dataset only 50 additional sequences that contained 37 amino
acids. The resulting model, StrEAMM GNN/random37 was able
to predict the structural ensembles of 25 cyclic peptides
that contained 37 amino acids with a weighted error of 2.953
(Fig. S11c†). These results demonstrate the modularity of the
StrEAMM method and its ready extendibility.

In our current structural-digit map, the regions are well
dened and xed (Fig. 6). In general, the binning map is
capable of separating the major peaks of the Ramachandran
plots of all amino acids in our analysis (Fig. S13†). We expect
that the model can also be extended to include beta amino
acids, N-methylated amino acids, nonpeptidic linkages, etc. To
describe the backbone of a beta amino acid, one needs 3
dihedral angles, and a separate binning map is needed, which
can be a 3D map, and not necessary a 2D map like the Ram-
achandran map we used in the paper. Similarly, for cyclic
peptides with nonpeptidic linkages, one would need a binning
map different from the peptide backbone for the nonpeptidic
linkages. The structural digits for a cyclic peptide with both
peptide and nonpeptidic backbones would be a mixing of digits
from the Ramachandran map and the separate maps for those
special amino acids and linkages.
Chem. Sci., 2021, 12, 14927–14936 | 14933
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Fig. 6 The Ramachandran plot is divided into 10 regions for structural
description. (a) The total probability distribution of (f, j) of the five
residues of cyclo-(GGGGG). (b) According to the distribution in a, the
(f, j) space was discretized into 10 regions: L, l, G, g, B, b,P, p, Z, and
z.
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4. Conclusions

To our knowledge, StrEAMM is the rst method capable of
efficiently predicting complete MD-quality structural ensembles
for cyclic peptides without direct MD simulations. For example,
the new models (StrEAMM (1,2)+(1,3)/sys and StrEAMM
(1,2)+(1,3)/random) developed here can be used to quickly
estimate structural descriptions of previously unsimulated
cyclic pentapeptides without the need to run any new MD
simulations. It takes <1 second to use StrEAMM (1,2)+(1,3)/sys
or StrEAMM (1,2)+(1,3)/random to make a prediction of the
structural ensemble for a cyclic pentapeptide, instead of days of
running and analyzing an explicit-solvent MD simulation
(approximately 80 hours using 15 cores of Intel Xeon E5-2670 or
56 hours using 15 cores of Intel Xeon Gold 6248 + 1 NVIDIA
Tesla T4). Aer being trained, a StrEAMM model can predict
structural ensembles for cyclic peptides of the same ring size in
the whole sequence space. Such a capability of predicting
structural ensembles of both well-structured and non-well-
structured cyclic peptides will greatly enhance our ability to
develop cyclic peptides with desired structures and even engi-
neer their chameleonic properties.

In this paper, we apply the StrEAMM method to head-to-tail
cyclized pentapeptides. The method can be readily extended to
larger cyclic peptides. We also expect the StrEAMM method to
work well in describing macrocycles with other types of linkers
or staples. We are currently exploring these applications, as well
as the use of various neural network models and different ways
to encode amino acids.

5. Methods
5.1 MD simulations

The structural ensembles of cyclic peptides in water were
sampled using bias-exchange metadynamics simulations32,33

with the residue-specic force eld 2 (RSFF2)36,37 and TIP3P
water model.38 See ESI† for details on simulation setup.

5.2 Structural analysis

Conformations of cyclic pentapeptides were described by the
backbone dihedrals {fi,ji; i ¼ 1–5}. We found that the structure
of a b turn plus a tight turn (aL, aR, g, or g0 turn) used by Slough
14934 | Chem. Sci., 2021, 12, 14927–14936
et al.24 could not describe all possible structures, so we used
another method by discretizing the (f, j) space into different
regions and denoting each region with a structural digit. To do
this, we rst analyzed the (f, j) space of cyclo-(GGGGG).
Because Gly is achiral and the most exible amino acid, it is
assumed to provide a universal binningmap that can be used by
others, including both D- and L-amino acids. The (f, j) distri-
bution of cyclo-(GGGGG) was rst clustered by a grid-based and
density peak-based method with centroids identied.43 All the
grid points in the Ramachandran plot were then assigned to
their closest centroid, forming 10 regions, each of which was
assigned a letter: L, l, G, g, B, b, P, p, Z, or z (Fig. 6 and see
Section 3 in the ESI† for more detail). As expected, the map is
centrosymmetric. With this map, each conformation of a cyclic
pentapeptide can be represented by a ve-digit string. For
example, the conformation “Plzlb” indicates that the rst
residue of the cyclic pentapeptide is in the “P” region of the
Ramachandran plot, while the second, third, fourth, and h
residues fall in the “l”, “z”, “l”, and “b” regions, respectively.
5.3 Datasets

We used data from the MD simulations to train and test the
models, because experimental information of structural
ensembles of cyclic peptides is scarce and difficult to obtain.
Fieen amino acids were used in this study: G, A, V, F, N, S, D, R,
a, v, f, n, s, d, and r; lowercase letters denote D-amino acids.
These amino acids were chosen to include Gly (achiral), and
both the L- and D-form of alanine (a vanilla amino acid), valine
(with b branching), phenylalanine (with an aromatic side
chain), asparagine (with an amide group in the side chain),
serine (with a hydroxyl group in the side chain), aspartate (with
a negatively charged side chain), and arginine (with a positively
charged side chain).

Training dataset for Scoring Function 1.0 and StrEAMM
(1,2)/sys (Dataset 1): This dataset included 106 systematic
sequences: cyclo-(GGGGG), cyclo-(X1GGGG), cyclo-(X1X2GGG),
and cyclo-(X1x2GGG), with Xi being one of the seven L-amino
acids and xi being one of the seven D-amino acids. Generally,
each sequence contained one unique nearest-neighbor pair
with the rest of the sequence lled by Gly's. Gly was used as the
ller amino acid because it is achiral and has no sidechains,
allowing sampling the most conformational space. The enan-
tiomers of these cyclic peptides, i.e., cyclo-(x1GGGG), cyclo-
(x1x2GGG), and cyclo-(x1X2GGG) were not simulated, and their
structural ensembles were inferred from the 105 simulated
cyclic peptides.

Training dataset for StrEAMM (1,2)+(1,3)/sys (Dataset 2):
This dataset included 204 systematic sequences: cyclo-
(GGGGG), cyclo-(X1GGGG), cyclo-(X1X2GGG), cyclo-(X1x2GGG),
cyclo-(X1GX2GG), and cyclo-(X1Gx2GG), with Xi being one of the
seven L-amino acids and xi being one of the seven D-amino acids.
Each sequence contained one unique nearest-neighbor or next-
nearest-neighbor pair with the rest of the sequence lled by
Gly's. Again, the enantiomers of these cyclic peptides were not
simulated, and their structural ensembles were inferred from
the 203 simulated cyclic peptides.
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Training dataset for StrEAMM (1,2)+(1,3)/random (Dataset
3): This dataset included 705 “random” sequences that were
generated using the following protocol. When building the
sequence pool, we required (1) the number of sequences to be as
small as possible, (2) X1_X2 to sandwich all the possible amino
acids, i.e., all X1X2X3 patterns were observed, (3) no enantiomers
and (4) not double-counting sequences that were the same
cyclic peptides aer cyclic permutation. See List S3 in the ESI†
for the sequences of the 705 random cyclic peptides.

Test dataset (Dataset 4): 50 random sequences were used as
the test dataset. It was ensured that there were no equivalent
sequences aer cyclic permutation and there were no two
sequences that were enantiomers to each other. See List S2 in
the ESI† for the sequences of the 50 test cyclic peptides.

5.4 Training of StrEAMM models

Details on how the weights in StrEAMM (1,2)/sys, StrEAMM
(1,2)+(1,3)/sys, and StrEAMM (1,2)+(1,3)/random were obtained
can be found in the ESI.†

Data availability

Due to their large size, the MD simulation datasets are not
publicly available but are available from the authors upon
request.
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