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nd harmonic generation signals†

Yann Foucaud, *a Bertrand Siboulet,a Magali Duvail,a Alban Jonchere,a Olivier Diat,a

Rodolphe Vuilleumier *b and Jean-François Dufrêche *a

Second harmonic generation (SHG) has emerged as one of the most powerful techniques used to

selectively monitor surface dynamics and reactions for all types of interfaces as well as for imaging non-

centrosymmetric structures, although the molecular origin of the SHG signal is still poorly understood.

Here, we present a breakthrough approach to predict and interpret the SHG signal at the atomic level,

which is freed from the hyperpolarisability concept and self-consistently considers the non-locality and

the coupling with the environment. The direct ab initio method developed here shows that a bulk

quadrupole contribution significantly overwhelms the interface dipole term in the purely interfacial

induced second-order polarisation for water/air interfaces. The obtained simulated SHG responses are in

unprecedented agreement with the experimental signal. This work not only paves the road for the

prediction of SHG response from more complex interfaces of all types, but also suggests new insights in

the interpretation of the SHG signal at a molecular level. In particular, it highlights the modest influence

of the molecular orientation and the high significance of the bulk quadrupole contribution, which does

not depend on the interface, in the total experimental response.
Introduction

Since its discovery by Franken et al. in 1961,1 second harmonic
generation (SHG) has emerged as one of the most powerful
techniques used to selectively monitor surface dynamics and
reactions for all types of interfaces at an atomic level2–6 as well as
for characterising and imaging non-centrosymmetric struc-
tures.7–10 SHG is a nonlinear optical process based on the
conversion of two photons of the same frequency into a single
photon of twice the fundamental frequency.11 This method is
known to be highly sensitive to the inversion-symmetry
breaking since, in centrosymmetric media, second-order
contributions responsible for its signal vanish, which implies
that the interfacial contribution is not overwhelmed by the
signal emitted by bulk species in such systems.3,4 Therefore,
SHG is widely employed to characterise equilibrium and
dynamic physical–chemistry processes of all types of interfaces,
including buried interfaces, as long as they are accessible by
light, with a high sensitivity to layers of adsorbates or contam-
inants.12–14 The interface-specicity of SHG was rst attributed
to the discontinuity of the electric eld at the interface induced
by the non-matching refractive indices, which results in the
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apparition of an interface quadrupole term in the induced
polarisation term.15–18 Some authors suggested that the
interface-specicity rather originates from the break in
symmetry, which ineluctably occurs at the interface between
two centrosymmetric media.19–21 Although SHG offers a selective
and thorough description of interfaces, the origin of the signal
at a molecular scale and the causes of its evolution over time
during interfacial process are poorly understood, while its
interpretation still mainly relies on a local response of the
polarisation epitomized by the molecular
hyperpolarisability.2–4,7,22

In SHG experiments, the measured intensity is directly
related to the surface second-order electric susceptibility,2,12

cs
(2), which links the surface non-linear polarisation at 2u,

Ps
(2)(2u), of the interface to the applied electric eld E(u):

Ps,a
(2)(2u) ¼ cs,abg

(2)Eb(u)Eg(u), (1)

where a, b, g indicate the three spatial directions x, y, z. For
a plane water–air interface, the non-linear susceptibility,
cs,abg

(2), contains only three non-zero independent components
that are deduced from SHG experimental intensities and

generally expressed as ratios,
cs;zzz

ð2Þ

cs;xxz
ð2Þ and

cs;zxx
ð2Þ

cs;xxz
ð2Þ : The surface

polarisation Ps is the integral over a slab that encloses the
interface of some local polarisation Ps(z). The local polarisation
itself is a material property and, while the modern theory of
polarisation allows for a proper denition of the bulk polar-
isation, permitting, for example, to compute dielectric proper-
ties, ambiguities remain in the denition of an interface
© 2021 The Author(s). Published by the Royal Society of Chemistry
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polarisation.23 For molecular systems however, the local polar-
isation close to the interface can be obtained from a multipole
expansion. Based on the theoretical works that derived the
formalism of SHG18,20,21,24–26 and considering an interface in the
xy plane, we can write

Ps,a(z) ¼ Pmol,a(z) � VzQmol,za(z) + /. (2)

Upon integration over z, the molecular quadrupole density
contribution gives rise to a bulk quadrupole contribution to the
interface polarisation. As will be discussed later, the inclusion
of the bulk quadrupole density is fundamental and allows for
gauge invariance of the interface polarisation with respect to the
denition of the molecular centers. These different molecular
multipoles can be calculated from atomistic simulations. The
molecular dipole density can be straightforwardly related to the
molecular hyperpolarisability, but we will show that, by itself, it
does not explain the SHG signal of liquid water. We then
develop here a direct ab initio determination method that self-
consistently considers the non-locality and the coupling with
the environment and that is freed from the hyperpolarisability
concept, which strongly depends on the chemical environment
of themolecule,27–30 as displayed in Fig. S1.† For that, we employ
the Maximally Localised Wannier Functions31–33 (MLWF) in the
modern theory of polarisation34–36 to dene both molecular
dipoles and quadrupoles.
Results
Determining the second-order electric susceptibility

We rst conduct 10 ns classical molecular dynamics (CMD)
simulations of a plane water/air interface (Fig. 1a) containing
either 32 or 240 water molecules (see Fig. S4–S6† and associated
discussions for their characterisation). On regularly-extracted
snapshots, we carry out Density Functional Theory (DFT)
calculations with the application of various external electric
elds (Fig. 1b). It allows nely and realistically sampling the
electric eld range while considering the quadratic and inter-
action terms. The MLWF are employed to assess the average
position of electrons bands in molecules for each snapshot, by
calculating the positions of the Wannier centers aer the
wavefunctions are optimised (Fig. 1a), under the application of
the external electric eld. TheWannier centers are subsequently
used to determine separately the surface polarisation, Ps, in the
lower and the upper parts of the water slab, to avoid the inu-
ence of the reciprocal interfaces (For further discussions about
dipole moments, please report to Fig. S8† and associated text).
Since Ps is related to the applied external electric eld, E, by cs

(1)

and cs
(2), those latter can be tted using calculated Ps and input

E (see Fig. S2† and associated text for further details and
Fig. S9† for tting results). Following the discussions about the
discontinuity of the electric eld at the interface and based on
the literature,20,21 we consider the electric displacement current,
Dz, rather than Ez along z (see Fig. S3† and associated text) to
prevent the problem of the discontinuity of the electric eld
along z due to the interface. The 18 independent components of
cs

(2) are tted using the 25 pairs of (Ps,E) rst on slices along the
© 2021 The Author(s). Published by the Royal Society of Chemistry
z-axis (Fig. 1c) for the dipole contribution only, which allows
assessing the dependence of the dipole response to the depth of
the molecules.
The dipole contribution to the SHG signal

Each point of Fig. 1c corresponds to 20 water molecules, which
roughly represent half a layer. Only cs,zzz

(2),D, cs,zxx
(2),D, and

cs,xxz
(2),D are non-zero and independent (the x 4 y symmetry is

respected), which is consistent with the SHG formalism for
a water/air interface.2–4,11 Those three components are signi-
cant only for between 1 and 2 layers of water molecules at the
interface, before being zero in the bulk of water. This is
consistent with the high interface-specicity of SHG since only
the interfacial region displays a non-zero signal. Interestingly,
when only the dipole contribution is considered, cs,zzz

(2),D and
cs,xxz

(2),D are negative while cs,zxx
(2),D is positive. When whole

slab halves are considered, Ps,z
(2) displays a signicant concavity

along Dz and a slight convexity along Ex (Fig. 1d). This illustrates
the nonlinear dependence of Ps,z to the electric eld (or
displacement) components in two different ways: the quadratic
concave behaviour along Dz indicates a negative cs,zzz

(2),D while
the quadratic convex behaviour along Ex is attributed to a posi-
tive cs,zxx

(2),D, which is consistent with the trends observed in
Fig. 1c. Meanwhile, Ex and Dz do not interact since the quadratic
concave behaviour along Dz remains constant regardless of the
value of Ex and vice versa. Thus, the interaction parameter,
cs,zxz

(2),D, is not signicant, which is consistent with the physical
formalism of SHG.

Besides, Ps,x
(2) displays a typical negative interaction between

Ex and Dz, which indicates a negative cs,xxz
(2) term (Fig. 1e), in

agreement with Fig. 1c observation. Indeed, for Ex ¼ 0, Ps,x
(2)

remains constant around zero regardless of the value of Dz and
vice versa while Ps,x

(2) increased or decreased signicantly when
both Ex and Dz increased in absolute value. Overall, according to

Fig. 1c–e, one of the two calculated ratios

 
cs;zxx

ð2Þ

cs;xxz
ð2Þ

!
is negative

due to the negative cs,xxz
(2) and the positive cs,zxx

(2) components
(all the tted components of c(1)s and cs

(2) are reported and
discussed in Table S3† and associated text), which is inconsis-
tent with our experimental values and with the values reported
in the literature (reported in Table S2†). This unsound negative
ratio is obtained whatever the cell sizes (32 and 240 molecules)
and for various exchange-correlation functionals, with and
without prior geometry optimisation, and for a high number of
considered snapshots.
Adding the bulk quadrupole contribution

Considering the failure of sole dipole terms to predict an
appropriate cs

(2), we then include the quadrupole contribution
in the surface polarisation for the tting procedure (see eqn
(S25) to (S31)† and associated text). The tted components of
cs

(1) and cs
(2) including quadrupole contribution are given in

Table S3† while the inuence of the number of molecules
considered in the bulk quadrupole on the ratios is assessed and
discussed in Fig. S13† and associated text.
Chem. Sci., 2021, 12, 15134–15142 | 15135
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Fig. 1 (a) The two CMD simulation boxes used for the ab initio determination of cs,zzz
(2), cs,zxx

(2), and cs,xxz
(2); WC ¼ Wannier centers. (b) 3D

representation of the 25 external electric fields applied on each snapshot of the CMD simulation trajectory. (c) The dipole component of cs,zzz
(2),

cs,zxx
(2), and cs,xxz

(2) calculated on slices of the water slab along the z-axis for the system containing 240watermolecules. (d) Ps,z
(2) as a function of

Ex and Dz, without the inclusion of the bulk quadrupole contribution. (e) Ps,x
(2) as a function of Ex and Dz, without the inclusion of the bulk

quadrupole contribution.
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When this is applied, cs,zzz
(2), cs,zxx

(2), and cs,xxz
(2) are still the

only non-zero independent components of cs
(2), which is still in

accordance with the SHG formalism. Besides, the behaviour of
Ps,z

(2) changes signicantly (Fig. 2a) while that of Ps,x
(2) remains

roughly similar (Fig. 2b) compared to the previous case (Fig. 1d
and e). The convexity observed for Ps,z

(2) is now transformed into
a concavity, which indicates that cs,zxx

(2) becomes negative. The
inclusion of the bulk quadrupole moments therefore induces
a change of sign for one of the three non-zero components of
cs

(2), which is of paramount importance for an optimal simu-
lation of the SHG signal: since all the non-zero components of
cs

(2) are now negative in our calculations, the two studied ratios
are positive. The negativity of the three non-zero components of
cs

(2) is in accordance with the reported assumptions37,38 while
the positiveness of the two ratios is in agreement with the
experimental values, measured in this work and reported in the
literature (see Table S2†).39–46 Moreover, when the bulk quad-
rupole contribution is included, the permanent polarisation
term along the z-axis, Ps,z

(0), represents an inner potential of
�4.0991 V (see Table S3†), which is in very good agreement with
the value of �3.87 V calculated by Remsing and co-workers47

using DFT and with the value of �4.48 V determined experi-
mentally by Yesibolati and co-workers.48 Ps,z

(0) is already non-
zero when the dipole contribution only is considered but
15136 | Chem. Sci., 2021, 12, 15134–15142
leads to a correct inner electric potential of water at the air/
water interface only when the bulk quadrupole contribution is
included.

A further crucial point in including the bulk quadrupole in
the SHG signal denition is the invariance with respect to the
choice of molecular centers. On the one hand, the quadrupole
moment of a dipolar molecule depends on the dened molec-
ular center. On the other hand, changing the molecular center
affects the selection of molecules that belongs to one or the
other interface, depending on their orientation. This induces
a change of the interface dipole that is compensated by the
change in molecular quadrupole moments. In Fig. S13† and
associated text, we show that this invariance is nearly perfect for
the z component of the interface polarisation. Recent develop-
ments in the modern theory of polarisation demonstrate that
this is even true for changes of the electronic gauge.23 This
gauge invariance is not exact for the components of the polar-
isation parallel to the interface because of the truncation of the
multipole expansion but numerical results in Fig. S13† show
that higher order terms have negligible effect.

Interestingly, the bulk quadrupole contribution in the total
surface polarisation is signicantly higher than the interface
dipole contribution. When only the dipole term is considered in
the surface polarisation, Ps,z

(2) varies from �1.25 to 0.5 � 10�5
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 (a) Ps,z
(2) as a function of Ex and Dz, calculated using cs,zzz

(2),
cs,zxx

(2), and cs,xxz
(2) determined on 144 snapshots of the system

comprising 240 water molecules, with the inclusion of the bulk
quadrupole contribution. (b) Ps,x

(2) as a function of Ex and Dz, calcu-
lated using cs,zzz

(2), cs,zxx
(2), and cs,xxz

(2) determined on 144 snapshots
of the system comprising 240 water molecules, with the inclusion of
the bulk quadrupole contribution. (c) Evolution of cs,zzz

(2), cs,zxx
(2), and

cs,xxz
(2) that include the bulk quadrupole contribution calculated on

slices of the water slab along the z-axis for the system containing 240
water molecules, averaged on 144 snapshots. Each slice comprises 20
water molecules, which roughly corresponds to half a layer.
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a.u. (Fig. 1d) while it varies from �7 to 0.5 � 10�5 a.u when this
latter is included (Fig. 2a). Likewise, Ps,x

(2) varies from �1.0 to
1.0 � 10�5 a.u. on the whole Ex and Dz ranges when the bulk
quadrupole contribution is not included (Fig. 1e) while it varies
© 2021 The Author(s). Published by the Royal Society of Chemistry
from �4.0 to 4.0 � 10�5 a.u on the same ranges when the
quadrupole contribution is included (Fig. 2b). Hence, the bulk
quadrupole contribution is several times higher than the
interface dipole contribution and it largely dominates the
simulated SHG signal for a water/air interface. The importance
of the bulk quadrupole contribution had been previously sug-
gested theoretically37,38 and is here demonstrated through direct
ab initio determination of the surface dipole response. We will
in the next section analyse further how the electronic response
induces a surface dipole through this bulk quadrupole
contribution.

When the tting is performed on slices along the z-axis
(Fig. 2c), the results previously observed in Fig. 2a and b are
conrmed, i.e., all the three components of cs

(2) are now
negative. Only the half molecular layer closest to the vacuum
phase exhibits non-zero cs,zxx

(2) and cs,xxz
(2). It turns out that the

interface-specicity of SHG is increased when the bulk quad-
rupole term is included. Besides, cs,zzz

(2) is signicant and
negative for the half layer closest to the vacuum phase but
becomes slightly positive for more-buried water molecules,
which probably originates from the decrease of the electron
density just inside the interface.
The bulk quadrupole from an electronic point of view

From an electronic point of view, the quadrupole contribution
represents the overspill of electrons from the interface into the
vacuum. Regardless of the orientation of the molecules at the
interface and under the zero eld, electrons are systematically
rst encountered when crossing the interface. This induces
a negative local charge just outside the Gibbs interface and,
therefore, a positive local charge inside the Gibbs interface. This
results in the existence of the aforementioned non-zero (nega-
tive) permanent surface polarisation that corresponds to an
inner electric potential of �4.0991 V. This non-zero permanent
surface potential does not arise from the presence of charges –
since we did not include any – but rather to the slight separation
of the positive and negative charges at the interface, as pre-
sented in Fig. 3b. Upon application of an external electric eld,
we observe the dilatation of the electron density around each
atom of the water molecules in the slab, as calculated in Fig. 3a.
This results in an exacerbated electron overspill in the vacuum
as shown in Fig. 3b. The dipole response of the bulk is zero
however since it depends on (1) the orientation of molecules,
which is random in the bulk, and on (2) the gradient of the
quadrupole moments, which is only signicant at the interface.

The surface dipole moment becomes more negative due to
a higher decoupling of the negative and positive charges in
atoms (Fig. 3b). The dilatation of the electron density occurs for
all atoms in the water slab, as schematically represented in
Fig. 3c. However, because of the uniform distribution of mole-
cules, it does not lead to any signal in the bulk. The application
of an electric eld, due to the increase of the width of the
electron clouds, results in a decrease of the quadrupole
moments, which become more negative, and therefore induces
a decrease of the surface dipole moment, which also becomes
more negative. The electronic interface is shied towards the
Chem. Sci., 2021, 12, 15134–15142 | 15137
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Fig. 3 (a) Charge density over a cross-section of an oxygen atom. (b)
Charge density integrated on small slices over the z-axis. Blue ¼
positive charge; red ¼ negative charge; dashed red ¼ negative charge
under the zero field; full red ¼ negative charge under an electric field
of 10 a.u.; green¼ difference between the total charge densities under
the two fields. (c) Schematic effect of an electric field on water
molecules of a water/air interface, (d) with a global charge density
point of view, (e) and by displaying only the second-order variations of
the charge density. Yellow ¼ positive, blue ¼ negative. In all sub-
figures, the black dashed line represents the Gibbs interface.
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vacuum phase due to the dilation of the electron clouds as
represented in Fig. 3d, while the Gibbs interface, representing
the interface under a nuclear point of view, does not move. This
is conrmed by the second-order variations of the electron
density calculated on our systems with or without an applied
electric eld (Fig. 3e): positive variations (i.e., higher electron
densities) are displayed outside the Gibbs interface, which
perfectly highlights the decrease of the surface dipole moment.
On overall, the bulk quadrupole moments can be seen as the
convolution of the function describing the distribution of
atomic layers by the width of the electron clouds. Therefore, the
increase of the electron clouds width induces more negative
quadrupole moments.
Predicting SHG signals

When the bulk quadrupole contribution is included, we obtain

cs;zzz
ð2Þ

cs;xxz
ð2Þ ¼ 2:94 and

cs;zxx
ð2Þ

cs;xxz
ð2Þ ¼ 0:46; calculated on 144 snapshots

for the system comprising 240 water molecules. These values
15138 | Chem. Sci., 2021, 12, 15134–15142
are close to our experimental values of
cs;zzz

ð2Þ

cs;xxz
ð2Þ ¼ 3:18 and

cs;zxx
ð2Þ

cs;xxz
ð2Þ ¼ 0:23 and to the average of all the experimental values

reported in the literature (see Table S2† and associated text for

its determination) of
cs;zzz

ð2Þ

cs;xxz
ð2Þ ¼ 2:64 and

cs;zxx
ð2Þ

cs;xxz
ð2Þ ¼ 0:33: Since

signicant variations of the two considered ratios are not
necessarily related to important variations of the SHG responses
(see Fig. S7†), we compare only the SHG responses (experi-
mental and simulated) in terms of normalised intensities and
errors committed on them.

As presented in Fig. 4, our SHG simulated signal is in very
good agreement with our experimental results, which validates
this method and demonstrates its strength. Our simulations are
conducted on pure water while, in reality, the experimental
system is not pure because of the equilibrium with CO2 of the
atmosphere. However, the proportionality factor, j0, controlling
the contribution of ions is zero at pH higher than 3 and,
therefore, also at pH 5.8.49 At those pH, c(2) is identied to the
sole contribution of the neat surface, which makes possible the
comparison of our calculations with experimental results for
a real surface. The root-mean-square error (RMSE) between our
simulated and our experimental SHG responses are 0.0501,
0.0138, and 0.0440 for the P-polarised, S-polarised, and 45�-
polarised curves, respectively (in arbitrary normalized units).
These values are of the same order of magnitude than the RMSE
between various SHG responses reported in the literature and
the SHG experiments from this work, as presented in Fig. S7.†
Moreover, the mean absolute percentage error, which corre-
sponds to the average error committed on the prediction of the
SHG intensities expressed as a percentage of the experimental
value, are 4.47%, 1.13%, and 2.92% for the P-polarised, S-
polarised, and 45�-polarised curves, respectively. This means
that our ab initio predictions estimate the experimental values
with less than 5% error. Besides, a limited number of snapshots
is required to obtain a satisfactory accuracy on the two ratios,
which constitutes a key point of this method: for the system
containing 240 water molecules, 13 snapshots allowed reaching
the 95% condence interval located around the average value
(calculated on 144 snapshots) for the two ratios, respectively
(see Fig. S10 and S11† and associated text). BLYP exchange-
correlation functional provides results with satisfactory accu-
racy compared to other functionals, including hybrid ones,
while an eventual geometry optimisation, performed prior the
relaxation of the wavefunctions under an applied electric eld,
does not affect signicantly the prediction of the ratios and can
therefore be avoided (see Table S4† and associated discussions).
The considered snapshots are extracted from CMD simulations,
in which the O–H intra-molecular bond length is roughly and
approximately set constant to 1 Å. Since the geometry optimi-
sation does not inuence the prediction of SHG responses,
those latter therefore lowly depend on intra-molecular forces
and mostly on the inter-molecular interactions, i.e., hydrogen
bonds, which are generally accurately described using CMD
simulations. On overall, the agreement with the experimental
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 P-(black), S-(blue), and 45�-polarised (red) experimental SHG responses for a water/air interface (points) and simulated SHG responses
(lines) plotted using cs,zzz

(2), cs,zxx
(2), and cs,xxz

(2) calculated using the direct ab initio method developed here.
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SHG signal of a water/air interface demonstrates that consid-
ering higher order terms such as the third-order terms or the
octupole contributions is not required and that those terms are
probably negligible in the total response.

The high dependency of the SHG response to the local
environment of molecules partly explains the difficulty to
simulate SHG signals using the molecular hyperpolarisability,
b. Indeed, from a molecule in vacuo to a molecule in an ice-like
conguration, two of the three non-zero independent compo-
nents of b change their sign and signicantly their absolute
value (Fig. S1†), which is in accordance with several works re-
ported in the literature.27–30 This inuence of the environment is
not limited to water molecules since previous works on molec-
ular crystals and thin lms highlighted signicant changes of
the hyperpolarisability due to the local polarisation originating
from the surrounding molecules and to the dynamical struc-
tural exibility of the considered organic molecules.50,51 More-
over, the inuence of the environment is not reduced to the
application of a local eld in response to the applied eld.
Indeed, Mikkelsen and co-workers27 demonstrated that the
presence of an explicit solvation shell, with explicit hydrogen
bonds, is required to observe this change of sign while simply
applying a dielectric medium having the dielectric properties of
water does not result in such sign inversion. These results are
consistent with our calculation of the dipolar contribution to
the SHG signal but highlight the strong role played by hydrogen
bonds in the SHG signal and the strong dependency of this
latter to the local environment. This underlines the need for
global models that are freed from local concepts, both in terms
of the molecular polarisation response and of the edge polar-
isation that includes a non-local quadrupole contribution, as
the method presented here.

Discussion and conclusion

Overall, the direct ab intio method developed here allows
highlighting the large dominance of the SHG signal by the bulk
© 2021 The Author(s). Published by the Royal Society of Chemistry
quadrupole contribution, which completely overwhelms the
interface dipole term for a water/air interface. Therefore, the
SHG experiments are only slightly sensitive to the orientation of
the molecules at the interface since the signal mostly relies on
the bulk quadrupole term, which does not depend, by deni-
tion, upon the molecular orientation. However, this assertion
has to be balanced since the bulk quadrupole contribution is
proportional to the difference of electron densities or dielectric
permittivities between the two media, in accordance with the
literature.20,21,37,52 This difference is maximal in the case of
a water/air interface, which explains the overwhelming bulk
quadrupole contribution. Hence, in the case of an interface
between two liquids presenting closer dielectric permittivities,
the dipole and quadrupole contributions could be of the same
order of magnitude. Nevertheless, for an accurate prediction of
a SHG response, the bulk quadrupole terms should inevitably
be included in the calculations; the interpretation of the SHG
experimental signal at a molecular level should also consider
their signicance, which ineluctably decreases the dependence
of the SHG response to the orientation of the molecules at the
interface. The interfacial dipole signal could however be
magnied in experiments by articially removing the bulk
quadrupole contribution: when one investigates an interfacial
process, the bulk quadrupole contribution should not vary
signicantly and, therefore, recording a blank signal could
allow isolating the interfacial dipole term and its variation over
the interfacial process. Besides, our method can be easily
transferred and applied to other systems, including other types
of interfaces, organic molecules, or charged species. However,
this transfer could require some adaptations and modications
in the method since, as instance, for solid/liquid interfaces with
a non-zero ionic strength, authors recently introduced a new
imaginary third-order term to determine a sound c(2).49,53,54

Finally, the simulation and interpretation of the SHG signal
cannot rely on a local hyperpolarisability: the effects due to the
permanent (local and non-local) electric elds are crucial for the
simulation of SHG signals, as it has been demonstrated in
Chem. Sci., 2021, 12, 15134–15142 | 15139
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previous works.49–51,53,54 Similarly to polarisability, the hyper-
polarisability depends upon the local chemical environment of
the molecules, but unlike the polarisability, the environment
does not only change the amplitude, it also changes its sign. As
a result, in condensed phase, the use of the concept of an
effective molecular hyperpolarisability is only possible by nely
characterising its dependence on the local chemical environ-
ment of the water molecules, particularly in terms of number
and length(s) of hydrogen bonds. This work paves the way to
a new consideration of SHG interpretation and understanding
and may stimulate further research in this eld, in particular to
develop new models based on the local hyperpolarisability.
Methods
SHG experiments

The SHG apparatus used in our study was based on a femto-
second Ti-sapphire oscillator laser source that provided 100 fs
pulses at a repetition rate of 80 MHz (Spectra-Physics, model
Mai Tai). A low-pass lter was placed between the laser and the
interface to remove any unwanted harmonic light in the inci-
dent beam. The fundamental beam, at a wavelength of 800 nm
and an average power of 3 W, was then focused on the water/air
interface by a 10 cm-focal lens. To obtain this interface, a Petri
dish was lled with water and placed on the optical path so that
the incidence angle was 70�. Aer the interface, the reected
beam was focused by a 10 cm-focal lens and passed through
a high-pass lter to remove the fundamental photons (at
a wavelength of 800 nm) and only select the second harmonic
light, at a wavelength of 400 nm. The second harmonic light was
then detected and counted using a Princeton Instruments Acton
SP-2358 Czerny-Turner grating (300 grooves per mm with
a 500 nm blaze angle) spectrometer, with a PIXIS 400B back-
illuminated thermoelectrically-cooled CCD detector.

This setup was optimised to cover the wavelength range 300–
600 nm. The incident beam was linearly polarised using a rota-
tion half-wave plate. The incident polarisation angle varied
from 0� to 360� with a measurement every 8�. The S- and P-
polarised second harmonic intensities were selected using an
analyser, consisting of a half-wave plate combined with a Glan-
Thompson Calcite polariser, placed on the optical path of the
reected beam, in front of the spectrometer. Ultrapure water
(Milli-Q Labo, Millipore) was used for the experiments. cs,zzz

(2),
cs,zxx

(2), cs,xxz
(2) were tted by the least-squares method using

a Levenburg–Marquardt gradient for the minimisation.55,56 The
tting was carried out on eqn (S1)–(S3)† using the measured
intensities as the y-values and the corresponding incident
polarisation angles as the x-values.
Molecular dynamics simulations

Simulation boxes of 1 � 1 � 1 nm and 2 � 2 � 2 nm were
created and lled with water molecules using the packmol
soware.57 The boxes contained 32 and 240 water molecules,
respectively, which roughly corresponded to a density of
1 g cm�3. An NPT simulation at T ¼ 298.15 K and P ¼ 1.01325
bar was conducted on each box during 1 ns to reach the
15140 | Chem. Sci., 2021, 12, 15134–15142
equilibrium. Then, the cell dimension was doubled along the z-
axis to create a water/air interface on which an NVT simulation
at T¼ 298.15 K was performed during 10 ns, for each simulation
box. The 3-site rigid SPC/E model58 was used to describe water
molecules, considering the satisfactory performances of this
model to reproduce the structure and properties of water at
ambient conditions.58–61 Besides, the inter-molecular interac-
tions were described using a Coulomb and a 12–6 Lennard-
Jones potentials. According to the SPC/E model, s ¼ 3.166 Å
and 3 ¼ 78.197 K for the oxygen atom while both were zero for
the hydrogen atom.58 A SHAKE algorithm62 was used to
constrain water molecular geometry with a tolerance of 10�4.

The molecular dynamics simulations were performed with
the open Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) package63 with periodic boundary condi-
tions upon the three directions. A cut-off distance of 10 Å was
applied to calculate the non-bonded potential energies while
the long-range electrostatic interactions were computed using
the particle–particle particle-mesh (PPPM) solver64 with an
accuracy value of 10�4. The equations of motion were solved
using the velocity-Verlet integrator with a time-step of 1 fs,
under a Nose/Hoover thermostat and barostat (for NPT simu-
lations).65,66 During the simulation, one snapshot was recorded
every 1 ps for the quantum mechanical calculations.
Quantum mechanics calculations

Density functional theory (DFT) calculations were performed
using the Car Parrinello Molecular Dynamics (CPMD)
package.67 The Becke, Lee, Yang, and Parr (BLYP) functional68,69

in the generalized gradient approximation70 was employed for
the exchange-correlation term. Since only the valence electrons
were considered, norm-conserving Troullier–Martins pseudo-
potentials71 were used in the plane-wave basis set, with an
energy cutoff of 150 Rydberg. Considering the large size and
disorder of the cell, the calculations were realised at the g-point
of the Brillouin zone only. The method of direct inversion in the
iterative subspace (DIIS)72 was used for the wave function opti-
misation and combined with a quasi-Newton method73 for the
ionic positions relaxation, when this was carried out. In such
cases, to help the optimisation of the ionic positions, the initial
approximate Hessian was constructed based on a unit matrix
and the limited-memory BFGS method was used.74 For the
structural and wave function optimisations, convergence
criteria of 5 � 10�4 and 10�5 were applied, respectively. The
atoms, Wannier centers, and electron densities were all
visualised using the VESTA soware.75 For further details about
the method used for determining the second-order electric
susceptibility, please report to Fig. S2† and associated text.
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O. Diat, J. Chem. Phys., 2017, 146, 144701.

42 Q. Wei, D. Zhou and H. Bian, Phys. Chem. Chem. Phys., 2018,
20, 11758–11767.
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