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The understanding of excimer formation and its interplay with the singlet-correlated triplet pair state X(TT) is
of high significance for the development of efficient organic electronics. Here, we study the photoinduced
dynamics of the tetracene dimer in the gas phase by time-resolved photoionisation and photoion imaging
experiments as well as nonadiabatic dynamics simulations in order to obtain mechanistic insight into the
excimer formation dynamics. The experiments are performed using a picosecond laser system for
excitation into the S, state and reveal a biexponential time dependence. The time constants, obtained as
a function of excess energy, lie in the range between =10 ps and 100 ps and are assigned to the
relaxation of the excimer on the S, surface and to its deactivation to the ground state. Simulations of the
quantum-classical photodynamics are carried out in the frame of the semi-empirical CISD and TD-lc-
DFTB methods. Both theoretical approaches reveal a dominating relaxation pathway that is characterised
by the formation of a perfectly stacked excimer. TD-lc-DFTB simulations have also uncovered a second
relaxation channel into a less stable dimer conformation in the S; state. Both methods have consistently
shown that the electronic and geometric relaxation to the excimer state is completed in less than 10 ps.
The inclusion of doubly excited states in the CISD dynamics and their diabatisation further allowed to
observe a transient population of the }(TT) state, which, however, gets depopulated on a timescale of 8
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1. Introduction

Polyacenes are of interest in materials science, because they can
act as hole conductors in organic devices. In particular tetracene
and pentacene have been identified as candidates that fulfil the
photophysical requirements for singlet fission (SF), a process in
which an excited singlet state deactivates to two triplets located on
neighbouring molecules. The underlying physics has been
described in several reviews.'”> The major condition for SF is the
existence of a low-lying triplet state at half the energy of the
initially excited singlet state. SF has already been demonstrated to
improve the efficiency of solar cells*” and thus it receives
considerable attention. In tetracene, the T, state is slightly too
high for SF to occur from the S; origin, but already some vibra-
tional excitation suffices to fulfil the energy condition. Due to its
importance as a model for SF, various systems with tetracene
chromophores have been studied. SF is envisioned to proceed in
two steps, (a) formation of a pair of singlet-correlated triplets from
the initially excited state, which then (b) decouples to two triplets
on separate molecules.* However, a consistent picture of the
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ps, leading finally to the trapping in the excimer minimum.

dynamics has not yet emerged. The radiationless relaxation in the
tetracene monomer was studied by Spiegelman et al. by employ-
ing nonadiabatic dynamics simulations.® Further nonadiabatic
dynamics simulations on covalently linked tetracene dimers and
tetracene clusters were conducted to study the exciton localisation
process.”' Studies by Burdett et al. compared the dynamics in
solution with polycrystalline films and revealed an important role
of defect states for the dynamics.™ Thin films were investigated by
transient absorption in the group of R. Friend and by Schmidt and
coworkers, who both observed time-constants of around 80-90 ps.
While Friend et al. attributed the time constant to the formation
of triplet pairs from S;, ie to singlet fission,”” Schmidt and
coworkers assigned the transient signal to a transition from S, to
a multi-exciton state that possibly deactivates to separated triplets
in a later step.”® Numerous experiments dealt with tetracene units
connected by linkers. Bradforth and coworkers recently reported
the linker-dependence of SF in such assemblies dissolved in THF,
applying a variety of time-resolved and steady-state spectroscopic
techniques," while Damrauer and coworkers explored structurally
rigid dimers extensively.”>® In contrast, experiments on isolated
dimers in a free jet permit a direct comparison with theory and
offer an understanding of non-radiative relaxation processes on
the molecular level without perturbations by the environment.
Such experiments, which could give insight into the relationship
between structural changes after excitation and subsequent non-
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radiative processes are however still scarce. In particular
a description of excimer formation, which may compete with or
precede the formation of a singlet-correlated triplet pair***>* is
lacking. While some studies claimed that excimer formation
constitutes an intermediate step in SF, Dover et al. investigated
TIPS-tetracene in solution and found excimers to act as traps that
hinder SF.** Very recently, comprehensive benchmarks on tetra-
cene dimers, stacked and T-shaped, were performed by Cardozo
et al. showing an overall good agreement between TD-lc-DFTB,
TD-DFT, SOS-ADC(2) and DFT/MRCIL* A thorough investigation
of excimer formation in tetracene thus seems to be mandated.
Recently, the excimer formation of benzene was studied in detail
experimentally by Fujii et al.>* and by simulation by the groups of
Krylov* and Cardozo.?® The excimer formation dynamics was also
studied in larger systems like bay-tethered perylene bisimides by
Wiirthner et al., where a single relaxation pathway to the excimer
state was found.” We recently explored the excimer formation in
isolated pyrene dimers in a joint computational and experimental
study.”® Upon photoexcitation, the parallel displaced dimer
relaxed to a stacked geometry, which subsequently leads to exci-
mer formation. The simulations led to the identification of two
degrees of freedom associated with this process: (i) local relaxa-
tion along the stacking coordinate close to the FC window and (ii)
large amplitude oscillations along the parallel shift coordinate
accompanied by damped oscillations along the stacking direc-
tion. The combined motion leads to the stabilisation of the exci-
mer on a time scale of around 5 ps. Here we address the tetracene
system with the goal to understand the deactivation processes
occurring in the photoexcited dimers, in particular excimer
formation. In the experimental work the dynamics is monitored
by time-resolved photoionisation. A picosecond (ps-) laser system
is employed, which permits to study the dynamics as a function of
excitation energy. The advantages of ps-lasers have been demon-
strated in previous work on molecular dimers and clusters.”®>*
Nonadiabatic dynamics simulations are performed at the semi-
empirical CISD level and in the frame of TD-lc-DFTB in order to
explore the processes that set in after the electronic excitation and
to identify the dominating relaxation channels.

2. Computational details
Structural properties and absorption spectra

The electronic structure of the tetracene dimer has been
described in the framework of density functional theory (DFT)
employing the hybrid wB97X-D functional®” as implemented in
the Gaussian16 software package® combined with the def2-SVP
basis set.** The vibrationally resolved absorption spectra for the
optically bright S, < S, transition were simulated within the
Franck-Condon approximation employing the adiabatic
Hessian model (AH) and the vertical gradient method (VG), as
implemented in the FCclasses program of J. Cerezo and F.
Santoro.*%’

Nonadiabatic dynamics simulations

The nonadiabatic dynamics simulations of the excimer forma-
tion process have been performed by employing Tully's surface
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hopping approach?® in combination with a modified calculation
scheme for the hopping probabilities®* and using a local diaba-
tisation method to propagate the electronic wavefunction.*** A
time step of 0.1 fs was used for the surface hopping simulations.
Two sets of trajectories were propagated by employing two
different levels of theory. In the first set the efficient TD-le-DFTB
method which offers a good compromise between accuracy and
computational cost**** was used and 34 trajectories were simu-
lated for 10 ps. A reduced active space composed of the highest
24 occupied and the lowest 24 virtual orbitals, denoted as
(48e,480) in what follows, was used for the excited state calcu-
lations at the TD-lc-DFTB level. This space provides a good
compromise between accuracy of excitation energies and the
computational time needed for surface hopping calculations.

The second set of trajectories was propagated for up to 20 ps
using semi-empirically parameterised configuration interaction
with singles and doubles (CISD) with the PM6-D3H4 parame-
terisation.***® Here, an active space of only 2 occupied and 2
virtual orbitals was selected, which shows qualitative agreement
with TD-le-DFTB and TD-DFT(wB97X-D/def2-SVP) and requires
a feasible amount of computational time. CISD allows to
include the doubly excited states which are involved in the
singlet-fission process (e.g. singlet-correlated triplet pair state).
The TD-lc-DFTB calculations were performed using the software
package DFTBaby*® while MOPAC2016 (ref. 50) was used for the
semi-empirical CISD computations.

The ground-state phase-space distribution, from which the
initial conditions were sampled, has been approximated by
a canonical Wigner distribution calculated in the harmonic
approximation.®»** For nonadiabatic dynamics simulations
employing TD-lc-DFTB, 34 normal mode displacements and
momenta were sampled at 50 K. Afterwards, these geometries
were equilibrated to 20 K by performing ground-state dynamics
at constant temperature using a Berendsen thermostat.>® The
Cartesian coordinates and velocities after equilibration were
used as initial conditions for the nonadiabatic trajectory
simulations. The equilibration step is needed in order to relax
the high frequency modes, which tend to be too strongly excited
if a harmonic distribution is sampled. For dynamics employing
CISD, 100 of such initial conditions were generated. For all the
sampled nuclear configurations the S, « S, transition was
found to be the most intense one. Therefore, all surface-
hopping trajectories were launched from the S, state.

Analysis of nonadiabatic dynamics in diabatic picture

In order to analyse the electronic character of adiabatic states as
computed along nonadiabatic CISD trajectories, one must at
first localise the molecular orbitals (MOs) to each monomer.
This was realised by using a localisation procedure based on
a singular value decomposition (SVD) of the MO coeffi-
cients.’**® The basic idea is to divide the coefficient matrix for n
occupied molecular orbitals into rectangular submatrices, each
of which contains only AOs on one monomer. Principal
component analysis (PCA) was then performed on all sub-
matrices using SVD. The obtained right singular vectors with
largest singular values were selected and assigned to the

© 2021 The Author(s). Published by the Royal Society of Chemistry
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corresponding monomer. Since these vectors in general origi-
nate from different submatrices, they were Lowdin orthogon-
alised®”” to form a unitary matrix V, which transforms the
original occupied MOs (¢;) into localised occupied orbitals

@:Z(P,-Vik k=1, 2,...,n. 1)
P

The overline denotes transformed localised orbitals. The
same procedure can be applied for the m virtual MOs in the
active space, which results in localised virtual orbitals

@-ZZ%VM C:L 2,...,]’}1. (2)
a=1

The squared elements from the CI coefficient matrix for the
d-th state (C%)* describe the contribution of a specific singly
excited configuration. With the help of the unitary matrices Vj
and V., one can transform the coefficient matrix from the MO
basis into the basis of localised orbitals®® giving rise to

6]&“(1(») _ Z Ve C;Z Vik. (3)

ia

These elements can then be labelled with the initial mono-
mer oy, to which the localised orbital ¢; belongs, and the final
monomer «,, to which ¢, belongs. This way, one can define the
contribution for local excitation (LE) p* by summing up all
squared elements with oy = a,

- S 2

ke

Q=0
and the contribution for charge transfer (CT) p°* by summing
up all squared elements with a; # o,

e S g

k.c
o F e

The coefficients for double excitations can be transformed
into the basis of localised orbitals in a similar manner using

— (g, ap,00,04)
Cucd = Z ViaVaeCip Vi Vi (6)

ij.ab

The squared elements with oy = «a, and «a; = ag, or ag = oy
and o; = a, can be summed up to obtain the contribution of the

multiexciton (two triplets coupled into a singlet) state (*(TT))
1(TT)
p ,

NTT) — Z
klcd
(g =acAy=ay)
V(a=aghay=ac)

__(0geae,q)y 2
» (c ). ”)

kled

and all other squared elements sum up to the contribution of
other doubly excited states p*'.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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The weight of a specific diabatic state X € {LE, CT, '(TT),

RST} can finally be obtained by normalising the contributions
X

p

r . (8)

3. Experimental methods

All gas phase experiments were conducted in a differentially
pumped vacuum chamber, which has been described in more
detail in a previous publication.* Tetracene (CigH;,, 228 &
mol ') was purchased from Sigma-Aldrich and used without
further purification. The sample was placed in a home-built
oven, heated up to around 200 °C, seeded in argon or
helium and expanded into vacuum via a pulsed valve with
a 300 um diameter nozzle. After around 2 cm, the produced
supersonic jet passed a conical skimmer (aperture 2 mm) and
reached the main chamber of the setup, where it was crossed
by the laser beams. The presence of clusters in the molecular
beam depended strongly on the expansion conditions.
Experiments on monomeric tetracene were carried out at low
argon or helium backing pressures (p, = 1.2 bar), temporally
short molecular pulses (FWHM = 150 ps) and at the leading
edge of the gas pulse. In contrast, experiments on the dimer
required higher backing pressures (p, = 1.6-1.8 bar) and
longer molecular pulses (FWHM = 400 ps) and the laser was
synchronised closer to the centre of the pulses. As light
source we used a system based on a picosecond Nd:YLF laser
that was also described earlier.®® The third harmonic of the
1053 nm fundamental (351 nm, 3.532 eV) was produced via
frequency tripling (SHG and SFG) and used to pump an OPG,
which generated tuneable laser pulses with a bandwidth of
around 10 cm ™. The OPG output pulses were used to excite
the molecules, while the fourth harmonic of the setup
(263.5 nm, 4.705 eV) was employed as probe wavelength in
the two-colour [1 + 1] REMPI experiments. The instrument
response function (IRF) of the laser setup was found to be
around 4 ps. Both pulses were overlapped with a dichroic
mirror in front of the vacuum chamber and slightly focused
into the molecular beam. For experiments aimed at the
monomer, unfocused pump pulses were used, since no
cluster fragmentation was visible under these conditions.
Typically, both laser pulses were vertically polarised, however
rotating one of the polarisations did not affect the experi-
mental results.

A velocity map imaging ion optics® accelerated the photo-
ions onto an imaging detector, consisting of two microchannel
plates (MCPs) in Chevron configuration and a P43 phosphor
screen. In the TOF-MS experiments, the photoion signal was
measured by a home-built current monitor. Typically, each data
point was averaged over 50 laser shots. For the REMPI spectra,
three scans with a step size of 0.2 nm were averaged, while the
time-delay traces consist of ten scans with 50 time steps per
trace. In the photoion VMI experiments, the light emitted from
the phosphor screen was recorded with a CCD camera yielding

Chem. Sci., 2021, 12, 11965-11975 | 11967
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2D raw images, each averaged over 1800 laser shots. The images
were reconstructed via the pBASEX method,*> employing Leg-
endre polynomials up to the 2™ order. To ensure mass selec-
tivity in the VMI experiments, the voltage applied on the second
MCP of the dual-stage detector was gated on the arrival time of
the dimer species with a gate width of 150 ns employed by
a push/pull switch.

4. Results

Structural properties

Several stable conformers of the tetracene dimer are
described in the literature. Both experimentally and theoret-
ically, a slightly rotated, stacked geometry was found to be the
most stable arrangement.>»* Experimentally, the authors
elucidated these structures from angular covariance maps
recorded in a strong-field laser ionisation experiment of tet-
racene in helium nanodroplets. The optimised ground state
geometry at the DFT(wB97X-D/def2-SVP) level is shown in
Fig. 1. The two longitudinal axes of the molecules close an
angle of approximately 25°. The molecular planes are parallel
and their centres are shifted slightly in x-direction. The
displacement in x- and y-direction R, and R), as well as the
rotation about z-direction Rot,, were evaluated with regard to
the coordinate system of the first monomer as shown in Fig. 1.
The axes were determined by performing a singular value
decomposition (SVD) on the coordinates of all carbon atoms
of a single monomer with the centroid subtracted. The right
singular vectors sorted by descending singular values were
selected as x-, y- and z-axis, respectively. However, since the
singular vectors do not possess a consistent direction, the
vector spanning from the green carbon atom to the violet one
in each monomer (as depicted in Fig. 1) was used to calibrate
the positive direction of both x- and y-axis. The positive
direction of z-axis follows from the right hand rule. The
displacements in x- and y-directions were obtained by pro-
jecting the displacement vector between the centroids of both
monomers on to x- and y-axis of the first monomer, respec-
tively. The rotation about z-axis is obtained by evaluating the
dihedral angle of both monomeric x-axes.

Fig. 1 The optimised ground state geometry of the most stable tet-
racene dimer isomer. The longitudinal axes of the molecules close an
angle of approximately 25°. The displacement in z-direction R, is 3.27
A and the distance between centres-of-mass 3.48 A.

1968 | Chem. Sci., 2021, 12, 11965-11975
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Potential energy curves

In order to investigate the energetic landscape of the interaction
between both monomers, the energies of several electronic
states were determined with respect to displacements in x- and
z-directions using CISD(4e,40, PM6-D3H4), TD-lc-DFTB and
wB97X-D/def2-SVP. Starting from a monomer structure that was
optimised in its first excited singlet state (S;), the potential
energy curves (PECs) along x-displacement were generated by
setting R, to 0 and R, to a specific value and shifting one
monomer rigidly along the x-axis of the other. The value of R,
was chosen to be the distance for which the PEC of S; has
a minimum for R, = R, = 0. Optimisations and single-point
calculations were performed by using the same method. The
PECs along z-displacement were generated by starting from the
S; optimised dimer geometry at SOS-ADC(2) level obtained by
Cardozo et al.** and shifting one monomer rigidly along the z-
axis of the other monomer. The distances R, were determined
by measuring distances between the planes obtained using SVD
as described above. Our results obtained with TD-lc-DFTB agree
very well with the potential energy curves of ref. 23 (see left side
of Fig. 2). Despite employing the same method, the results differ
slightly quantitatively because we use different Slater-Koster
parameters and repulsive potentials in DFTBaby compared to
DFTB+.* We have omitted a comparison to TD-DFT at this
point, as we refer the reader to ref. 23 for a more detailed

TD-Ic-DFTB CISD(4e,40)

L

1 21Bu
. — 2CT

Energy / eV

—— 4%Ag
1'Bu
— 3lAg
21Ag
GS

3 4 5 6 3 4 5 6
R,/ A R,/ A

Fig. 2 Potential energy curves along the intermolecular stacking
coordinate (R,) as defined in the text. The energies are relative to the
minimal energy structure in the electronic ground state. The electronic
excited states are adiabatically connected in a similar way as done in
ref. 23 to be able to readily compare the performance of the quantum
chemical methods. In TD-lc-DFTB case, states are labelled based on
their character, while for CISD, symmetry labels are used.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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comparison of the quantum chemical methods. There, it is
observed that DFT/MRCI predicts a doubly excited state lying
below the bright state at the optimised S; geometry that cannot
be described by ordinary TD-DFT(B). In a comparison with the
DFT/MRCI results of ref. 23 it is evident that the semi-empirical
CISD results agree qualitatively well. The right side of Fig. 2
depicts the potential energy curves at the CISD level, where the
red curve shows the doubly excited 3'A, state. Since this double
excited state could be important for the excimer relaxation as
well as for the formation of the singlet-correlated triplet pair
state, we simulated the nonadiabatic dynamics not only using
TD-1c-DFTB but also at the semi-empirical CISD(4e, 40) level.

TOF-MS spectra

In a first experiment we recorded one-color REMPI spectra of
the transitions into the S; (B,,) and S, states in monomeric
tetracene, which are depicted in the ESI (Fig. S1 and S27). It
illustrates that at least at low excess energies individual vibronic
bands can be resolved. Since the ionisation energy (IE) of the
monomers is 6.97 eV (ref. 65) and the S; origin is located at
22 397 em ™' (2.78 €V),* a [1 + 2] REMPI process is required for
ionisation via S;. In good agreement with previous work,** the
origin was found at 22 406 cm ™' (446.3 nm). Furthermore, some
well resolved vibronic modes were detected in the region up to
+2000 cm ™!, with the most intense one at +1517 cm ™.

At expansion conditions which favour the formation of
multimeric species, even at excitation energies below the S;
origin an intense signal is present in the mass spectrum at m/z
= 228 (see Fig. 3, lower trace). The additional small peak at m/z
= 456 corresponds to the dimer and indicates strong frag-
mentation of the dimer cation due to the high excess energy
provided in the [1 + 2] REMPI process (1.21 eV relative to the
monomer IP at A = 455.0 nm). To lower the excess energy and to
suppress dissociative photoionisation (DPI), we therefore

[1+1'] REMPI
A pump = 455.0 nm
A Probe = 263.5 nm

228

[1+2] REMPI
A =455.0 nm

ion signal / a.u.

150 250 350

m/z

450 550 650

Fig. 3 Mass spectra from [1 + 2] (lower trace) and [1 + 1'] (upper trace,
Aprobe = 263.5 nm) ionisation at an excitation energy (Agxc = 455.0 nm,
2.73 eV) below the S; origin of monomeric tetracene (2.78 eV).

© 2021 The Author(s). Published by the Royal Society of Chemistry
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switched to [1 + 1'] REMPI experiments. Using a probe wave-
length of Aprope = 263.5 nm (4“‘ harmonic of Nd:YLF laser) gives
a total photon energy of 7.43 eV (at Apymp = 455.0 nm) and an
excess energy of only 0.46 eV relative to the monomer IE. As can
be seen in Fig. 3 (upper trace), the dimer signal is significantly
enhanced compared to [1 + 2] ionisation. However, the mono-
mer peak still dominates the spectrum and thus fragmentation
of clusters has to be taken into account in the interpretation of
the experimental data.

REMPI spectra and simulated absorption spectra

In the next step an absorption spectrum of the tetracene dimer
was recorded. The pump-probe delay time was fixed to 20 ps
and the dimer ion signal was recorded as a function of the
excitation wavelength. The [1 + 1'] REMPI spectra (Aprope = 263.5
nm) obtained in argon and helium as carrier gases are both
presented in (Fig. 4a). As can be seen, the spectra show three
well defined maxima at 455.0, 427.0 and 403.5 nm. The band
positions perfectly match in both spectra, however the higher
energy bands are more pronounced in argon. In previous work
an absorption spectrum of the tetracene dimer in diethylether/

3)  [[+TF-REMPI A, = 2635 nm 455.0
—— Argon \\ﬁ
£ —— Helium |
15
£
T
C
=)
2]
C
ke
@
£
©
e e
400 410 420 430 440 450 460
b) excitation wavelength / nm
1.0] — TD-DFT(WB97XD/def2-SVP) AH
0.8
3 4
2 ]
f
s
£0.6
=
D 4
N
[
§0.4—_
o
g ]
0.2
0.0 .'.'l.i........-.l-.,.....
400 410 420 430 440 450 460
wavelength / nm
Fig. 4 (a) [1 + '] REMPI spectrum (Ap;ope = 263.5 nm) of the tetracene

dimer in argon and helium as carrier gas. Three distinct maxima can be
seen at 455.0, 427.0 and 403.5 nm. (b) Simulated vibrationally resolved
absorption spectrum of the most stable isomer at the TD-DFT level.
The individual transitions (black sticks) were shifted by 0.67 eV for
a better comparison with the experimental REMPI spectrum and
convoluted with a Gaussian function (blue curve, HWHM = 4 meV).
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ethanol glasses with an onset around ~476 nm has been re-
ported®® which is in good agreement with our results.

In order to gain further information on the excited dimer
species and to check the quality of the quantum-chemical
methods, the dimer absorption spectrum was calculated using
TD-DFT(wB97X-D/def2-SVP) and semi-empirically  para-
meterised CISD(4e,40). The vibrationally resolved absorption
spectrum at the TD-DFT level is shown in (Fig. 4b). Note that the
transition to the S; state is Franck-Condon forbidden for
a dimer with a structure close to a H-aggregate, so the spectrum
corresponds to excitation of the S, state. However, we also
simulated the vibration-resolved absorption spectra of the S;
taking into account Herzberg-Teller (HT) effect that is shown in
Fig. S6.7 The S; gains some intensity due to the HT coupling,
but the overall intensity is negligible compared to the S, state. It
should be noted, however, that the minimum of S, is signifi-
cantly shifted compared to the ground state geometry. There-
fore, it is questionable if the harmonic approximation is
applicable at all in this case. The spectral envelopes and the
relative energy differences between the three dominant peaks
match the appearance of the experimental REMPI spectra
almost perfectly in the AH model. The second (third) most
intense transition is shifted by ~1458 cm ™" (~2916 cm™ ') with
respect to the 0-0 transition and we denote these transitions as
the “0-1” and “0-2” transition, respectively. For further
comparison the vibrationally resolved absorption spectra were
simulated in the frame of TD-DFT and CISD employing the
vertical gradient model. These spectra are shown in Fig. S5 and
agree very well with the experimental REMPI spectrum.

In addition to the dimer, a signal of the trimer is present in
the mass spectrum with small intensity. Fig. S3f1 shows its
REMPI spectrum. As visible, dimer and trimer show separated
bands, which allows to excite a given cluster size preferentially.
This demonstrates the advantage of a ps-laser for cluster
experiments.

Time-resolved photoionisation experiments

To gain insights into the dynamics of the tetracene dimer, we
performed time-resolved photoionisation experiments. The
dimers were excited at their absorption maxima (455.0, 427.0
and 403.5 nm) and ionised with a 263.5 nm probe photon. Note
that Fig. S31 shows that selective excitation of the dimer is
possible even in the presence of trimer. Recording the dimer ion
signal as a function of the pump-probe delay yielded ion decay
traces as depicted in Fig. 5 for excitation with 455.0 nm.
Initially the time-dependence of the signal was fitted with
a monoexponential decay function, but no satisfactory match
was achieved. Instead, the biexponential fit with two time
constants 7, and 1, is required for a proper description of the
time-dependent signal. 7; possesses a negative amplitude and
thus represents a population increase, while t, describes
a decay time. The contributions of both time constants to the
total fit function in the case of 455.0 nm excitation are depicted
in Fig. 5. Both time constants decrease with excitation energy
and are slightly smaller in helium, due to the higher tempera-
ture of the molecular beam. 7; ranges from 62 ps in argon at
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1, (decay), 123 ps

Apump =455.0 nm
Abrobe = 263.5 nm

® Data points
— Biexponential fit

dimer ion signal / a.u.

1, (rise), 62 ps

0 200 400
delay / ps

Fig. 5 Time-dependent photoion signal of the tetracene dimer at an
excitation wavelength of 455.0 nm. As shown in the plot, the data were
fitted with a biexponential function including a rising (z;) and
a decaying (t,) contribution.

455.0 nm to 13 ps in helium at 403.5 nm, while the slower time
constant 7, shows values from 123 ps (argon, Apymp = 455.0 nm)
to 50 ps (helium, Apymp = 403.5 nm). A summary of all time
constants obtained in both carrier gases is given in Table 1.
Note that the transient signal does not decay to zero even at long
delay times, but a constant signal offset remains. The origin of
this feature will be discussed in more detail in the following
section.

Time-resolved VMI experiments

Dissociative photoionisation of larger clusters can contribute to
the time-dependence in lower mass channels and thus obscure
their dynamics.*® To evaluate the influence of fragmentation
processes on the dimer dynamics, we performed time-resolved
velocity map imaging (VMI) experiments. While a cation
produced through ionisation of a neutral dimer possesses
negligible kinetic energy (En(Ion) = 0), because the excess
energy is carried away by the electron, fragment ions from
dissociative photoionisation of larger clusters show a kinetic

Tablel Summary of the time constants obtained in the time-resolved
[1 + '] REMPI experiments (Aprope = 263.5 nm) at different excitation
wavelengths. The dimer ion decay traces (Fig. 5) were fitted with
a biexponential function including a rising (r1) and a decaying (t,)
component

Argon Helium

Apump [NM] 74 [ps] (rise) 1, [ps] (decay) 1t [ps] (rise) 1 [ps] (decay)

455.0 62 123 49 97
427.0 34 69 38 58
403.5 18 54 13 50

© 2021 The Author(s). Published by the Royal Society of Chemistry
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energy distributions with Ey,(Ion) > 0. As the VMI technique
enables the determination of the photoion kinetic energy, it
therefore allows us to distinguish between molecular ion and
fragment ion signals, as demonstrated in Fig. 6. We ionised the
dimer in a [1 + 1'] process with Apymp = 455.0 nm and recorded
the ion kinetic energy distribution as a function of the pump-
probe delay. The inset in Fig. 6 represents the ion kinetic energy
distribution integrated over the complete delay range. It can be
seen that the spectrum is dominated by a Gaussian-shaped peak
at Eyn(Ion) = 0 meV, which is due to photoionised dimers. In
addition, a small contribution is visible at higher kinetic ener-
gies up to around 150 meV, which originates from fragment
ions. A comparison of the temporal evolution of the Gaussian
and the higher energy component shows that the first one drops
to zero at long delay times, while the latter one decays to
a constant signal offset at long delay times. This leads us to
conclude that the long-lived transient observed in the dimer
decay traces (see Fig. 5) is due to fragmentation of higher order
clusters and thus not related to photoinduced dynamics in

[1+1'] REMP]I,

Kpump =455.0nm, Ap . =263.5nm

delay interval

—-2..15 ps
— 15...63 ps
= 91..277 ps
= 201..468 ps
—— 576...783 ps

total delay range

e S B e
0 200 400
Eyin (TIon) / meV

dimer photoion signal / a.u.

100 150
photoion kin. energy / meV

200

— Biexponential fit Ew. (Ion)
T, =57ps; T,=129ps ® <6meV
> 35 meV

dimer photoion signal / norm.

T T [ FT T T [ T T [ T T T ]I
0 200 400 600

delay / ps

Fig. 6 Upper panel: ion kinetic energy distribution of the dimer ions
after [1 + 1] ionisation at different pump—probe delay intervals. Lower
panel: time-dependent behaviour of dimer ions with low (<6 meV) and
high (>35 meV) translational energies.
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tetracene dimers. As visible in Fig. S3, dimer and trimer exhibit
well separated bands, but nevertheless a small amount of trimer
will be excited on the maxima of the dimer bands. The time
dependence of the Gaussian contribution can again be
described with a biexponential fit function with 7, = 57 ps and
1, = 129 ps (lower trace of Fig. 6) and thus agrees well with the
results obtained in the TOF-MS experiments (see Table 1).

Nonadiabatic dynamics of excimer formation

In order to determine the mechanism that governs the excited
state relaxation and leads to the subsequent excimer formation,
we performed trajectory surface hopping dynamics simulations
in the frame of TD-lc-DFTB as well as semi-empirical CISD. The
two lowest excited states (S; and S,) and the ground state have
been included in the TD-le-DFTB dynamics while in the CISD
simulation we included the first six electronic states with
a singlet multiplicity. The nonadiabatic couplings between all
states have been calculated. The time-dependent excited state
populations obtained from the CISD nonadiabatic dynamics (¢f.
Fig. 7) exhibit a decay within ~500 fs from the S, state to the S;.

The S, population falls drastically from 1 to about 0.2 in the
first 100 fs and decreases gradually to 0 at around 8 ps in an
oscillatory manner. This ultrafast population transfer results
from the energetic proximity of the S, state to the higher lying
excited states. Almost like its mirror image, the S; population
increases from 0 to about 0.8 rapidly in about 400 fs and then
slowly rises to 1 at around 8 ps. Higher excited states, especially
the S; but also the S, do get populated up to 30 to 40% in the
initial decay of S,. The populations however, are rather quickly
funnelled to S; and are basically 0 after about 2.5 ps. The S; state

-
o

o
©

adiabatic population &
o
()

0.4
0.2
0.0
b) 1.0 1
5 081
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Fig. 7 Time-dependent ensemble populations of the adiabatic
excited states (a) and the diabatic states (b) obtained from the surface
hopping nonadiabatic dynamics simulations at the semi-empirical
CISD(4e,40) level.

Chem. Sci., 2021, 12, 1965-11975 | 11971


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1sc03214c

Open Access Article. Published on 03 August 2021. Downloaded on 10/26/2025 5:46:56 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Chemical Science

hardly plays any role in the dynamics because of its very low
population throughout the whole simulation. The diabatic
states experience a very rapid change similar to the adiabatic
ones. The locally excited (LE) state falls from 1 to about 0.5 in
the first 10 fs. It then raises oscillatorily to almost 0.9 at 4 ps.
Afterwards, the populations of the LE states decrease to a value
of 0.8. The charge transfer (CT) population behaves almost like
the mirror image of the LE state. It reaches 0.5 in the first 10 fs
starting from 0 and decreases to about 0.1 at 2.5 ps. It then
gradually increases to its final value 0.2 at the end of the
simulation. The population of the singlet-correlated triplet pair
state, '(TT), rises from 0 to about 0.13 in the first 250 fs. It then
oscillates around this value, reaching a maximum of 0.2 at
about 750 fs and starts to gradually fall at 2 ps. After about 8 ps,
the population of the '(TT) has decreased to zero. The adiabatic
state populations of the TD-lc-DFTB dynamics are shown in the
ESI (see Fig. S1}) and exhibit a S, to S; population transfer on
the same time scale as we observed in the CISD simulations. We
did not transform the adiabatic TD-lc-DFTB states into a dia-
batic basis as this single-reference method cannot account for
doubly excited states. The Fig. 8 shows scans of the potential
energy curves along the longitudinal (x) axis. The upper part
shows the curves for CISD(4e,40), in the middle TD-lc-DFTB and
at the bottom the results in the frame of TD-DFT(wB97X-D/def2-
SVP) are shown. It can be seen that the potential energy land-
scapes of all states are too flat with CISD (assuming the TD-DFT
potentials are correct) and both the minimum of the excimer
state at R, = 0 and the other local minima at R, = 2.5 A are
energetically underestimated. In TD-lc-DFTB, however, the
agreement with the TD-DFT results is much better. For this
reason, we also performed dynamics simulations with TD-lc-
DFTB to check whether the geometric relaxations on the semi-
empirical CISD are adequately described. Based on the results
of the TD-lc-DFTB nonadiabatic dynamics simulations, two
excimer formation channels have been identified in the gas
phase: the trajectories either relax to a local minimum in the S;-
state close to the FC region and undergo vibrational dynamics
mainly along the intermolecular rotation coordinate as the
excimer state is formed (see green curve in Fig. 9), or they relax
into the perfectly stacked global minimum in the first excited
state along the parallel shift coordinate which is accompanied
by a simultaneous decrease of the angle around the z-axis (see
red curve in Fig. 9). Both relaxation channels can be qualita-
tively understood based on the shape of the potential energy
curves shown in Fig. 8. The PECs exhibit a local minimum in the
S, state close to the FC geometry and a local minimum in the S;
state where R, = 2.4 A. The global minimum in the S, state is
characterised by a perfectly stacked geometry. In five trajecto-
ries dissociation within 10 ps was observed that was not
assigned to one of the relaxation channels shown in Fig. 9.
However, at the CISD level (see violet curves in Fig. 9) only one
excimer formation channel could be identified. Furthermore,
the displacement around the longitudinal coordinate and the
rotation around the z-axis are much weaker in the CISD
dynamics. These differences can be explained by the differences
in the PECs. For one reason, the PECs at the CISD level are
much flatter, which is why the large amplitude vibrations will be
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Fig. 8 Energies of the ground (Sp) and the three lowest (S;, S,, S3)
excited states of the tetracene dimer along the parallel shift coordinate
(R,) at an interplanar distance that corresponds to the S; minimum. The
upper part shows the results from CISD(4e,40/PM6-D3H4), the middle
one the energy curves obtained by TD-lc-DFTB(48e,480) and the
lower part shows the TD-DFT(wB97X-D/def2-SVP) values.

less pronounced, and for another, the local minima are less
stable, so that the excimer cannot be trapped there.

After about 3 to 4 ps the excimer is formed and both the
displacement along the x- and y-direction decrease to values
representing an almost perfectly stacked geometry. Initially, the
angle drops from about 24° to around 0° within the first 3 to 4 ps
and exhibits subsequently damped oscillations with a period of
=2 ps that persist for the whole simulation period of 20 ps. The
stabilisation of the excimer requires the removal of energy from
the intermolecular coordinates and its internal redistribution
over all available vibrational modes.

5. Discussion

Based on the computational and experimental results,
a comprehensive picture of the dynamics can be deduced. The
photoabsorption visible in the REMPI spectrum corresponds to
the S, « S, excitation of the tetracene dimer, as confirmed by
computations. Simulations of the nonadiabatic dynamics
starting in the S, state further reveal a fast deactivation to the S;
state on the timescale of ~500 fs. Such a fast relaxation process

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 9 (a) Average value of the longitudinal shift coordinate (R,) as
defined in the text as a function of time. (b) Average value of the
rotation around the z-axis, which is perpendicular to the molecular
plane of a tetracene monomer. The TD-lc-DFTB values have been
divided into two excimer forming channels, with the green line as the
parallel slipped one (14 trajectories) and the red line as the stacked
tetracene excimer (15 trajectories).

is not visible in the experimental data probably due to the
limited temporal resolution of our ps laser setup (IRF = 4 ps).
Nevertheless, the time-resolved TOF-MS and VMI experiments
reveal a biexponential time dependence of the dimer ion signal,
with an increasing and a decaying component. Contributions
from the photodissociation or dissociative photoionisation of
the trimer can be ruled out, based on the different absorption
bands and the analysis of the ion images. As the non-radiative
deactivation of the optically excited state is not observed, the
experimental transients reflect the dynamics on the S, surface,
after it has been populated in a rapid non-radiative transition.
Both time constants decrease with excitation energy, which
suggests that the rates increase with the density of states.
Generally speaking, the ion signal correlates with the ionisation
probability at a given delay time. A rise in the transient signal
thus can be related to a geometric relaxation into a more ion-
like structure and therefore enhanced FC factors for the ion-
isation step. In contrast, electronic relaxation into vibrationally
highly excited states typically leads to lower FC factors and
contributes a decay to the transient. We therefore assign 7, to
geometric relaxation within the S; manifold, associated with
excimer-formation and relaxation. Consequently, 7, is assigned
to the deactivation of this excimer state. It is revealing to
compare these time constants with data from previous work. In
thin films time constants of 80-90 ps were observed in transient
absorption spectra. Time-resolved fluorescence measurements
on covalently bound stacked tetracene dimers yielded an

© 2021 The Author(s). Published by the Royal Society of Chemistry
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excimer-emission lifetime of 230 ps.” These time constants are
on the same order of magnitude as the decay time (z,) observed
in the present experiments (123 ps at Apymp = 455.0 nm in
argon). Thus it is reasonable to assign 7, to the deactivation of
the excimer.

As discussed above, tetracene is considered to be a model
system for singlet fission. In our CISD dynamics simulations we
observed that the '(TT) state, which is a precursor for singlet
fission, is only transiently populated after excitation, before it
deactivates to the excimer state. From the simulations we
conclude that excimer formation prevents an efficient pop-
ulation of the (TT) state in the gas phase. The latter is only an
intermediate step between the optical excitation and excimer
formation, which indicates an important role of the
surrounding in the condensed phase. On the other hand, our
interpretation is in accordance with the observations by Dover
et al.,who conclude that the excimer acts as an excited state trap
in TIPS-tetracene, which reduces the singlet-fission yield.*
Experiments on isolated systems, as discussed in the present
manuscript, permit to separate the intrinsic properties of the
molecular aggregate from the influence of the environment and
to validate the theoretical methodology. Studies in solution or
crystals will benefit from these investigations, because
dynamics absent in the isolated dimer can more easily be
assigned to the environment.

6. Conclusion

In this work we investigated excimer formation dynamics in
tetracene dimer after optical excitation into the S, state, both by
time-resolved spectroscopy and nonadiabatic dynamics simu-
lations. The picosecond photoionisation experiments were
performed in a supersonic jet. Due to the bandwidth of the laser
system, dimers and trimers are excited separately and a vibra-
tionally resolved spectrum of the dimer is recorded. Photoion
imaging detection permits to distinguish between ~ true ~
dimer contributions and contributions from dissociative pho-
toionisation. While the initial depopulation of the S, state is not
resolved, two time constants are observed that are associated
with relaxation and deactivation of the excimer state.

The nonadiabatic dynamics simulations were performed in
the frame of semi-empirical CISD(4e,40) as well as TD-lc-
DFTB(48e,480) in the gas phase. They led to the identification
of a dominant excimer formation channel that is characterised
by the relaxation to the global S; minimum at an almost
perfectly stacked geometry. While the TD-lc-DFTB trajectories
showed a second relaxation pathway to a geometry that is
shifted along the longitudinal axis, this could not be observed
in the semi-empirical CISD(4e,40) simulations. This is
explained by the resulting flat potential along this axis. On the
other hand, the inclusion of doubly excited states allows to track
the population of *(TT) state. During the electronic relaxation,
we observe a population of a *(TT) state, that could in principle
lead to singlet fission. However, this state was only transiently
populated for 2 to 3 ps and was depopulated within the next 5 ps
by the excimer formation process. In agreement with previous
work on the pyrene dimer,” we observe that large amplitude
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oscillations play an essential role in the relaxation process after
excitation.

In conclusion, the singlet-correlated triplet state '(TT) is only
transiently populated and excimer formation acts as an excited
state trap.
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