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Phosphorescence is commonly utilized for applications including light-emitting diodes and photovoltaics.

Machine learning (ML) approaches trained on ab initio datasets of singlet–triplet energy gaps may expedite

the discovery of phosphorescent compounds with the desired emission energies. However, we show that

standard ML approaches for modeling potential energy surfaces inaccurately predict singlet–triplet energy

gaps due to the failure to account for spatial localities of spin transitions. To solve this, we introduce

localization layers in a neural network model that weight atomic contributions to the energy gap,

thereby allowing the model to isolate the most determinative chemical environments. Trained on the

singlet–triplet energy gaps of organic molecules, we apply our method to an out-of-sample test set of

large phosphorescent compounds and demonstrate the substantial improvement that localization layers

have on predicting their phosphorescence energies. Remarkably, the inferred localization weights have

a strong relationship with the ab initio spin density of the singlet–triplet transition, and thus infer

localities of the molecule that determine the spin transition, despite the fact that no direct electronic

information was provided during training. The use of localization layers is expected to improve the

modeling of many localized, non-extensive phenomena and could be implemented in any atom-

centered neural network model.
Introduction

Molecules that are electronically excited by light or charge
injection typically relax non-radiatively to their lowest-energy
singlet or triplet excited states.1 Transitions between these
singlet and triplet states (intersystem crossing) can be enabled
by spin–orbit interactions. Subsequent radiative relaxation from
excited-singlet to ground-singlet states leads to uorescence,
which occurs over nanosecond timescales. In contrast, radiative
transitions from excited-triplet to ground-singlet states are
forbidden on account of the difference in spin multiplicity. This
radiative process, known as phosphorescence, occurs over
much longer timescales, generally on the order of 10�3 to 100 s.2
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The dynamics of low-energy singlet and triplet states form the
basis for applications including light-emitting electrochemical
cells,3 chemical sensors,4 organic light-emitting diodes
(OLEDs),5,6 and photovoltaics.7 For instance, a carefully
designed thermally activated delayed uorescence (TADF)
process can be used to harvest energy from triplet to singlet
states, raising the efficiency of an OLED to nearly 100%.8 As
another example, simultaneous emission from triplet and
singlet states in metal–organic polymers can be used to make
white light LEDs.9 These examples illustrate the importance of
a reliable prediction of triplet state emission energies across
a large diversity of molecules capable of guiding experimental
efforts toward future optoelectronic technologies.10–12
sets using HIPNN and HIP-loc, training and testing parity plots of predicted
versus true DE on thermal conformers sampled around equilibria of S0 and T1
using HIPNN and HIP-loc, RMSD of optimized geometries using the HIP-loc
T1 potential and energy error plots at those geometries, absolute errors in DE

as a function of number of atoms, parity plots of predicted versus true DE for
the extensibility set categorized by chemical similarity, localization of
singlet–triplet transition for select molecules of the extensibility set computed
from DFT spin density and HIP-loc weights, conformation-dependent
localization of singlet–triplet transitions in molecules with a single torsional
angle, and molecular animations of torsional scans including that of the
molecule in Fig. 5. See DOI: 10.1039/d1sc02136b
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Computational screening using accurate ab initio calculations,
such as density functional theory (DFT), can aid in molecular
design.13 However, the computational costs of fully quantum
mechanical approaches may restrict both the number and size
of molecules that can be sampled efficiently. Machine learning
(ML) has newfound relevance in quantum chemistry for accel-
erating simulations and providing predictions of ab initio
quality.14–16 Here, we leverage ML techniques and build an
accurate and extensible ML model for phosphorescence energy
that is enabled by its ability to account for electron localization
associated with the spin transition.

ML research has led to predictive models of various molec-
ular properties,17–19 among which are general interatomic
potentials of ground state energies.20–23 Such models can be
trained to large datasets (e.g., �105–106 molecules) containing
both equilibrium and off-equilibrium structures. This approach
enables the construction of machine learned potential energy
surfaces (PESs)24,25 for purposes such as dynamics26 and geom-
etry optimization.27,28 Data curation and model training are
computationally demanding tasks,29,30 but once trained, such
models not only generate high-delity ab initio-quality predic-
tions at low computational costs but also infer relationships
within high-dimensional data31 and are transferable to mole-
cules outside of the training dataset.24,31,32 ML for ground state
chemistry has been explored at an appreciable depth, achieving
models of high-accuracy theories33–35 and extremely large
systems.36 However, its use for excited state processes37–39 such
as phosphorescence is a new area of research.

The physics involved in describing an excited state transition
is fundamentally different however from that of a ground state.
For ground states, ML potentials incorporate the extensivity
principle which denes the total energy of a molecule as a sum
over individual atomic contributions.40 This assumption is
physically motivated and has been tested over a large chemical
space, and provides the means for attaining transferable and
extensible models.24,31,41 However, it breaks down in the case of
electronic excitation energies, for which atoms may contribute
to the transition energy in a disproportionate way. This dis-
proportionality is evidenced by localized versus delocalized
electronic transitions that are prevalent in chemical physics.42–45

In turn, the energy of an excitation does not scale strictly with
the size of the molecule. Rather than using extensive predic-
tions, it is reasonable to seek a method that can associate the
energy of an excitation with specic regions of the molecule.
Such an approach would have wide-ranging applicability since
the notion of localization generalizes to many molecular
phenomena and systems such as charged species and radicals,
and can be potentially applied to a broad class of problems
centered around energy and charge carrier transport in molec-
ular materials and solids.

In this work, we develop a model based on the Hierarchical
Interacting Particle Neural Network (HIPNN)46 that accurately
predicts the singlet–triplet energy gaps in a diverse chemical
space of organic compounds at computational speeds that
reach over one million times faster than the underlying ab initio
method for single-point calculations. HIPNN has previously
shown excellent performance for ground state energies,46 partial
10208 | Chem. Sci., 2021, 12, 10207–10217
atomic charges,47 and molecular dipole moments.48 We present
new atomistic localization layers that compute a weight for each
atom corresponding to the atomic contribution to the mole-
cule's energy gap. The mathematics of these new layers can be
likened to the statistical mechanics of a chemical potential, or
to the technology of attention mechanisms in the neural
network literature.49,50 The localization layers improve phos-
phorescence energy predictions on an out-of-sample test set of
molecules that are larger than those found in the training set
and that are known to be phosphorescent from experiment
while qualitatively inferring the changes to the electron density
due to the transition as shown by direct comparison to refer-
ence quantummechanical spin density calculations. This result
is remarkable given that DFT spin density was not provided as
a target during training and highlights the added benet that
electronic information could have toward ML models of local-
ized, non-extensive molecular phenomena.
Methods

We start with a brief review of how energy is computed with ML
interatomic potentials, including the extensive HIPNN model,46

and describe the new methods in this work. The input
descriptors of the molecules are atomic coordinates (Ri) and
atomic numbers (Zi), which together dene the molecular
geometry (R). In extensive HIPNN and several other atomistic
neural networks,24,40,46 target energy for geometry R is computed
as a sum over atomic energy contributions,

E ¼
XN
i¼1

3i (1)

where E is the energy of the molecule, 3i is the energy contri-
bution of the i-th atom, and i spans over the total number of
atoms in the molecule N. Local atomic contributions are pre-
dicted as a linear combination of a high-dimensional learned
feature vector zi,a using a vector of learned parameters ta and
a bias b, where a is a feature index:

3i ¼
XNfeatures

a¼1

tazi;a þ b (2)

Note that the 3i do not represent a direct physical quantity,
but rather a factorization or ansatz form of the total energy E,
representing the notion that the potential may be taken as
a sum of contributions over latent variables 3i in the model, and
it is a useful ansatz for an extensive total energy. For a single
conformation of a system, many values of the 3i are compatible
with the total energy. However, the machine learning algorithm
learns a model of 3i so that E will t a large database of calcu-
lations simultaneously. The high-dimensional feature vector zi,a
contains information collected from the local environment of
that atom, and is also learned, but is less readily interpretable
than 3i.

This model can be applied in either the singlet ground state
(S0) or rst triplet excited state (T1). In addition to being trained
to energy, our models are also trained to atomic forces. The
© 2021 The Author(s). Published by the Royal Society of Chemistry
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inclusion of atomic forces as targets has been shown to improve
energy predictions.51,52 Throughout the paper, we refer to the
extensive HIPNN model that solely employs eqn (1) to compute
energy as HIPNN (Scheme 1a, le).

In HIPNN, singlet (ES) and triplet (ET) energies are determined
from independent Self-Consistent Field (SCF) calculations, and
Scheme 1 (a) Traditional workflows for potentials with atomistic deep ne
that predictions should be summed over all atoms in the system. With
physical properties that are weighted by location and do not scale with t
triplet excitations (which generally do not scale with molecule size), and
effect from a data-driven perspective. (b) Schematic of the S0 and T1 PES
predictions (red, dashed lines). Transition energy relevant to phosphores
energies with the DSCF approach. This work introduces a localized varia

© 2021 The Author(s). Published by the Royal Society of Chemistry
both ES and ET are learned independently using separate linear
prediction with the form of eqn (1). Their difference,

DE ¼ ET � ES (3)

is the singlet–triplet energy gap (S0–T1 gap) within the DSCF
method (Scheme 1b). For instance, near triplet state
ural networks (DNNs) are based on an extensivity assumption (top left)
localization layers (top right), atomistic neural networks can predict

he size of the molecule. This allows training to physical effects such as
identification of molecular regions that contribute to the investigated
s depicted for reference DFT (black, solid lines) and HIPNN-based ML
cence (DE ¼ Ephos) is approximated as a difference between T1 and S0
nt of HIPNN, HIP-loc, to model DE.

Chem. Sci., 2021, 12, 10207–10217 | 10209
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equilibrium, DE¼ Ephos represents the phosphorescence energy
as calculated with DSCF. We write the difference in eqn (3) as
a general DE to reect that our method may be applicable to
other localized, non-extensive properties, such as energies of
anions, cations, or other excited states. The central motivation
of our work is that eqn (1), which is a sum over atom-centered
energies, is inadequate in predicting DE (eqn (3)) for systems
in which the electron density is spatially localized only on
certain atoms. In other words, the extensivity approximation
breaks down due to the absence of a well-dened scaling of DE
with the number atoms (Fig. S1†). The main contribution of our
work is to develop a new approach to predict DE while
accounting for this localization. This accomplishes two
purposes: (1) The predicted DE will not scale intrinsically with
the size of the system and (2) it gives rise to interpretable
predictions regarding where in the molecule the singlet and
triplet wave functions differ. The localized HIPNNmodel will be
referred to as HIP-loc (Scheme 1a, right). We emphasize that the
method developed here could also be applied to other atomistic
neural networks that are trained using gradient methods.24,53,54

We described how one could learn ES and ET and compute
DE following their predictions (eqn (3)). This approach was
carried out for the HIPNN model. Alternatively, one could learn
ES and DE, with ET dened as ET ¼ ES + DE. This denition
represents ET as a sum of an extensive (ES) and non-extensive
(DE) property, the latter of which motivates the HIP-loc
model. Atomic forces on the singlet state are the same as

those used in the HIPNNmodel,�dES

dRi
¼ FS;i whereas the forces

associated with DE are calculated as

�dDE
dRi

¼ � dET

dRi
þ dES

dRi
¼ DFi ¼ FT;i � FS;i. We now intro-

duce the principal difference between HIPNN and HIP-loc
(Scheme 1a). Instead of modeling DE as a simple sum over
atom-centered energies (eqn (1)), we model it as a non-extensive
quantity by weighting atomic energies by normalized weights wi

DE ¼
XN
i¼1

wiD3i (4)

This form is physically motivated by the fact that the electron
density may be localized on certain atoms. We show that the
inclusion of these weights is instrumental in accurately pre-
dicting DE, as opposed to eqn (1), which assumes equal atomic
contributions. We use a somax function for wi,

wi ¼ eaiXN
i¼1

eai
(5)

where ai, which we term the excitation propensity on the i-th
atom, is a quantity learned in the training process. Eqn (5)

ensures normalization of the weights,
XN
i¼1

wi ¼ 1. We predict

both D3i and ai analogously to eqn (2), with linear layers applied
to the learned features. Because the weights sum to one, the
predicted DE is bounded by the extrema of the D3i, a local
10210 | Chem. Sci., 2021, 12, 10207–10217
quantity that does not intrinsically scale with system size; eqn
(4) may be better thought of as a weighted average than as
a sum.

The form of eqn (4) and (5) are similar to those of attention
models49,50 and elementary statistical mechanical models. In
a statistical mechanical analogy, the propensity ai plays the role
of a (negative) chemical potential, whereas the weights wi are
interpreted as a probability derived from the propensity using
a Boltzmann weighting, and the excitation corresponds to an
observable of the system. Such an analogy gives rise to intuition
about the relationship between the propensity and the weights:
if the propensities are narrowly distributed, the weights will be
roughly evenly distributed across the molecule. If a few
propensities are larger than the rest, the weights will be
concentrated on those few atoms. In our results, we show that
these localization weights effectively infer the region of the
triplet excitation, as determined by ab initio spin density
calculations.

The molecules of the dataset were randomly sampled from
the GDB13 dataset55 and contain C, H, N, O, S, and Cl atoms. Ab
initio computations were performed using the ub97x density
functional56 and 6-31g* basis set57 with Gaussian 16.58 All
molecules were optimized in vacuum in the T1 state. Thermal
conformers (T ¼ 300 K) near the minimum of T1 were obtained
with a normal mode sampling scheme.24 Doing so enables
learning PESs at molecular conformations near points of
stability (Scheme 1b). Subsequent single-point calculations of
the entire dataset, including optimized and thermal
conformers, were carried out to determine ES and ET. The entire
dataset consisted of approximately �702k structures with
median molecule size of 8 heavy atoms (excluding H) and 16
total atoms with a maximum molecule size of 12 heavy atoms
and 30 total atoms (Fig. S2†). A more detailed breakdown of the
dataset, including the number of molecules sampled from each
GDB dataset, is available in Table S1.†

The trained models were also tested on a challenging set of
large aromatic molecules known to be phosphorescent from
experiment with median molecule size of 17 heavy atoms
(excluding H) and 27 total atoms with amaximummolecule size
of 31 heavy atoms and 51 total atoms (Fig. S2†). The compounds
of this extensibility set were taken from ref. 59–62 and make up
35 unique compounds and 912 thermal conformers. A sample
set of the training and test set compounds is shown in Fig. 1.
Further details regarding the neural network architecture and
model training can be found in the ESI† under the section
labeled Neural Network Architecture and Training Procedure. It
is worth noting that a full end-to-end ML-based approach is
ultimately desirable for molecular design workows. Ideally, the
ML model should optimize the triplet geometry, which makes
up a signicant portion of the computational time needed to
predict emission energies from rst principles. In this work, we
concentrate on using localization layers in the modeling of
localized, non-extensive properties with emphasis on phos-
phorescence energies as the application of interest. Thus, we
eliminate the error of an ML-based optimization in our results,
using geometries obtained by normal mode sampling of
conformations near DFT-optimized structures of T1. We do
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Sample set of the molecules used in this study. (top panel)
Select molecules from the train/test set (�702k structures in total).
(bottom panel) Select molecules from the phosphorescent test set
(912 structures in total). The test set molecules are significantly larger
(�2� larger on average) than the training set molecules and is often
referred to as the phosphorescent extensibility set.

Fig. 2 Parity plots of predicted versus true DE energy on the held-out
test set using (a) HIPNN and (b) HIP-loc. (c) and (d) depict the same
correlation as (a) and (b) but for the extensibility set. Results are for
molecules sampled around the equilibrium of T1. HIPNN and HIP-loc
achieve comparable results on the held-out test set, but HIP-loc
significantly outperforms HIPNN on the extensibility set compromising
molecules that are on average �2� larger than those found in the
training set, highlighting the advantage that HIP-loc has for extended
systems. Prediction errors are expressed in root-mean-square error
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present encouraging results with T1 optimized with ML in ESI,†
including the singlet–triplet energy gaps and root-mean-square
deviation (RMSD) of the ML-optimized geometries compared
with DFT-based optimization.
(RMSE) and mean-absolute error (MAE).
Results and discussion

Fig. 2 presents the energy gaps that correspond to molecular
geometries near the equilibrium of T1. These geometries are
relevant for phosphorescence and will be the focus of our
discussion. HIPNN and HIP-loc achieve comparable prediction
accuracies on the held-out test set (Fig. 2a and b). Both models
exhibit root-mean-square errors (RMSEs) of �4 kcal mol�1 and
mean-absolute errors (MAEs) of �2 kcal mol�1 (or �0.1 eV),
which are within the error of the DFT method when compared
to experimental transition energies.63 These predictions corre-
spond to a median percent error of �5% (Fig. S3†). Thus, both
HIPNN and HIP-loc attain experimentally informative predic-
tions of Ephos on the held-out test set. Training and testing
results for all geometries sampled near the equilibria of S0 and
T1 are shown in Fig. S4 and S5.† We also present results of
RMSD and energy predictions at geometries optimized with
respect to the HIP-loc T1 PES in Fig. S6 and S7.†

Despite HIPNN's success of predicting DE for molecules with
sizes comparable to those found in the training set, its perfor-
mance substantially worsens for phosphorescent molecules of
the extensibility set that consist of on average �2� the number
of atoms (Fig. S2†). Yet we show that HIP-loc remedies this
issue. HIPNN erroneously predicts negative DE energies (i.e., T1

is lower in energy than S0) for many molecules, contradicting
reference results (Fig. 2c). This result is particularly trouble-
some given that these are phosphorescent molecules for which
DFT correctly predicts T1 to be higher in energy than S0. Alto-
gether, HIPNN's performance on the extensibility set is quite
© 2021 The Author(s). Published by the Royal Society of Chemistry
poor with a RMSE of �53 kcal mol�1 or �2.3 eV, which is well
outside the error commonly expected between ab initio and
experimental values.63 HIPNN's predictions are especially poor
for molecules composed of more than 35 atoms (Fig. S8 and
S9†). In contrast, Fig. 2d shows HIP-loc signicantly out-
performing HIPNN on the extensibility set. The RMSE of HIP-loc
results on the extensibility set is �13 kcal mol�1, amounting to
an �4� improvement and median percent error of �13%
(Fig. S3†). The erroneous negative DE energies, predicted by
HIPNN (Fig. 2c), are all but eliminated with HIP-loc (Fig. 2d and
S10†).

HIP-loc strongly outperforms HIPNN, and the only differ-
ence between the two models is the usage of localization layers
to model the non-extensive part of ET (i.e., DE) by weighting
local atomic environments. The extensibility of the model is
substantially improved, but relatively large disagreement
between HIP-loc and DFT is observed for the largest molecules
in the extensibility set comprising several bonded aromatic
fragments (Fig. S11†). Nevertheless, HIP-loc's stronger perfor-
mance demonstrates the importance of model engineering to
account for the localized nature of spin transitions. Parity plots
for all molecules of the extensibility set, categorized by chemical
similarity, are shown in Fig. S11 through S16.†

Additionally, we investigated whether the learned localiza-
tion weights in HIP-loc have some physical signicance. We
compared the localization weights to DFT spin density differ-
ences between the T1 and S0 states. In order to compare the two
Chem. Sci., 2021, 12, 10207–10217 | 10211
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methods, DFT spin density was approximated as an atom-
centered quantity, which we obtained using the Hirshfeld
charge partitioning scheme.64 Fig. 3a visualizes this comparison
for a subset of representative molecules selected from a random
sample of the held-out test set. Remarkably, there is qualitative
agreement between HIP-loc and DFT for most molecules, sug-
gesting that the HIP-loc localization weights provide physical
insight. Moreover, the correspondence between the quantum
mechanical and inferred localizations is somewhat correlated
with the accuracy in predicted energies; the absolute error in DE
for the last molecule shown in Fig. 3a is relatively high and,
correspondingly, the atom-centered DFT spin density does not
as strongly resemble the HIP-loc weights as compared to the
other molecules shown. We also nd a rough, yet highly
signicant correlation observed between these learned weights
and the DFT spin densities (Fig. 3b). It is important to note that
the results of Fig. 3a and b are not meant to assert that learned
weights are intrinsically related to spin densities in a rigorous
Fig. 3 (a) Comparison of DFT spin density and HIP-loc localization weigh
HIP-loc weights versus atom-centered DFT spin density. (c) Histogram of
ab initio (DFT) and inferred (ML) centers of localization and where h � 1
majority of molecules and jointly, HIP-loc weights closely resemble DF
weights and DFT spin density are more dissimilar. Deviations are express
(RMSD).

10212 | Chem. Sci., 2021, 12, 10207–10217
way, especially since they are atom-centered quantities and
charge partitioning is ambiguous, but rather that inferring
localization through the use of energies and forces across
a large dataset leads to similar assignments of localization.

We also analyzed the agreement between the ab initio and
inferred localization over a large sample of the held-out test set.
For this analysis, wemade use of a localizationmetric h, dened
as the ratio of the distance between the centers of localization
computed using HIP-loc weights ð~rHIP-locÞ and DFT spin density
ð~rDFTÞ to the radius of gyration (Rg), which quanties the spatial
size of the molecule: h ¼ j~rHIP-loc �~rDFTj=Rg. For h � 1, the
centers of localizations are in close proximity to one another,
whereas h � 1 signies that the centers of localization differ by
approximately the radius of the molecule and therefore there is
very little or no agreement in the predicted localization. See ESI†
under Localization Metric for more details. Fig. 3c shows
a histogram of h computed for our sample set. The distribution
is concentrated at low h (mean ¼ 0.15), indicating that the
ts for select molecules in the held-out test set. (b) Correlation between
the localization metric h, which quantifies the agreement between the
signifies strong agreement. Energy DE is accurately predicted for the
T spin density. For the final molecule with less accurate DE, HIP-loc
ed in mean-absolute deviation (MAD) and root-mean-square deviation

© 2021 The Author(s). Published by the Royal Society of Chemistry
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center of HIP-loc's inferred localization is in close proximity to
that determined from DFT for the majority of compounds.

This agreement is also observed for molecules of the phos-
phorescent extensibility set. Similar to Fig. 3a and 4a visualizes
the similarities between DFT and HIP-loc for two example
molecules that perform particularly poorly with HIPNN. Addi-
tional visualizations of a similar nature are available in ESI
Fig. S17 through S20.† The spatial localities associated with the
singlet–triplet transitions in these molecules are conned to
a relatively small number of atoms compared to the molecules'
total number of atoms. This result suggests, albeit not too
surprisingly, that the advantages provided by HIP-loc are
accentuated in the case of strongly localized transitions. In
order to fully probe the improvement provided by HIP-loc for
modeling localized versus delocalized transitions, we study the
participation ratio (PR). The PR is described as follows: given an
N-body wavefunction expanded in terms of atom-localized

states
���jE ¼

XN
i¼1

ci
���ji with expansion coefficients ci, the PR is
Fig. 4 (a) Comparison of DFT spin density and HIP-loc localization wei
perform poorly with HIPNN. Predominant regions of the molecules asso
absolute errors (abs. err.) in DE energies using HIPNN and HIP-loc. (b) R
ization for all molecules of the extensibility set as determined by the ratio
atoms in the molecule (PRDFT/N). Results shown are those of HIPNN (top
the regime of strong localization (PRDFT/N close to�1/N) as compared to
loc, the DE prediction is less dependent on the degree of localization. Com
strong localization. (c) Relationship between HIP-loc's error in DE versus
inferred by HIP-loc are in qualitative agreement with DFT and concom
regime of low h.

© 2021 The Author(s). Published by the Royal Society of Chemistry
expressed as

 XN
i¼1

jcij2
!2,XN

i¼1

jcij4 , ranging from 1 (fully

localized to a single atom) to N (equally delocalized across all
atoms).42 Although we are not working with wavefunctions, we
apply the concept of PR to estimate the number of atoms
involved in the singlet–triplet transition based on the ab initio
(DFT) spin density and thereby quantify the degree of localiza-
tion. The squares of the expansion coefficients are approxi-
mated from the atom-centered DFT spin density (qi):

PRDFT ¼
 XN

i¼1

qi

!2,XN
i¼1

qi2. The PR is complimentary to the

previously utilized localization metric h. The latter quanties
the agreement in proximity of the ab initio and ML-inferred
centers of localization, whereas the former estimates the
number of atoms involved in the transition and is therefore
a more appropriate measure of quantifying the degree to which
a transition is localized.
ghts for select molecules of the phosphorescent extensibility set that
ciated with the spin transitions are circled. Also shown are predicted
elationship between absolute error in DE energy and degree of local-
of the reference DFT participation ratio divided by the total numbers of
panel) and HIP-loc (bottom panel). HIPNN performs notably worse in
the regime of delocalized transitions (larger PRDFT/N), whereas for HIP-
pared to HIPNN, HIP-loc is particularly more accurate in the regime of
localization metric h for all molecules of the extensibility set. Localities
itantly the transition energy DE is predicted to better accuracy in the
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Fig. 5 Conformational scan over the dihedral angle around the single
carbon–carbon bond (blue arrow) in a representative molecule. (a)
Absolute error (abs. err.) in predicted DE energy gap computed with
HIPNN and HIP-loc. (b) Participation ratio (PR) estimated using atom-
centered DFT spin density (left axis) and HIP-loc weights (right axis) as
a function of dihedral angle. HIP-loc significantly outperforms HIPNN
in predicting DE for all scanned geometries. Qualitative agreement in
the trends of PRs computed with DFT and HIP-loc is also observed.
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Fig. 4b shows the relationship between absolute error in DE
and the degree of localization as computed by PR/N. For
molecules in which the density is dispersed more homoge-
neously across the atoms (or larger PRDFT/N edging closer to
�1), energy is accurately predicted using eqn (1) of HIPNN. In
fact, HIPNN and HIP-loc achieve comparable performance in
this regime. However, for molecules in which the density is
strongly localized on only a small handful of atoms (or PRDFT/N
closer to �1/N), HIP-loc is superior. This result underscores the
main motivation of our work in that HIPNN does not accurately
predict the singlet–triplet energy gap for strongly localized
transitions, whereas HIP-loc's localization weights allow the
model to weight regions of the molecule that are attributed to
the transition, resulting in better energy prediction.

Finally, in order to relate the agreement in the centers of
localization to the accuracy in predicted energy, we also show
absolute error in DE versus h (Fig. 4c). The distribution is
concentrated in the regime of low h and low DE error, but in
contrast to the held-out test set (Fig. 3c), there is also a signi-
cant number of molecules that lie in the regime of high h. The
distribution of DE errors in this high h regime is sporadic and
extends to relatively high error. Altogether, these results suggest
that robust energy prediction is generally improved when the
inferred localization determined by the HIP-loc weights more
closely resembles the localization determined by the quantum
mechanical spin density.

To further demonstrate HIP-loc's feature of localization
without changing stoichiometry (and therefore drastically
changing total molecular energy), we examined the predicted
energy and concomitant variation in localization while scan-
ning a single torsional angle. The set of molecules investigated
consists of three to ve six-membered aromatic rings and
a central carbon–carbon single bond. A relaxed torsional scan
over the dihedral angle around the carbon–carbon bond is
performed and HIPNN and HIP-loc predictions are made for
each conformation. The PR is calculated for both the DFT spin
density and HIP-loc weights in order to compare the overall
localization using both methods. The analogous form for PRHIP-

loc uses HIP-loc weights (wi) in lieu of atom-centered spin

density, that is, PRHIP-loc ¼
 XN

i¼1

wi

!2,XN
i¼1

wi
2 .

Our conformational analysis shows that when errors in DE
predictions are relatively low across the conformational space,
localization is accurately predicted by means of the PR. Rotating
the molecule's dihedral angle changes its aromaticity and shis
spatial localization of electron density. As a result, the S0 and T1

PESs, as well as the DE gap, vary with conformation. Fig. 5a
shows absolute error in DE as a function of dihedral angle for
a representative molecule containing three six-membered
aromatic rings, computed with HIPNN and HIP-loc. HIP-loc
outperforms HIPNN for all scanned geometries. Additionally,
there is qualitative agreement in the trends of the PRs
computed using HIP-loc weights and DFT spin density (Fig. 5b).
However, HIP-loc infers more delocalized transitions compared
to DFT (PR of �13 versus �6), but in spite of that, for both
methods the PR in the planar structure (dihedral of 0� and 180�)
10214 | Chem. Sci., 2021, 12, 10207–10217
is delocalized across atoms on each ring, whereas the PR in the
non-planar structure (dihedral of 90�) is localized to slightly
more atoms exclusively on the larger ring. The net effect is an
increase in PR for the non-planar conformation. An animation
in ESI† showing a torsional scan of the molecule in Fig. 5
illustrates this point. Altogether, we nd a correspondence
between the accuracy of energy prediction and the progression
in the degree of localization, quantied by PR. These observa-
tions are consistent for all the molecules studied (Fig. S21
through S25†).
Conclusions

In conclusion, machine learning (ML) is becoming an integral
part of physical chemistry research and has already made
substantial advances in the development of fast and transfer-
able ML potentials for ground state dynamics. Ground state
energy can be classied as an extensive property that is repre-
sented as a sum over individual atomic contributions whereas
electronic excitation energies are best categorized as localized,
non-extensive properties that depend on subsets of atoms. In
this work, we utilized ML for advancing excited state electronic
structure modeling by training a Hierarchical Interacting
Particle Neural Network (HIPNN) to predict phosphorescence
energy, dened as the gap between the lowest energy triplet and
singlet states, at computational speeds that reach over one
million times faster than the underlying ab initio method for
single-point calculations. Our work improves upon the original
© 2021 The Author(s). Published by the Royal Society of Chemistry
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version of HIPNN that is based on the extensivity principle,
particularly in the case of large aromatic compounds for which
their singlet–triplet transition energies do not scale strongly
with molecule size.

Our main contribution is a new set of localization layers for
learning target excitation energies. These localization layers do
not depend on the detailed structure of the underlying model
and could be implemented in any atom-centered neural
network. Combined with HIPNN, the new approach (denoted
HIP-loc) denes energy as a weighted sum, where inferred
localization weights assigned to the atoms determine the
atoms' contribution to the target energy (eqn (4)). This minor
yet profound modication substantially improved prediction
quality on a more challenging set of experimentally veried
phosphorescent compounds that consist of, on average, �2�
more atoms than the molecules found in the training set.
Extensibility is an important practical advantage of the model
because it allows screening large molecules for which ab initio
calculations are computationally prohibitive. Moreover, the
superior energy prediction of HIP-loc over HIPNN was not
readily visible on the held-out test set, but only the phospho-
rescent extensibility set in molecules with strongly localized
transitions, showing that the extensibility test provides impor-
tant characterization of the model's performance. We achieve
RMSEs of �4 kcal mol�1 (�5% error) on the held-out test set
and �13 kcal mol�1 (�13% error) on the phosphorescent
extensibility set (Fig. 2). The physical signicance of HIP-loc's
localization weights, to our surprise, is that they qualitatively
correlate to the quantummechanical spin density (Fig. 3 and 4).
Thus, the model inferred localities of the electron density
associated with the singlet–triplet transition in order to make
more accurate and transferable prediction of the singlet–triplet
energy gap. This result is remarkable given that DFT spin
density was not provided as a target during training. Instead,
the neural network was provided with somewhat limited
information, yet discovered this result nonetheless with
a modest change in how target energy is calculated that effec-
tively took into account the relative contribution of the atoms.

The results and performance of the newHIP-locmodel lead us
to conjecture that predicting localized molecular properties are
likely to improve if reference electronic properties (e.g., electron
densities) are used explicitly as targets during training. This idea
sets the stage for many interesting applications of ML in physical
chemistry, where learned properties are dependent on, or corre-
lated to, the spatial distribution of the many-electron wave-
function. We also envision applying localization layers to other
localized molecular phenomena and systems such as anions,
cations, radicals, or other excited states. Additionally, further
improvement of excited state ML potentials for geometry opti-
mization could lend itself useful for a full end-to-end ML-based
tool for phosphorescent materials screening.

Data availability

Nebgen, Benjamin (2021): Dataset of Singlet and Triplet Ener-
gies and Forces for Organic Molecules. gshare. Dataset.
https://doi.org/10.6084/m9.gshare.14736570.v1.
© 2021 The Author(s). Published by the Royal Society of Chemistry
Author contributions

A. E. S., L. L., and B. J. G. curated datasets, performed ab initio
calculations, analyzed results, made gures, and began the
initial dra of the manuscript. L. L. generated the original
dataset and trained preliminary models. N. L. developed the
HIP-loc model formulation, wrote the corresponding code, and
trained models. R. A. M. performed dihedral scan calculations.
J. S. S. and K. B. provided valuable discussion and provided
directions for analysis, including the idea to analyze DFT spin
density. A. E. S., S. T., N. L., and B. J. G. brought the manuscript
to a complete form. S. T. and B. N. conceived the task to model
excited spin states. All authors contributed to the editing of the
nal manuscript. B. N., S. T., N. L., and B. J. G. supervised the
research.

Conflicts of interest

There are no conicts to declare.

Acknowledgements

The work at Los Alamos National Laboratory (LANL) was sup-
ported by the LANL Directed Research and Development
(LDRD) funds and performed in part at the Center for Nonlinear
Studies (CNLS) and the Center for Integrated Nanotechnologies
(CINT), U.S. Department of Energy, Office of Science user
facilities. This research used resources provided by the LANL
Institutional Computing (IC) Program as well as the LANL
Darwin Cluster. LANL is operated by Triad National Security,
LLC, for the National Nuclear Security Administration of the
U.S. Department of Energy (Contract No. 89233218NCA000001).

References

1 G. N. Lewis and M. Kasha, J. Am. Chem. Soc., 1944, 66, 2100–
2116.

2 N. J. Turro, V. Ramamurthy and J. C. Scaiano, Modern
Molecular Photochemistry of Organic Molecules, 2017.

3 R. D. Costa, E. Ort́ı, H. J. Bolink, F. Monti, G. Accorsi and
N. Armaroli, Angew. Chem., Int. Ed., 2012, 51, 8178–8211.

4 Q. Zhao, C. Huang and F. Li, Chem. Soc. Rev., 2011, 40, 2508.
5 Highly Efficient OLEDs with Phosphorescent Materials, ed. H.
Yersin, Wiley, 1st edn, 2007.

6 Y. Tao, C. Yang and J. Qin, Chem. Soc. Rev., 2011, 40, 2943.
7 M. J. Currie, J. K. Mapel, T. D. Heidel, S. Goffri and
M. A. Baldo, Science, 2008, 321, 226–228.

8 Z. Yang, Z. Mao, Z. Xie, Y. Zhang, S. Liu, J. Zhao, J. Xu, Z. Chi
and M. P. Aldred, Chem. Soc. Rev., 2017, 46, 915–1016.

9 C.-X. Sheng, S. Singh, A. Gambetta, T. Drori, M. Tong,
S. Tretiak and Z. V. Vardeny, Sci. Rep., 2013, 3, 2653.

10 S. Haneder, E. Da Como, J. Feldmann, J. M. Lupton,
C. Lennartz, P. Erk, E. Fuchs, O. Molt, I. Münster,
C. Schildknecht and G. Wagenblast, Adv. Mater., 2008, 20,
3325–3330.

11 S. Mukherjee and P. Thilagar, Chem. Commun., 2015, 51,
10988–11003.
Chem. Sci., 2021, 12, 10207–10217 | 10215

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1sc02136b


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
Ju

ne
 2

02
1.

 D
ow

nl
oa

de
d 

on
 7

/2
9/

20
25

 1
1:

08
:4

0 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
12 Z. An, C. Zheng, Y. Tao, R. Chen, H. Shi, T. Chen, Z. Wang,
H. Li, R. Deng, X. Liu and W. Huang, Nat. Mater., 2015, 14,
685–690.

13 J. Hafner, C. Wolverton and G. Ceder, MRS Bull., 2006, 31,
659–668.

14 K. T. Butler, D. W. Davies, H. Cartwright, O. Isayev and
A. Walsh, Nature, 2018, 559, 547–555.

15 P. O. Dral, J. Phys. Chem. Lett., 2020, 11, 2336–2347.
16 O. A. von Lilienfeld and K. Burke, Nat. Commun., 2020, 11,

4895.
17 L. Ward, A. Agrawal, A. Choudhary and C. Wolverton, npj

Comput. Mater., 2016, 2, 16028.
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