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adical reactivity of phenyl radicals
with the help of distonic charges: it is all about
electrostatic catalysis†

Totan Mondal, a Sason Shaik, *a Hilkka Kenttämaa b and Thijs Stuyver *a

This manuscript reports the modulation of H-abstraction reactivity of phenyl radicals by (positive and

negative) distonic ions. Specifically, we focus on the origins of this modulating effect: can the charged

functional groups truly be described as “extreme forms of electron-withdrawing/donating substituents” –

implying a through-bond mechanism – as argued in the literature, or is the modulation mainly caused by

through-space effects? Our analysis indicates that the effect of the remote charges can be mimicked

almost perfectly with the help of a purely electrostatic treatment, i.e. replacing the charged functional

groups by a simple uniform electric field is sufficient to recover the quantitative reactivity trends. Hence,

through-space effects dominate, whereas through-bond effects play a minor role at best. We elucidate

our results through a careful Valence Bond (VB) analysis and demonstrate that such a qualitative analysis

not only reveals through-space dominance, but also demonstrates a remarkable reversal in the reactivity

trends of a given polarity upon a rational modification of the reaction partner. As such, our findings

demonstrate that VB theory can lead to productive predictions about the behaviour of distonic radical ions.
1 Introduction

Distonic radical ions are a peculiar class of radical ions in which
the charge and radical site are formally separated.1–3 First
postulated in the early 1970s as likely intermediates in mass
spectrometry experiments,4,5 it took almost an entire decade
before conclusive experimental evidence of their existence was
provided by Radom and co-workers.6 Since then, the interest in
these exotic compounds – and the remarkable reactivity
patterns they exhibit – has grown signicantly.7 In recent years
in particular, the research eld has experienced a jolt of activity
due to the potential offered by pH-controllable remote charges
to modulate the stability of radicals.8,9

One of the topics in distonic radical ion chemistry that
sparked great interest from the onset was the interplay between
the charge and radical site. Initial studies focused on unravel-
ling the inuence of the charge on the radical reactivity modes
in so-called a-distonic radical ions,10 i.e., radical ions in which
the charge and radical site are adjacent, and subsequently in
aliphatic distonic ions,11 i.e., radical ions in which more than
one atom separates these two sites. However, due to their close
proximity in the former system, and the exibility of the
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aliphatic chain in the latter, the charge and radical site were
oen found to interact simultaneously with (neutral) reaction
partners.7 As such, neither of these two types of model systems
proved suitable testbeds for probing the reaction modes asso-
ciated with the radical site in an independent manner.

Consequently, more recent studies have generally focused on
the reactivity of rigid aromatic carbon-centred s-type radicals
with a spatially separated (and chemically inert) charge site.7

Throughout the 1990s and early 2000s, Kenttämaa and co-
workers performed a series of studies on charged phenyl
radical compounds with the help of Fourier-transform ion
cyclotron resonance mass spectrometry.12–15 Based on the
emerging data from these experiments, it was concluded that
charged phenyl radicals generally exhibit similar reaction
modes as neutral phenyl radicals, but that the remote charged
substituent is able to signicantly enhance or temper the
reaction rates, depending on the nature of the functional group,
its distance from the radical site and the polarity of the transi-
tion state. These ndings were rationalized with the help of
valence bond-like state crossing diagrams.16–19 In short, the
charge site was posited to either stabilize or destabilize the
main charge-transfer (CT) state mixing into the wavefunction
along the reaction coordinate. The lower the energy of these
respective charge-transfer states, the more stabilized the tran-
sition state would become relative to the reactant complex,
which translates into a lower activation energy for the consid-
ered reaction.

Importantly, what remained unaddressed in this elegant
explanation of the observed reactivity trends is the detailed
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (a) Distonic radical cations (1–9) and their uncharged analogues
(1A–9A); (b) distonic radical anions (10–12) and their neutral analogues
(10A–12A); (c) distonicmeta radical ions for two systems (5m and 10m)
with opposite polarity, and (d) distonic ortho radical ions 5o and 10o.
The z-axis points from the radical site to the charge site as indicated in
the figures above.
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mechanism through which these charge-transfer states become
stabilized. In their pioneering studies, Kenttämaa and co-
workers generally interpreted the charged substituents on the
phenyl radicals as “extreme forms of electron-withdrawing/
donating substituents”,15 enhancing the electrophilicity/
nucleophilicity at the radical site. This characterization
implicitly appears to suggest an underlying through-bond
(inductive/resonance-like) mechanism. Through-space, i.e.,
pure long-range electrostatic, effects emanating from the
charged substituent, were not considered explicitly.

In recent years however, it has become increasingly clear that
such through-space electrostatic interactions play a much
bigger role in organic chemistry than previously thought, and
even outrightly dominate in many phenomena which were
previously ascribed almost exclusively to through-bond effects.
For example, Wheeler and Houk demonstrated convincingly in
2008 that substituent effects in benzene dimer formation do not
involve the p-system of the substituted benzene, but are instead
caused by direct, i.e., through-space, interactions between the
substituent itself and the unsubstituted ring.20–22 In other
words, contrary to the common viewpoint, substituent-induced
modulation of the electron density associated with the p-cloud
in a substituted benzene ring, i.e., electron withdrawal/
donation, plays no signicant role in p-stacking; dimer
formation is driven almost exclusively by electrostatics. In
another series of papers, Schwarz et al. showed that the catalysis
provided bymetal oxides and carbides in C–H bond activation is
essentially electrostatic in nature.23–25 Very recently, Stuyver and
co-workers demonstrated that the local electric elds
emanating from charged substituents present on the macrocy-
clic ligands in a couple of metalloenzyme analogues synthesized
by Groves et al.26,27 could account fully for their remarkably
enhanced reactivity, i.e., through-bond (inductive) effects were
not needed to describe the enhanced rates of H-abstraction by
these complexes.28 Around the same time, Cockro and co-
workers performed a set of elegant experiments to probe the
relative signicance of through-bond and through-space
substituent effects in molecular interactions and reaction
kinetics.29 The resulting data clearly revealed dominant
through-space interactions for the considered systems; in fact,
it turned out that, depending on the precise spatial orientation
of specic substituents, their classically assigned electron-
donating/electron-withdrawing character could be turned off –

or even reversed altogether.
In the present computational study, we take a closer look at

the radical reactivity exhibited by a set of charged phenyl radi-
cals. More specically, we will consider the impact of a variety of
charged substituents on the H-abstraction reaction from
a model reaction partner (CH4) and we will probe whether the
observed modulation of the reactivity is governed by a through-
space or through-bond mechanism. As will be demonstrated
below, we nd no compelling arguments for signicant
through-bond radical reactivity modulation; consideration of
through-space electrostatics generally suffices to describe the
impact of the charged substituents. Furthermore, we nd that
modelling the effect of the remote charge as an oriented
external-electric eld (OEEF) leads to quantitative
© 2021 The Author(s). Published by the Royal Society of Chemistry
correspondence in the calculated activation energies for most of
our systems. Our results constitute yet another illustration of
the pervasive role played by long-range electrostatic interactions
in chemical structure and reactivity, and the insights gained
could contribute to the design of new electric-eld mediated
catalysts.30–34
2 Computational methods

All calculations in this study were performed with the Gaussian
16 quantum chemical soware package.35 The uB97X-D func-
tional36 in conjunction with Ahlrichs' formulated polarization-
corrected triple-z basis set (def2-TZVP),37 was used to optimize
the geometries of the stationary points associated with the H-
abstraction reaction from CH4 by the considered distonic
radical ions (1–12) and their corresponding uncharged radical
analogues (1A–12A), cf. Fig. 1. A vibrational frequency analysis
was performed at the same level-of-theory to verify the nature of
the stationary points on the potential energy surface as real
minima (Nimg ¼ 0) or rst-order saddle points (Nimg ¼ 1).

To conrm the robustness, i.e., functional independence, of
our ndings, a full comparison between the uB97X-D results
and the corresponding results obtained with the popular
B3LYP-D3 functional38–40 has been included in the ESI (cf. Tables
S1 and S2).† A correlation between the two sets of barrier
heights is presented in Fig. S1.† Our analysis demonstrates that
both functionals not only recover the exact same reactivity
trends, but that the agreement is quantitative (R2 ¼ 0.98,
Chem. Sci., 2021, 12, 4800–4809 | 4801
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DEB3LYP-D3–uB97X-D < 1.0 kcal mol�1). Additionally, we have also
recalculated the barrier heights for two model systems with
other popular functionals, i.e., PBE0-D3 (ref. 41 and 42) and
M06-2X.43 These functionals give a similar energy and repro-
duce the same trend as well (Table S3†).

Since reactions involving distonic radical ions are known to
occur under a wide variety of thermodynamic conditions (e.g.,
these compounds have been posited to be involved both in
interstellar reactivity as well as in combustion processes),44 we
refrained from adding thermodynamic corrections to the pre-
sented energy values and instead report all values simply as
electronic energies + zero-point corrections.

Nevertheless, we included a comparison between the DE and
corresponding DH and DG values, evaluated under standard
conditions, cf. Table S4 in the ESI.† From this table, one can
conclude that our results are insensitive – within reasonable
bounds – to the specic thermodynamic conditions at which
the reaction occurs.

One point of interest with regard to the thermodynamic
corrections though is that at room temperature and atmo-
spheric pressure, entropic factors render most of the reaction
complexes (RC) unstable with respect of the isolated reactants
(note that such RC instabilities were previously reported by
Radom and co-workers45 as well). To verify whether this nding
could affect our results, we compared the reactant complexes
with the isolated reactants as references for the reaction barrier
quantication (cf. Table S4†). Our analysis indicates that both
potential reference points lead to the exact same conclusions.
Finally, we also conrmed that inclusion of solvent environ-
ments does not affect the observed trends (Section S2†).

As such, one can conclude that, overall, our results are
remarkably robust: the reactivity trends are retained irre-
spective of whether one uses isolated reactants or complexes as
a reference, whether one focuses on electronic energy, enthalpy
or Gibbs energy to quantify barrier heights and irrespective of
the used functional.

The in-house developed TITAN code46 was utilized to quan-
tify the net electric eld at the reactive radical site, emanating
from the remote charged substituents in the distonic radical
ions as follows.

First, the optimized distonic radical cation geometries (1–9,
Fig. 1) were neutralized by removing –H or –Me substituents
from the charged substituents on the phenyl ring respectively.
For the resulting uncharged molecules (1A–9A, Fig. 1), single-
point calculations were performed. A similar approach was
also taken for the negatively charged species. In this case,
adding either H+ substituents (10A and 12A) or removing F�

substituents (11A), from the charged substituents, to obtain the
uncharged analogues of the original distonic radical (an)ions.

Subsequently, the natural (NBO)47 charges were calculated
for both the charged and uncharged molecules. The two cor-
responding NBO charge distributions were then subtracted
from one another. This way, a differential charge distribution
associated with the charged substituent was obtained. The eld
strength exerted by the substituent part of the differential
charge distribution was then quantied at the reactive radical
4802 | Chem. Sci., 2021, 12, 4800–4809
site according to Coulomb's law for the respective distonic
radical ions considered.

To examine whether the through-space electrostatics govern
the reactivity modications in the distonic radical ions
compared to their uncharged analogues, single-point calcula-
tions were performed on the uncharged versions (i.e., 1A–12A)
of the optimized charged molecules (i.e., 1–12), with inclusion
of an oriented-external electric eld (OEEF) mimicking the net
eld exerted by the charged substituents. In these single-point
calculations, the mimicking OEEFs were included using the
“Field” keyword available in Gaussian 16. Throughout this
study, we adopt the Gaussian soware convention for the eld
direction, i.e., the vector for electric elds (FZ) is dened to be
directed from a negative charge to a positive one.31

Molecular electrostatic potentials (ESP) were also generated
at UuB97X-D/def2-TZVP level-of-theory. The calculated ESPs
were graphically mapped onto a molecular surface corre-
sponding to an isodensity contour of 0.001 e per a.u.3 with the
help of the GaussView soware.48 Two different scales were used
to visualize the ESPs: for the distonic radical cations, the red
region was set to 0.10 a.u., the blue region was set to 0.25 a.u.;
for the distonic radical anions, the red region was set to �0.20
a.u. and the blue region to 0.10 a.u.

An additive ESP model was employed to scrutinize further
the occurrence of p-resonance and inductive effects (vide infra).
For example, in the case of distonic radical cation 1, this was
done as follows. First, the ESPs for isolated C6H5, and NH4

+ were
evaluated on a rectangular grid, aer which the fragments were
positioned in a relative orientation corresponding to the
geometry of the full C6H4NH3

+ system. Subsequently, the indi-
vidual ESPs were added, and the resultingmap was compared to
the ESP for the full C6H4NH3

+ molecule.21,22

3 Results and discussion
3.1 The impact of generic OEEFs on the H-abstraction
reaction prole

Let us start by considering the general mechanism through
which through-space electrostatics can be expected to impact
the activation energies of radical reactions. To facilitate our
discussions, we focus rst on so-called (uniform) oriented
external electric elds (OEEF), i.e., idealized electric elds
oriented in a specic direction and retaining a constant eld
strength at every point in (the considered) space. OEEFs impact
the stability of molecular systems through interaction with their
dipole moment,31,33

DE ¼ 4:8~F$ m!; (1)

where DE corresponds to the stabilization/destabilization
energy (expressed in kcal mol�1), ~F to the electric eld (in V
Å�1) and m! to the dipole moment (in D).

Since the activation energy generally corresponds to the
energy difference between the reactant complex (RC) and the
transition state (TS), one can identify three distinct scenarios
for electrostatic reaction barrier modication, depending on
the relative magnitudes of the dipole moments of the RC and TS
species and their alignment with the electric eld. In Fig. 2,
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Schematic representation of the different distinct scenarios for
electrostatic reaction barrier modification, depending on the relative
magnitudes of the RC/TS dipole moments and the alignment with the
electric field (cf. the electric field convention in Fig. 1). A common z-
axis was set for clarity; note that rotating this axis by 180� would flip the
signs of the individual (dipole moment/electric field) vectors but does
not change the physical picture. For each of the panels, a positive
electric field induces a decrease in the reaction barrier height (right-
hand side), a negative field induces a barrier increase (left-hand side).

Fig. 3 Activation barriers (in kcal mol�1, blue line) calculated for the
uncharged radical cation 1A (obtained by removing H+) at different
strengths of a generic uniform electric field applied along the z-axis
(increments of 0.1 V Å�1). The evolution of mz is illustrated with respect
to the variation of FZ (in V Å�1) both for the reactant complexes (green)

Table 1 Total permanent dipole moment jmj and their z-components
mz, that is, the component of the dipole moment oriented along the
axis connecting the substituent site and the reactive radical site of the
distonic radical ions, for the neutral compounds 1A–12A

Systems

RC TS

jmj (D) mz (D) jmj (D) mz (D)

1A 2.30 2.07 1.74 1.43
2A 2.72 2.70 2.08 2.06
3A 1.55 0.74 1.32 �0.05
4A 0.70 0.70 0.19 �0.19
5A 0.77 0.01 1.14 �0.81
6A 1.27 0.32 1.30 �0.54
7A 0.39 0.39 0.40 �0.40
8A 0.78 �0.30 1.36 �1.17
9A 0.45 0.39 0.45 �0.40
10A 1.52 �0.56 2.05 �1.46
11A 1.52 �1.52 2.43 �2.43
12A 1.53 0.84 1.32 0.13
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these individual scenarios are depicted with respect to
a common z-axis.

Thus, as long as the dipole moment associated with
a chemical system, undergoing a reaction, changes upon
proceeding from the RC to the TS, one can expect that applying
an oriented electric eld will alter the associated activation
energy. In Table 1, the permanent dipole moments, i.e., the
dipole moment in the absence of an electric eld, are displayed
for the neutral analogues of the distonic radical ions depicted in
Fig. 1 (1A–12A). It should be clear that for each system, these
values are indeed distinct for RC and TS, both in their total
magnitude and in their magnitude along the axis connecting
the substituent site and the radical site (i.e., the z-direction, cf.
Fig. 1).

Based on the dipole moments tabulated in Table 1, one can
straightforwardly map the individual systems to the different
scenarios outlined in Fig. 2: 1A, 2A and 12A correspond to
scenario (a) in which mz(RC) > mz(TS) > 0, 8A, 10A and 11A
correspond to scenario (b) in which mz(TS) < mz(RC) < 0, and 3A–
7A and 9A correspond to scenario (c) wherein mz(RC) > 0 > mz(TS).
© 2021 The Author(s). Published by the Royal Society of Chemistry
Thus, for each of the neutral molecules, applying an electric
eld in the positive direction can be expected to lead to barrier
reduction in rst order. Flipping the eld direction would then
lead to an increase in the barrier height.

In Fig. 3, the evolution of the barrier height as a function of
the magnitude of a generic uniform FZ (increments of 0.1 V Å�1)
is plotted for uncharged molecule 1A. As expected from our
analysis above, one can indeed observe that an increasingly
positive eld strength leads to a proportional lowering of the
activation energy, whereas an increasingly negative eld
strength leads to an increase of the activation energy. Note that
on the le-hand side of this plot, the activation energy does not
continue to increase indenitely; at a critical negative eld
strength, a maximum barrier height is reached. This behaviour
can be attributed to higher-order effects: since the polarizability
of the TS is higher than that of the RC, the magnitudes of the
and the transition states (red).

Chem. Sci., 2021, 12, 4800–4809 | 4803
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overall dipole moment crosses over at some point, so that the
relative stabilization of one species over the other becomes
reversed.
3.2 The role of the LEF emanating from the charged
substituents in distonic radical ions

Now that we have constructed a rudimentary model for the
impact of OEEFs on the activation energy for radical reactions,
let us consider specically the effect of the charged functional
groups in selected para distonic radical ions (Fig. 1a and b). In
Fig. 4, the barrier heights for the H-abstraction reaction from
methane (CH4) by systems 1–12 are shown together with the
corresponding barrier for their neutral analogues (1A–12A). The
full reaction proles are provided in Table S1 in the ESI.†

From Fig. 4, one can conclude that for the cations (panel (a)),
the barrier height is consistently reduced, whereas for the
anions (panel (b)), the barrier heights are generally increased
(for the 12/12A pair, the barrier stays roughly the same). Overall,
the change in the reaction barrier upon inclusion of a charged
substituent appears to follow (at least qualitatively) the para-
digm outlined for the OEEFs in the previous subsection:
a positively charged R substituent corresponds to a positive eld
applied along the z-direction, whereas a negatively charged R
substituent corresponds to a negative eld (cf. Fig. 1a).

From a more detailed consideration of the barrier height
changes in Fig. 4, one can infer also that the magnitude of the
barrier modication caused by the charged substituents is at
least somewhat distance-dependent: whereas the distonic
radical cations for which the (localized) charged substituents
Fig. 4 Energy diagrams related to the H-abstraction reactions
involving (a) radical cations (1–9) and their uncharged analogues (1A–
9A), and (b) radical anions (10–12) and their neutral analogues (10A–
12A). The presented energy values (in kcal mol�1) consist of electronic
energies + zero-point energies.

4804 | Chem. Sci., 2021, 12, 4800–4809
are attached directly to the phenyl ring (1–3, 5–8) consistently
exhibit a reduction in barrier by 2–3 kcal mol�1 compared to
their neutral analogues, the effect of the charged substituent in
compound 4, in which an additional phenyl ring is inserted in
between the radical site and the charge site (a pyridinium ring),
the effect is reduced by 0.9 kcal mol�1. Similarly, in compound
9, in which the charged trimethylammonium group and the
phenyl moiety are formally separated by a methylene unit, the
activation barrier for H abstraction is 0.7 kcal mol�1 higher than
in 2 (Fig. 1 and 4; Table S6 in the ESI†). In conclusion therefore,
these computational results are perfectly in line with the
experimental results previously reported by Kenttämaa13 and
others,49,50 thus demonstrating the adequacy of our method-
ology (cf. Section S4 in the ESI†).
3.3 Is the effect of the charged functional groups mostly
electrostatic in nature?

From the analysis in the previous subsections, one can clearly
conclude that the effect of the charged functional groups in the
considered distonic radical ions on the activation energy for the
H-abstraction process qualitatively agrees with what one would
expect from a simple OEEF model. Here, we will consider
whether this correspondence is only qualitative, or whether
there is also a quantitative agreement, i.e., can an OEEF mimic
the effect of the charged substituent on the radical reactivity
quantitatively? Put differently: are the through-space electro-
statics sufficient to explain the impact of the charged substit-
uent on the radical reactivity, or are the oen-invoked through-
bond (inductive) contributions essential to this end as well?

To assess this point, we started by quantifying the net local
electric elds (LEFs) exerted by the charged substituents at the
reactive radical sites of the distonic radical ions (1–12)
compared to their neutral analogues using the in-house devel-
oped TITAN code.46

First, we neutralized the respective distonic radical ions in
their optimized RC geometry. For the cations, this was achieved
by removing a hydrogen/methyl unit from the respective
substituents, for the anions, this was achieved by adding an H+

or removing an F� substituent respectively. Subsequently, a so-
called differential charge distribution was constructed (see the
Computational methods section for the methodology used). For
each of the distonic radical ions considered, we found that most
of the charge remained on the charged substituent; the extent of
charge transfer to or from the phenyl ring remained below 0.30
e in most cases. Furthermore, the fraction of the charge that
effectively got transferred to the phenyl unit ended up being
distributed fairly evenly over the different sites of the ring, so
that each carbon atom carried a negligible net charge, usually
signicantly below 0.1 e (Table S7†). It should be noted that
there is one compound couple, 12/12A, for which the net charge
transfer is slightly more pronounced. However, even in this
extreme case, the charge transferred to the radical site amounts
to only a moderate 0.14 e.

Subsequently, the point-charges from this differential charge
distribution belonging to the remote substituent domain were
used to quantify the net oriented electric eld experienced by
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 (a) ESP map for 1 (top) and the corresponding additive ESP map
for C6H5 and NH4

+ (bottom); colour range: red (0.10 a.u.) to blue (0.25
a.u). (b) ESP map for 10 (top) and the corresponding additive ESP map
for C6H5 and HCOO� (bottom); colour range: red (�0.20 a.u.) to blue
(0.10 a.u.).Fig. 5 Energy diagrams related to the H-abstraction reactions

involving (a) radical cations (1–9) (right side) and uncharged counter-
parts obtained by stripping the charged groups, and applying an OEEF
which mimics the field exerted by the charged substituents (left side),
(b) radical anions (10–12) (right side) and their neutral analogues +
OEEF (left side). The presented energy values (in kcal mol�1) consist of
electronic energies + zero-point energies.
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the respective species along the z-axis shown in Fig. 1a at the
radical site according to Coulomb's law.

Once the net electric elds were obtained for every species,
single-point calculations were performed on neutralized
versions of the respective RCs and TSs, with the calculated net
electric eld taken into account through mimicking OEEFs of
the corresponding eld strength.

The results from these calculations are summarized in Fig. 5.
Note that the barrier heights calculated for the uncharged
analogues + OEEF agree within a few tenths of a kcal mol�1 with
those obtained for the original radical ion. This observation
convincingly demonstrates that through-space electrostatics
drive the reactivity modication in distonic radical ions.
3.4 What about the through-bond interactions?

The results presented so far indicate that through-space elec-
trostatics are sufficient to explain the radical reactivity modu-
lating effect of the remote charges in distonic radical ions. But
what about the oen invoked through-bond (e.g., resonance and
inductive) effects then? Are they completely irrelevant in these
systems, or do they somehow play a subtle (minor) contributing
role as well?

As already remarked, the TITAN-calculated differential
charge distributions reveal only limited charge transfer from
the charged substituent to the phenyl unit and an almost
uniform distribution of this charge across the ring for every
radical ion considered. This on its own already suggests that the
impact of the charged substituent on the electronic structure of
© 2021 The Author(s). Published by the Royal Society of Chemistry
the phenyl unit in the distonic radical ion is rather limited. The
ESP maps presented in Fig. 6 underscore this point. In this
gure, the ESPs of benzene and isolated versions of respectively
the charged substituents HCOO� and NH4

+ are overlaid and
compared with the ESPs for the corresponding full distonic
radical ions 1 and 10 (cf. Computational methods section for
more information). The striking agreement between the
respective plots demonstrates unequivocally that the ESPs are
merely a sum of their constituting parts; the substituents do not
deform the p-clouds of the phenyl units in a discernible way,
they only impact the ESP through-space (cf. the previous work by
Wheeler and co-workers21,22).

A nal indicator for the negligible impact of through-bond
interaction is obtained from analysis of the spin densities r at
the radical sites. As established in a recent contribution from this
group, the spin density on a radical site acts as a probe of the
“resonance penalty” to be paid throughout a reaction taking place
at this location.51 A low spin-density indicates that a lot of reso-
nance stabilization needs to be shed throughout the reaction,
which translates into a (relatively) high reaction barrier. A high
spin-density on the other hand indicates that the electronic
wavefunction requires only limited modication in preparation of
a reaction at this radical site, leading to a (relatively) low reaction
barrier. For example, the resonance penalty associated with the
delocalization of the radical electron in allylc (rterminal-C ¼ 0.66 e)
translates into an increase in the barrier height for H-abstraction
from methane of almost 10 kcal mol�1 compared to its fully
localized analogue H3Cc (rC ¼ 1.08 e).

The distonic radical ions in the present study also exhibit
some variation in the spin density residing on their radical sites,
but the magnitude of these charge-induced shis is extremely
small compared to the reference values mentioned for the allylc/
H3Cc pair: the difference between the lowest and highest value
Chem. Sci., 2021, 12, 4800–4809 | 4805
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for the spin density calculated for the considered set of distonic
ions does not even exceed 0.05 e! Even for the 12/12A couple,
exhibiting the highest extent of charge transfer to the phenyl
ring (vide supra), one observes only a negligible change in spin
density (<0.02 e). As such, this variation cannot account for the
signicant shis in the barrier heights observed. Nevertheless,
there is a correlation between the barriers and the spin density
values, but as discussed in Section S6 of the ESI,† this correla-
tion has to be non-causal.

3.5 Ortho- and meta-substituted distonic radical ions

Up to this point, we have limited our analysis to para-
substituted distonic radical ions. Let us now turn our attention
for a moment to distonic radical ions in which the charged
substituent is placed in ortho- and meta-position and consider
whether our previous conclusions hold in these cases as well.

We selected two of the previously considered charged
systems, 5 and 10, and considered the reaction barriers for the
different isomeric forms (ortho, meta, para), cf. Table 2.

From this table, it should be clear that the qualitative
correspondence between the effect of the remote charged
functional group and the OEEF model holds for each of the
isomers considered. The maximal deviation between the reac-
tion barrier obtained for the charged species and for the
uncharged species with OEEF amounts to 0.8 kcal mol�1. It
should be noted that the small discrepancies observed are not
caused by the sudden emergence of through-bond effects, but
can be attributed to the distinct through-space electrostatic
patterns induced by the different positioning of the charged
functional groups in the ortho- and meta-isomers compared to
the para-isomer (see Section S7 of the ESI†).

3.6 Qualitative valence bond models reveal the distinctive
impact of through-space and through-bond contributions on
the potential energy surface

It is instructive to conclude this study by constructing a quali-
tative valence bond reactivity diagram (VBSCD) depicting
a generic H-abstraction reaction involving a distonic radical ion.
Recall from the Introduction that Kenttämaa and co-workers
already used some elements of such a VB analysis to
Table 2 Reaction barriers calculated for the relevant species related to
the H-abstraction reaction from CH4 by different isomeric radical ions.
The OEEFs are directed through the reactive radical site (C1) to the
carbon centre (C2) attached to the substituent, as shown in Fig. 1c and
d

x (5/10)

DE‡ (in kcal mol�1)

Isomer
Charged
radical (x)

Uncharged
radical (xA)

Uncharged
radical (xA) + OEEF

5 Para (5) 4.1 7.1 4.2
Meta (5m) 3.5 7.4 4.3
Ortho (5o) 3.3 6.7 3.7

10 Para (10) 8.4 7.4 8.6
Meta (10m) 9.1 7.3 8.6
Ortho (10o) 8.9 7.7 8.9

4806 | Chem. Sci., 2021, 12, 4800–4809
rationalize their experimental observations.14,15 In this nal
subsection, we will demonstrate that a rened VBSCD treat-
ment17–19 of the H-abstraction reaction from CH4 by a generic
distonic radical ion not only enables productive predictions to
be made about the reactivity trends, but also elucidates
straightforwardly the distinctive mechanisms through which
through-bond and through-space interactions shape the
potential energy surface and leads to the correct identication
of the main driver of the reactivity modulation in an organic
way.

For regular H-abstraction reactions, e.g., Rc + H–CH3 /

R–H + cCH3, VBSCDs can be constructed by focusing on the
evolution of only two diabatic energy curves along the reaction
coordinate: one for the reactant and one for product. These
reactant and product diabatic curves cross at the midpoint of
the energy versus reaction coordinate plot: the reactant curve
depicts the electronic conguration of the reactant and is by
denition most stable in the optimal reactant geometry and
correlates to the high-lying “promoted” product state in the
optimal product geometry; the product curve on the other
hand is most stable in the product geometry and correlates to
the high-lying “promoted” reactant state in the optimal reac-
tant geometry (cf. Fig. 7a). The two crossing diabatic curves
interact and mix along the reaction coordinate; this mixing
gives rise to the so-called adiabatic curve which corresponds to
the ground-state potential energy surface (Fig. 7b). Note that in
the reactant/product geometry, the adiabatic curve coincides
with the reactant/product diabatic states respectively, but as
one proceeds away from these extremes, the extent of mixing
increases gradually.

It should be noted here that, even though the reactant and
product curve are represented in Fig. 7 by the main covalent,
i.e., uncharged, structure contributing to the respective elec-
tronic congurations associated with them, there are in fact
a number of ionic structures which mix into these congura-
tions. It is the contribution of these secondary structures which
induces a permanent dipole moment in the considered species,
cf. Table 1 for the dipole moments associated with the reactant
complexes considered in this study.

In order to explain the reactivity trends for distonic radicals,
another set of diabatic states needs to be considered explicitly:
a pair of so-called charge transfer (CT) state, i.e., R:�Hc +CH3

and R+Hc�:CH3. The CT classication of these states stems from
their characterization in the reactant and product geometry;
they involve an electron transfer from one isolated reactant/
product to the other. In the reactant and product geometries,
i.e., the limiting situation in which the reactants/products are
innitely separated, the mixing of these (high lying) states into
the ground-state wave function is essentially zero, but in the
intermediate region, i.e., in the region around the TS, these
states can mix in signicantly. The extent to which this mixing
happens depends on the relative stability of these CT states
compared to the states of the reactant and product, i.e., the
energetic spacing between these states and the main diabatic
curves.

Considering the H-abstraction from methane by a phenyl
radical, R:�Hc +CH3 is more stable than R+Hc�:CH3 due to the
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 (a) Schematic representation of the evolution of the (rising)
reactant and (descending) product diabatic state curves along the
reaction coordinate of a H-abstraction reaction. The “+” signs denote
spatial separation between the respective molecular units on the two
sides. (b) The same diagram, but now showing the adiabatic state curve
in bold. In the reactant and product geometries, the adiabatic curve
coincides with the corresponding diabatic states, but in the intervening
region, the mixing gradually improves so that a hill-shaped energy
barrier is obtained.
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higher electron affinity of R ¼ Phc compared to H3Cc. As such,
the former structure will push the energy hill in the VBSCD
down the most (cf. Fig. 8a).

It is at this point that the effect of the charges in distonic
radical ions on the reaction barrier height can be straightfor-
wardly understood: placing a remote positive charge on R will
stabilize this preferential CT state (Fig. 8b), whereas a remote
negative charge will destabilize this state (Fig. 8c). As can be
seen from this gure, the modulation of the height of the CT
state will directly affect the extent of mixing of this state in the
TS geometry and thus the energy spacing between the reactants
and the TS.

Note that since we did not take all the secondary ionic
structures into account, our VBSCD only reveals the relative
movement of the TS compared to the RC-reference; considering
the full electronic structure, one recovers the absolute dipole-
moment induced stabilization/destabilization of the indi-
vidual species we focused on in the beginning of this study.
Fig. 8 The VBSCDs for (a) a regular H-abstraction reaction from CH4 b
a remote positive charge connected to radical and (c) the same reactio
respective preferential CT states mixes into the adiabatic curve in the TS

© 2021 The Author(s). Published by the Royal Society of Chemistry
From the VBSCDs drawn in Fig. 8, one can conclude that it is
the preferential status of the CT state, R:�Hc+CH3, which results
in barrier reduction in the case of a positive remote charge and
in a barrier increase in the case of a negative charge. Logically,
one can now expect that ipping the polarity of the reaction
partners, i.e., considering a system in which Ra

+Hc�:Rb is the
preferential CT state, should lead to reversed trends. Indeed,
that is exactly what we retrieve computationally: when we
consider an H-abstraction reaction from nitrobenzene by
a prototypical distonic radical cation (1/1A), the reaction barrier
increases all of a sudden; for a prototypical anion (10/10A), the
reaction barrier decreases (see Section S8 in the ESI† for more
details). Additionally, experimental support for such a trend
reversal can be found in the work of Petzold and co-workers.15

As such, this nding underscores unequivocally that our
detailed VB analysis enables productive predictions to be made
about distonic radical ions.

Now that full VBSCDs have been constructed and inter-
preted, we can consider the dichotomous PES-shaping effect of
through-bond and through-space interactions.

As mentioned throughout this contribution, any resonance/
inductive effect induced by substituents has to be inherently
reected in the electronic structure of the reactants (and/or the
products). Hence, through-bond interactions by denition
manifest themselves in the curvature of the reactant and
product diabatic curve, since these curves respectively describe
the evolution of the reactant and product electronic congura-
tion. Thus, it is the resonance penalty43 induced modication of
the shape of the reactant and product diabatic curves that
causes the reaction barrier to H-abstraction for allylc to be
signicantly higher than the corresponding barrier for H3Cc.

The main CT states on the other hand, which are the root
cause of the reactivity modications in distonic radical ions, do
not mix into the adiabatic curve in the reactant and product
geometry, which implies that they do not contribute to the
ground-state wave function in these geometries. Consequently,
their relative location is completely disjoint from any
y a radical species (e.g., R ¼ Ph); (b) the same reaction, but then with
n, but then with a remote negative charge connected to radical. The
region, but not in the reactant or product region.

Chem. Sci., 2021, 12, 4800–4809 | 4807
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resonance/inductive through-bond effect reected in the elec-
tronic structures of the reactants (or products); these states only
start to manifest themselves when the optimal reactant/product
geometry is abandoned, and one moves towards the TS in the
diagram. The location of the CT states is thus governed exclu-
sively by what we generally call through-space effects. By de-
nition, these effects remain “hidden” in the reactant electronic
structure: it is the long-range electric eld emanating from the
remote charge state which facilitates the dipole modulation
induced exclusively by these CT diabatic states in the TS
geometry.20,21,29

Thus, our in-depth VB analysis clearly demonstrates that
identifying the CT states as responsible for the observed reac-
tivity trends automatically implies that long-rang electrostatics
drive the reactivity and that electron-donation/withdrawal is at
best a minor contributor of limited signicance.
4 Conclusions

Throughout this manuscript, we set out to answer the following
question: can the charged functional groups in distonic radical
ions be characterized as “extreme forms of electron-
withdrawing/donating substituents” (implying dominant
through-bond effects, cf. the description by Kenttämaa and co-
workers), or is the radical reactivity modulation they induce
mainly caused by through-space effects?

A detailed analysis demonstrated that uniform oriented
external electric elds can mimic the remote charges almost
perfectly, indicating an electrostatic origin of the radical reac-
tivity modulation. At the same time, the charge-induced modi-
cation of the electronic structure of the phenyl radical unit was
shown to be far too small to cause the observed variability in
charge-induced barrier heights. Hence, we are able to conclude
unequivocally that through-space effects dominate over
through-bond effects in distonic radical ions. This nding ts
into a growing body of evidence, emerging from the recent
literature, that through-space interactions are much more
important and pervasive in chemistry than previously thought.

Finally, we constructed a lucid Valence Bond (VB) model and
demonstrated that such a qualitative analysis not only reveals
the dominance of through space effects in an organic manner,
but also points to a remarkable reversal in the reactivity trends
upon a rational modication of the reaction partner. As such,
we were able to show that VB theory enables profound insights
into the behaviour of distonic radical ions.
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