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#### Abstract

Ru-complexes are widely studied because of their use in biological applications and photoconversion technologies. We reveal novel insights into the chemical bonding of a series of Ru(I)- and Ru(II)complexes by leveraging recent advances in high-energy-resolution tender X-ray spectroscopy and theoretical calculations. We perform Ru 2p4d resonant inelastic X-ray scattering (RIXS) to probe the valence excitations in dilute solvated Ru-complexes. Combining these experiments with a newly developed theoretical approach based on time-dependent density functional theory, we assign the spectral features and quantify the metal-ligand bonding interactions. The valence-to-core RIXS features uniquely identify the metal-centered and charge transfer states and allow extracting the ligand-field splitting for all the complexes. The combined experimental and theoretical approach described here is shown to reliably characterize the ground and excited valence states of Ru complexes, and serve as a basis for future investigations of ruthenium, or other 4d metals active sites, in biological and chemical applications.


## 1. Introduction

Ruthenium complexes exhibit unique photophysical and photochemical properties and are widely used in light harvesting technologies, ${ }^{1}$ photocatalysis, ${ }^{2}$ biological applications, ${ }^{3}$ and information storage. ${ }^{4}$ In particular, polypyridyl based $\mathrm{Ru}(\mathrm{II})$ complexes have been widely investigated as functional materials, thanks to their stability in solution, strong absorption throughout the UV-vis light regions, and long excited state lifetimes. ${ }^{5,6}$ In these systems, the functional properties are dictated by the relative energies and composition of the excited states, which can be tuned by changing the ligand environment. For instance, the efficiency of Ru (II) photosensitizer relies on lower-lying metal-to-ligand charge transfer (MLCT) states accessible though transfer on an electron from the Ru 4 d orbitals to a ligand-based $\pi^{*}$ orbital. ${ }^{1,6}$ For some photocatalytic

[^0]or biological applications, such as those that exploit ligand substitution, the excited state reactivity is governed instead by the metal-centered (MC) states. ${ }^{4,7,8}$ The elucidation of the ground- and excited-state valence structures of Ru-complexes, which governs their properties and ultimate functions, and their dependence on the ligand environment has been the focus of numerous experimental and computational studies. ${ }^{9,10}$ Even though systematic efforts have certainly enhanced our understanding of Ru-complexes, particularly for bipyridine ligands, ${ }^{2,10}$ a universal description of their 4 d electronic coupling, their complex manifold of valence excited states, as well as their metal-ligand interactions remains an experimental and computational challenge. A comprehensive understanding of Ru complexes, especially their functional excited states formed under photoexcitation or catalytic conditions, is a crucial step for accelerating the development of the next-generation functional materials.

The continuous development and availability of elementspecific experimental methods, such as X-ray spectroscopic techniques, has guided the progress of electronic structure elucidation in transition metal complexes. X-ray absorption spectroscopy (XAS) is commonly used to probe unoccupied valence state in these systems, even in dilute solutions. ${ }^{11}$ For Rucomplexes, XAS at either the Ru L- or K-edge has provided unique insights on the 4 d electronic configuration as a function of local geometry/symmetry and ligand environment. ${ }^{12-17}$

Simultaneously, density functional theory (DFT) and timedependent density functional theory (TDDFT) calculations have played a key role for correlating the experimental XAS spectral fingerprints with the electronic structure of Ru complexes. ${ }^{7,18,19}$ Valence-to-core (VtC) X-ray emission spectroscopy (XES) is a complementary technique to XAS, since it probes the occupied valence states with element specificity. Although such experiments are more challenging to perform than XAS, they are now well-established in the hard X-ray regime and especially for 3d transition metals. ${ }^{20-22}$ VtC XES measurements are often described well by ground state DFT calculations using the single electron transition picture and, therefore, provide straightforward access to local electronic and geometric structure and metal-ligand bonding. ${ }^{23-27} \mathrm{Ru} 4 \mathrm{~d} \rightarrow 2 \mathrm{p}$ VtC XES has been very recently explored in a series of concentrated (solidstate) model complexes and found to be sensitive to oxidation state, ligand identity, and covalency. ${ }^{28}$ However, VtC XES studies for any 4 d elements remain quite scarce, ${ }^{28-31}$ mainly due to the unavailability of instruments operating in the tender X-ray regime with a high enough detection throughput. Additionally, the technique sensitivity is limited by the appreciable contribution of the core-hole lifetime broadening of 4 d elements, which amounts approximately to 5 and 2 eV for $1 \mathrm{~s}-$ hole and 2 p-hole, respectively. ${ }^{32}$

VtC resonant XES, also known as Resonant Inelastic X-ray Scattering (RIXS), is a two-step excitation-relaxation process probing both occupied and unoccupied valence states. ${ }^{33}$ When interpreting such resonant emission spectra on an energy-loss axis, information on valence excitations is extracted with element and chemical sensitivity. The energy resolution is not limited by the lifetime broadening of the (intermediate) corehole state, but dictated by the smaller lifetime broadening of the (final) valence-excited state and by other contributions, such as the energy-resolution of the measurements and vibronic effects. VtC RIXS measurements have provided invaluable insights into the electronic configuration of 3d transition metals. ${ }^{34}$ In particular, 2p3d RIXS (initial 2p-hole, final 3d-hole) have been used to provide detailed information on the nature of the 3d frontier orbitals, metal-ligand interactions, energies and nature of charge separated states, including dd transitions, ${ }^{35-38}$ and have also been extended to the time-domain. ${ }^{39,40}$ Similarly to the VtC XES, VtC RIXS measurements on 4d elements have been very scarce and only for bulk and concentrated systems. ${ }^{41-43}$ Such studies are even more demanding than the VtC XES: experimentally, they require both high detection throughput and a high-enough energy resolution; theoretically, calculations of a large manifold of core- and valence-excited states are required.

In this work, we leverage our recent advances in high-energyresolution tender X-ray spectroscopy ${ }^{44}$ and our theory developments ${ }^{45}$ to reveal direct insights on the valence structure of a series of Ru-complexes with different oxidation state and metal-ligand bond strength. Specifically, we perform Ru L-edge measurements on two $\mathrm{Ru}\left(\right.$ III -complexes: $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$, containing only $\sigma$-donating amine ligands, and $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$, where one amine ligand is substituted with one $\pi$-donating Cl ligand; and three $\mathrm{Ru}(\mathrm{II})$-complexes: the prototypical
$\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$, a variation $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$, and $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$, which is a typical $\pi$ back-donating system. Uniquely, we perform Ru 2p4d RIXS measurements of the Ru-complexes in dilute aqueous solution. This is made possible by the combination of a high incident flux beamline and a new in-vacuum, high resolution ( $\sim 0.6 \mathrm{eV}$ ) and low background tender X-ray spectrometer that integrates an ambient pressure sample subchamber hosting a free flowing liquid jet. ${ }^{44}$ The 2p4d RIXS process, which is illustrated in Fig. 1a, allows us to directly access the valence excitations of the solvated Ru-complexes and to gain information about the composition of the local orbitals. We combine our observations with a newly developed theoretical approach based on TDDFT, which accounts for the multideterminant character of the excited states within the space of single excitations. ${ }^{45}$ We show this approach is sufficiently accurate and predictive to capture the experimental spectra reliably. We find that the Ru 2p4d RIXS features uniquely identify the MC, ligand-centered (LC), and charge transfer (CT) states, directly extract ligand field splitting energies, and reveal detailed information on metal-ligand covalency for all the Ru complexes. We underline the uniqueness of the information provided by the RIXS spectra through comparison with the $2 p$ $\rightarrow 4 \mathrm{~d}$ XAS and the $4 \mathrm{~d} \rightarrow 2 \mathrm{p}$ VtC XES measurements, which are also reported in this work and analysed at the same TDDFT theoretical level. For instance, the ground-state ligand-field energy splitting of the $\mathrm{Ru}(\mathrm{II})$-complexes is experimentally accessed for the first time by our 2p4d RIXS experiment. The approach described here is broadly applicable to novel studies of 4 d metal based systems, and holds the promise to significantly improve the design of new molecules with optimal photophysical and photochemical properties.

## 2. Methods

### 2.1 Samples

Tris(2, $2^{\prime}$-bipyridyl)ruthenium(II) chloride hexahydrate $\left(\mathrm{Ru}(\mathrm{bpy})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\right)$, potassium hexacyanoruthenate $($ II $)$ hydrate $\left(\mathrm{K}_{4}\left[\mathrm{Ru}(\mathrm{CN})_{6}\right] \mathrm{H}_{2} \mathrm{O}\right)$, hexaammineruthenium(III) chloride ( $\left.\left[\mathrm{Ru}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{3}\right)$, pentaamminechlororuthenium(III) chloride $\left(\left[\mathrm{Ru}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right] \mathrm{Cl}_{2}\right)$, and cis-bis(2,2'-bipyridine)-dichlororuthenium(II) hydrate, $\left(\left[\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right] \mathrm{xH}_{2} \mathrm{O}\right)$ ) were purchased from Sigma Aldrich and used without further purification. The five complexes were dissolved in water yielding 50 mM $\left(\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}\right), \quad 100 \quad \mathrm{mM} \quad\left(\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}\right), \quad 100 \quad \mathrm{mM}$ $\left(\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}\right), \quad 10 \mathrm{mM} \quad\left(\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}\right)$ and 10 mM ([ $\left.\left.\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]\right)$ solutions.

### 2.2 Data collection and analysis

The high resolution X-ray emission spectroscopy studies were performed at beamline 6-2a at the Synchrotron Radiation Light Source (SSRL). A liquid nitrogen cooled $\operatorname{Si}(111)$ monochromator delivered an incident beam flux of $\sim 3 \times 10^{12}$ photons per s at 3.0 keV (vicinity of $\mathrm{Ru} \mathrm{L}_{3}$ absorption edge) with an energy resolution of about 400 meV and a beamsize with a full width half maximum (FWHM) of $400 \times 250 \mu \mathrm{~m}^{2}(v \times h)$. The measurements were performed using a high-resolution


Fig. 1 (a) Illustration of the 2p4d RIXS experiment. The process starts with the creation of a $2 p$-hole by monochromatic X-rays with incident energy at the resonances of the L-edge XAS spectrum. Following creation of a $2 p$-hole, $4 d \rightarrow 2 p$ emission lines are collected. The energy difference of the incident and emitted X-rays defines an energy transfer that results from valence excitations in the final state. (b) Illustration of the molecular orbitals with mixed Ru 4d and ligand (L) character in the ligand field picture. The $4 \mathrm{~d}(\pi)$ and the $4 \mathrm{~d}(\sigma)$ orbitals, which in octahedral symmetry corresponds respectively to the $\mathrm{t}_{2 \mathrm{~g}}$ and $\mathrm{e}_{\mathrm{g}}$ orbitals, are separated by the ligand field splitting energy ( $\Delta$ ).

Johansson-type spectrometer equipped with a cylindrically bent $\mathrm{Si}(111)$ analyzer with energy resolution of $\sim 0.6 \mathrm{eV} .^{44}$ The energy calibration of the spectrometer was performed with elastic scattering measurements. The monochromator energy was calibrated using the published $\mathrm{L}_{3}$ XAS spectra of $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+} .{ }^{14}$ Although the main volume of the spectrometer was under vacuum conditions, in order to minimize the attenuation of these low X-ray energies, the isolated sample sub-chamber with ambient He gas atmosphere permitted the integration of a free flowing liquid jet system. An HPLC pump was used to flow (7 $\mathrm{ml} \mathrm{min}{ }^{-1}$ flow rate) the samples through a $250 \mu \mathrm{~m}$ (inner diameter) Kapton capillary. A catcher placed 10 mm below the capillary was used to re-feed the pump and enabled a closed loop re-circulation of the solution. The X-ray beam interaction point was set $\sim 2 \mathrm{~mm}$ below the tip of the Kapton capillary. A downstream ionization chamber was also used for the quick alignment of the jet to the incident beam.

An in-vacuum 2-dimensional ( $2048 \times 2048$ pixels) charge couple device (CCD) camera was used as a position sensitive detector to record the dispersively analyzed X-rays. The procedure used for the image processing is described in detail in ref. 44. Briefly, each 2D image is corrected for background and geometrical effects before being projected along the energy dispersion axis to yield the emission spectrum. A low-intensity threshold is also applied to isolate X-ray events from electronic noise. Total acquisition time for the spectra presented in this work varied from 20 to 120 minutes and they are reported in ESI Section 1. $\dagger$

### 2.3 Calculations

All excited state calculations were performed within the linearresponse TDDFT framework ${ }^{46-49}$ implemented in NWChem. ${ }^{50,51}$ Within TDDFT, the core-excited states were computed with the restricted excitation window approach, ${ }^{52}$ where the excitation space was restricted to the 2 p ground state orbitals and no restrictions on the target unoccupied states, thus yielding the $\mathrm{L}_{3}$-XAS spectrum. VtC-XES calculations were also performed using a TDDFT-based protocol as outlined in ref. 53, and the
final emission spectra were assembled by considering both $\alpha$ and $\beta 2$ p orbitals. Spectral profiles for all $\mathrm{L}_{3}$-XAS and VtC-XES simulated spectra are generated by convolving the discrete excitations with natural (Lorentzian) widths of 1.5 eV .

RIXS calculations considering an absorbed photon with energy $\hbar \omega$ and an emitted photon with energy $\hbar \omega^{\prime}$ were performed by solving the Kramers-Heisenberg equation within the electric dipole approximation,
$S_{\xi, \xi^{\prime}}\left(\omega^{\prime}, \omega\right)=\frac{\omega^{\prime}}{\omega} \sum_{f}\left|\sum_{n} \frac{\langle f| \widehat{\mu}_{\xi}^{\dagger}|n\rangle\langle n| \widehat{\mu}_{\xi^{\prime}}|0\rangle}{\hbar \omega-E_{n}+i \Gamma / 2}\right|^{2} \times \delta\left(-E_{f}+\hbar \omega-\hbar \omega^{\prime}\right)$,
where $\{|n\rangle\}$ and $\{|f\rangle\}$ represent the manifolds of core $\left(\mathrm{L}_{3}\right)$ and valence excited states, respectively, with excitation energies given by $\left\{E_{n}\right\}$ and $\left\{E_{f}\right\}$. $\Gamma$ is the lifetime broadening accounting for non-radiative processes not included explicitly in the Hamiltonian, and $\widehat{\mu}_{\xi}$ is the $\xi$-component of the electric dipole operator. Final RIXS spectra are calculated summing over the $\xi$ components, taking into account the experimental geometry. ${ }^{54}$

The ground- $\mathrm{L}_{3}$ and $\mathrm{L}_{3}$-valence dipole couplings were obtained via the TDDFT pseudo-wavefunction ansatz. ${ }^{55,56}$ Details of our approach is given in ref. 45. In order to generate the manifold of $\mathrm{Ru} \mathrm{L}_{3}$-edge excited states, a total of 200 roots were computed for each complex; while the manifold of valence excited states was comprised of 200 roots for the $\left[\mathrm{Ru}{ }^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ and $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ complexes and 1300 roots for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+},\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$, and $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ complexes, respectively. The minimum number of roots was chosen so that the calculated states would span the energy range of interest (i.e. $0-15 \mathrm{eV}$ for the final states), and the maximum number of roots was dictated by computational resources. In implementing eqn (1), a uniform lifetime broadening, $\Gamma$, of 2.4 eV was used, and the Dirac delta was approximated by a Gaussian function with a FWHM of 1.2 eV . These broadening constants were chosen based on the comparison with the measurements.

All excited-state calculations employed the B3LYP functional, ${ }^{57,58}$ the Sapporo-DKH3-TZP-2012 basis set ${ }^{59}$ for the Ru
atoms and the $6-311 \mathrm{G}^{* *}$ basis set ${ }^{60}$ for all the remaining atoms. Solvent (water) effects were included implicitly via the Conductor-like Screening Model (COSMO), ${ }^{61,62}$ and scalar relativistic effects were included via the Zeroth-order Regular Approximation (ZORA) model potential of van Lenthe et al. ${ }^{63-65}$ We have neglected the spin-orbit splitting in the calculations, since (1) in an earlier work we have shown that ligand field multiplet and spin-orbit effects do not strongly influence the $\mathrm{L}_{3}$-edges of $\mathrm{Ru},{ }^{18}$ and (2) the 4 d spin orbit coupling constant is small $\left(\sim 0.1 \mathrm{eV}^{66}\right)$ with respect to the energy resolution and ligand field effects. ${ }^{67,68} \mathrm{~L}_{3}$-XAS and VtC-XES calculations were performed with NWChem (version 6.8.1), while the RIXS were computed with a development version. The ground-state geometries of the complexes were previously optimized using the ORCA quantum chemistry package ${ }^{69}$ at the B3LYP/def2TZVP level of theory. Solvent effects were modeled via the conductor-like polarizable continuum model (CPCM). ${ }^{70}$ The geometries of the complexes are provided in the ESI Section 6. $\dagger$

## 3. Results and discussion

## 3.1 $\mathrm{Ru} \mathrm{L}_{3}$-edge X -ray absorption

For the five model Ru-complexes investigated in our study, we initially measured the $3 \mathrm{~d} \rightarrow 2 \mathrm{p}$ fluorescence $\left(\mathrm{L} \alpha_{1,2}\right)$ as a function of incident energy in the $2820-2900 \mathrm{eV}$ range, corresponding to the $\mathrm{L}_{3}\left(2 \mathrm{p}_{3 / 2} \rightarrow 4 \mathrm{~d}\right) \mathrm{Ru}$ absorption edge. This yields two-dimensional RIXS maps, from which we obtain: (1) the absorption spectrum in partial fluorescence yield (PFY) by integrating the signal over all detected X-ray emission energies, and (2) the high energy resolution fluorescence detected (HERFD) X-ray absorption signal, by integrating the signal measured in a narrow region ( $\sim 0.6 \mathrm{eV}$ ) centered at the peak of the $\mathrm{L} \alpha_{1}$ emission line above the edge jump ( $\sim 2557 \mathrm{eV}$ ). Fig. 2a shows the measured PFY and HERFD XAS signals for the five Ru model complexes. Strong spectral features (labeled A, B, and C) appear in the pre-edge region, which are sharper in the HERFD spectrum. These features have been previously assigned ${ }^{14,17,18}$ and can be qualitatively understood by considering molecular orbitals (MOs) derived from ligand field theory. Fig. 1b illustrates possible molecular orbitals arising from the mixing of the Ru 4 d orbitals with the $\sigma$ or $\pi$ orbitals of the ligands. The Ru 4 d orbitals are split by the ligand field into higher lying $4 \mathrm{~d}(\sigma)$ and lower lying $4 \mathrm{~d}(\pi)$ orbitals, and $\mathrm{Ru}(\mathrm{II})$ and $\mathrm{Ru}($ III $)$ complexes have low-spin $\mathrm{d}^{6}$ and $\mathrm{d}^{5}$ configurations, respectively. With this in mind, the B peak present in all measured XAS spectra ( $\sim 2840.5$ eV ) is mainly due to transitions from the 2 p orbitals to the unoccupied $4 \mathrm{~d}(\sigma)$ orbitals. On the lower energy side, $\mathrm{Ru}(\mathrm{III})$ complexes show an additional A feature due to transitions to the $4 \mathrm{~d}(\pi)$ orbitals vacancy. Finally, $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ presents a C peak on the high energy side due to transitions from the 2 p to the unoccupied $\mathrm{CN}\left(\pi^{*}\right)$ orbitals. Spectral features above the edge jump (at around 2850 eV ) are due to quasi bound aboveionization resonances. These states have been previously discussed, ${ }^{14,17}$ and will not be investigated further in this work.

The position of the labeled spectral features ( $\mathrm{A}, \mathrm{B}, \mathrm{C}$ ) have been determined by fitting Voigt profiles to the PFY-XAS data, after pre-edge background removal, and are reported in Table 1.

These peak positions were used to select the resonant incident energies for the 2p4d RIXS measurements described below. The position of the absorption peaks report on the effective charge density at the metal, and also on effects such as metal-ligand covalency and ligand field strength. ${ }^{71}$ For instance, the B peak shifts to higher energy upon oxidation due to reduced screening of the 2 p orbitals, which effectively lowers the 2 p energy (closer to the core). However, the B peak of $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ is found at a higher energy compared with the $B$ peak of the $\mathrm{Ru}(\mathrm{III})$ complexes investigated in this study. We also notice that the B peak is slightly blueshifted for $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}\left(\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}\right)$ with respect to $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}\left(\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]\right)$.

Quantitative information can be obtained by the analysis of the TDDFT calculated $\mathrm{L}_{3}$-edge XAS spectra, which are shown in Fig. 2b. The spectra have been shifted by aligning the calculated B peak of $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ with the experimental value. Following this universal shift, the position of the A, B and C features are determined by fitting the spectra with a sum of Lorentzian profiles and the results are reported in Table 1. The calculations reproduce the features and the trends observed in the experimental spectra. For instance, the calculations can be used to disentangle the information encoded in the $B$ peak position. We find that the calculated 2 p orbitals energies correlate with the position of the B peak, with the exception of the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ complex (see ESI Fig. $1 \dagger$ ). Even though $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ has the highest energy for the 2 p orbitals with respect to the other complexes, the B peak position can be explained by the high energy of the $4 \mathrm{~d}(\sigma)$ orbitals.

In order to analyze the character of the calculated coreexcited states, we first identify and group the relevant ground state (GS) molecular orbitals (i.e. those containing Ru 4d character) according to their energy and label them considering their atomic orbital contributions and bonding character. Table 2 shows the results of this analysis. We estimate the atomic orbital contributions based on the respective squared atomic orbital coefficients which are normalized such that the sum of all the squared coefficients for each MO is equal to 1. Illustrations of the MOs can be found in the ESI. $\dagger$ Based on this classification, we inspect the composition of the core-excited states with the highest oscillator strength for each molecular complex, and confirm that the ligand field picture described above accounts for the dominant contribution of the transitions relative to the $\mathrm{A}, \mathrm{B}$, and C features in the calculated XAS spectra. Additionally, for the $\mathrm{Ru}(\mathrm{III})$-complexes, the B features contain a small contribution $(<1 \%)$ from $2 \mathrm{p} \rightarrow 4 \mathrm{~d}(\pi)$ transitions. For $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$, the B features contain a $\sim 3 \%$ contribution from transitions with $2 \mathrm{p} \rightarrow \mathrm{CN}\left(\pi^{*}\right)$ character and the C peak has a $3 \%$ contribution from $2 \mathrm{p} \rightarrow 4 \mathrm{~d}(\pi)$ transitions. Finally, we find that the B features of the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$ XAS spectra also exhibit an intensity contribution from $\mathrm{Ru} 2 \mathrm{p} \rightarrow$ $\operatorname{bpy}\left(\pi^{*}\right)$ transitions $\left(\sim 30 \%\right.$ for $\left.\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}\right)$. We note that these percentages, as well as the percentages in Tables 2 and 3, depend on the choice of the basis set; however, they provide a qualitative interpretation of the spectral features and rationalize the trends observed in the data. These calculated coreexcited states will be used as the intermediate states for the Ru 2p4d RIXS calculations described below.


Fig. 2 (a) Measured Partial Fluorescence Yield (PFY, solid lines) absorption and High Energy Resolution Fluorescence Detected (HERFD, dashed lines) absorption for the Ru model complexes investigated in our study. (b) TDDFT calculated $\mathrm{L}_{3}$-edge XAS spectra. The vertical lines represent discrete excitations (core-excited states), which have been convolved with 1.5 eV (FWHM) Lorentzian functions to generate the spectra (solid lines). A global shift of 2.3 eV is applied to the calculated spectra.

### 3.2 Non-resonant Ru L $\mathbf{L}_{3}$-edge VtC X-ray emission

Before turning to the 2p4d RIXS measurements, we present for comparison the non-resonant $\operatorname{VtC}\left(L \beta_{2,15}\right)$ XES emission spectra. These spectra were measured at an incident energy of 2950 eV (above the $\mathrm{Ru} \mathrm{L}_{3}$-edge ionization potential and below the $L_{2}$-edge) and are shown as solid lines in Fig. 3. All the measured spectra manifest a main peak (at around 2837.5 eV ) and a less intense broad feature on the lower energy side. The lower signal-to-noise for the $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ spectrum arises
from both the lower concentration of the sample ( $10 \mathrm{mM} v s .>50$ mM ) and lower acquisition time ( $40 \mathrm{~m} v s . \sim 2 \mathrm{~h}$ ) with respect to the other complexes. Same considerations apply for the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$ spectrum, which is not reported here since it is found to be nominally identical to the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ spectrum (see ESI Fig. $3 \dagger$ ).

To interpret the measured non-resonant VtC XES spectra, we perform TDDFT calculations as described in the Methods section. $4 \mathrm{~d} \rightarrow 2 \mathrm{p}$ transitions are calculated for the relaxed 2 p -

Table 1 Position of spectral features A, B, C from measured PFY-XAS and calculated XAS spectra shown in Fig. 2. Experimental (calculated) peak positions have been determined by fitting with Voigt (Lorentian) profiles the pre-edge features. We estimate the uncertainty of the peak positions to be $0.1 \mathrm{eV} . \Delta_{\text {peaks }}$ are the difference between A and B or B and C peak positions in the same spectrum

| Molecule | Experiment |  |  |  | Calculations ${ }^{\text {a }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | $\Delta_{\text {peaks }}{ }^{\text {b }}$ | A | B | C | $\Delta_{\text {peaks }}$ |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ | 2837.4 | 2840.9 |  | 3.5 | 2837.2 | 2840.6 |  | 3.4 |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ | 2837.3 | 2841.1 |  | 3.7 | 2837.0 | 2840.8 |  | 3.8 |
| $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ |  | 2841.5 | 2843.4 | 1.9 |  | 2841.6 | 2843.6 | 2 |
| [ $\left.\mathrm{Ru}^{\text {II }}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$ |  | 2840.3 |  |  |  | 2040.1 |  |  |
| $\left.\left[\mathrm{Ru}^{\text {II }}(\mathrm{bpy})\right)_{3}\right]^{2+}$ |  | 2840.5 |  |  |  | 2840.5 |  |  |

[^1]Table 2 Ground state DFT molecular orbital analysis of the covalent chemical bonding

|  | Ru 5s | Ru 4d | N 2p | N 2s | C 2p | C 2s | Cl 3p | Cl 2p |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | H 1s

hole ionized state of each Ru model complex and shifted in energy to overlap the measured and calculated position of the most intense feature in the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ spectrum. As shown in Fig. 3, the calculations reproduce the experimental measurements well. They show an intense peak (labeled a) and two lowenergy weaker features (labeled $\mathbf{b}$ and $\mathbf{c}$ ). Table 3 also reports the peaks positions of the measured and calculated spectra, determined by fitting the spectra with a sum of Voigt and Lorentzian profiles, as described in ESI Section $4 . \dagger$ We notice that the calculations show two lower energy side peaks for each complex (b and c). However, experimentally, the fit can only robustly


Fig. $34 d \rightarrow 2 p$ emission (VtC XES, solid line) measured at an incident energy above the ionization threshold of the $L_{3}$-edge ( 2950 eV ). The dashed lines are the TDDFT calculated spectra, obtained by convolving the discrete transitions (vertical sticks) with 1.5 eV (FWHM) Lorentzian function. A global shift of 96.3 eV is applied to the calculated spectra.
disentangle these two low-energy side features for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$. This is due the resolution of the measured spectra, which is limited by the natural lifetime of the 2 p -hole ( $\sim 1.75 \mathrm{eV}^{72}$ ).

To analyze the character of the spectral features, we utilize a previously described weighting scheme. ${ }^{73}$ After identifying the most dominant transitions within a specific energy range (i.e.

Table 3 Position and characterization of peaks in non-resonant $4 d \rightarrow 2 p$ emission spectra. The peak positions have been determined by fitting the experimental (calculated) spectra with a sum of Voigt (Lorentzian) profiles and the uncertainties are reported in ESI Table 5

| Molecule | Peak | Pos. (eV) |  | Character |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Exp. ${ }^{\text {b }}$ | Calc. ${ }^{\text {a }}$ | Ru 5s | Ru 4d | N 2p | N 2s | C 2p | C 2s | Cl p | H 1s |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ | a | 2837.7 | 2838.0 |  | 60\% | 14\% |  |  |  | 26\% |  |
|  | b | 2833.3 | 2833.3 | 3\% | 58\% | 36\% |  |  |  | 2\% |  |
|  | c | n.a. | 2829.8 |  | 4\% | 91\% |  |  |  | 5\% |  |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ | a | 2838.1 | 2838.2 |  | 95\% | 5\% |  |  |  |  |  |
|  | b | 2833.2 | 2833.8 | 2\% | 38\% | 53\% |  |  |  |  | 7\% |
|  | c | n.a. | 2830.6 |  | 9\% | 91\% |  |  |  |  |  |
| $\left[\mathrm{Ru}^{\text {II }}(\mathrm{CN})_{6}\right]^{4-}$ | a | 2837.0 | 2837.1 |  | 94\% | 4\% |  | 1\% |  |  |  |
|  | b | 2833.0 | 2832.5 |  | 38\% | 43\% | 10\% | 2\% | 7\% |  |  |
|  | c | 2830.7 | 2830.2 |  | 34\% | 9\% | 10\% |  | 47\% |  |  |
| $\left[\mathrm{Ru}^{\text {II }}(\mathrm{bpy})_{3}\right]^{2+}$ | a | 2837.3 | 2837.3 |  | 90\% | 6\% | 1\% | 3\% |  |  |  |
|  | b | n.a. | 2832.7 |  | 38\% | 2\% |  | 42\% | 2\% |  | 16\% |
|  | c | n.a. | 2830.2 |  | 30\% | 16\% |  | 40\% |  | 7\% | 7\% |

${ }^{a}$ A global shift of 96.3 eV is applied to the calculated spectra. ${ }^{b}$ n.a. $=$ peak is not well-defined in the experimental data.
the transitions of peaks $\mathbf{a}, \mathbf{b}, \mathbf{c}$, we decompose their valence molecular orbitals contributions into weighted sums of atomic orbitals. The analysis is detailed in the ESI $\dagger$ and the results are reported in Table 3. It is clear that we can correlate the intensity of the $4 \mathrm{~d} \rightarrow 2$ p peaks to their percent 4 d character, reported in Table 3. For $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+},\left[\mathrm{Ru}{ }^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$, and $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$, we find that peak a is dominated by $4 \mathrm{~d}(\pi) \rightarrow 2$ p transitions. From the values reported in Table 3, we notice that the $4 \mathrm{~d}(\pi)$ orbitals of the 2 p -hole ionized systems have higher Ru 4 d contribution with respect to the GS orbitals (see Table 2). This is due to the fact that the ionization lowers the energy of the 4 d orbitals, which decreases the $4 \mathrm{~d}(\pi)$ back-donation. For $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$, peak a also contains contributions from $\mathrm{Cl}(\pi) \rightarrow 2$ p transitions. Similarly to what discussed for the XAS measurements and as further detailed in ESI Section 2, $\dagger$ the peak a position encodes information on both the effective charge at the metal and the ligand field strength. Finally, we observe that peak a is wider for $\mathrm{Ru}(\mathrm{III})$-complexes than for $\mathrm{Ru}(\mathrm{II})$-complexes. The calculations capture this same trend and indicate that this is due to the broken degeneracy of the unfilled $4 \mathrm{~d}(\pi)$ orbitals for $\mathrm{d}^{5}$ configurations.

## 3.3 $\mathrm{Ru} \mathrm{L}_{3}$-edge VtC resonant inelastic X-ray scattering

For all Ru-complexes, $4 \mathrm{~d} \rightarrow 2 \mathrm{p}$ X-ray emission spectra were collected with incident X-ray energy at the position of the A, B, and C peaks of the respective PFY-XAS spectra (see Table 1). This process is illustrated in Fig. 1a and yields Ru 2p4d RIXS spectra, which are shown as a function of energy transfer in Fig. 4 and 5 (solid lines). All spectra show an elastic peak at 0 eV , a dominant peak between 3.5 and 5 eV , and some less intense peaks at higher energy transfers. As for the VtC XES spectra described in
the previous section, the intensity of the peaks reflects the contribution of Ru 4 d orbital character to the transitions and it is therefore indicative of the metal-ligand covalency. Qualitatively, the dominant peak arises mostly from $4 \mathrm{~d}(\pi) \rightarrow 2 \mathrm{p}$ transitions, while the less intense peaks arise from transitions from occupied $\pi$ and/or $\sigma$ ligand orbitals mixed with Ru 4d characters. The peak positions report directly on the energy of the valence-excited states with respect to the ground state, as discussed below.

The dashed lines in Fig. 4 and 5 show corresponding theoretical spectra obtained using TDDFT calculated core-excited (intermediate) and valence-excited (final) states in eqn (1). The calculated spectra reproduce reliably all the experimental features, except for the intensity of the resonant elastic peak. The cause of the overestimated elastic scattering intensity is discussed in ref. 28, and this does not affect the description and interpretation of the inelastic features that we focus on here. Fig. 4 and 5 also show discrete transitions below each calculated spectrum. These represent the couplings between the final states and the one intermediate state with the highest oscillator strength in the incident energy range of the X-ray absorption resonance considered (see Fig. 2). By examining the character of the final states that have the strongest couplings, we identify the dominant transitions between the GS orbitals (which are classified in Table 2) for each of the calculated spectral features. The results are shown in Table 4 and discussed below.

Fig. 4a shows the spectra of $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$ measured with incident energy set at the B PFY-XAS peak of each complex. As detailed above, for these complexes the B peak is dominated by $2 \mathrm{p} \rightarrow 4 \mathrm{~d}(\pi)$ transitions, but also contains a contribution from $2 \mathrm{p} \rightarrow \operatorname{bpy}\left(\pi^{*}\right)$ transitions. Therefore, we


Fig. 4 (a) $2 p 4 d \operatorname{RIXS}$ of $\left[R u^{\prime \prime}(b p y)_{3}\right]^{2+}$ (top) and $\left[R u^{\prime \prime}(b p y)_{2} C l_{2}\right]$ (bottom) measured with incident X-ray energy at the $B$ peak of the PFY-XAS spectra and as a function of energy transfer. (b) $2 p 4 d \operatorname{RIXS}$ of $\left[R u^{\prime \prime}(C N)_{6}\right]^{4-}$ measured with incident X-ray energy at the B peak (bottom) and at the C peak (top) of the PFY-XAS spectra and as a function of energy transfer.



Fig. 5 2p4d RIXS of $\left[R u^{\prime \prime \prime}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}(\mathrm{a})$ and $\left[R u^{\prime \prime \prime}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ (b) measured with incident X-ray energy at the $A$ peak (bottom panels) and B peak (top panels) peak of the respective PFY-XAS spectra and as a function of energy transfer.
find that the most intense feature of the RIXS spectra (peak 1 in Fig. 4) includes both $4 \mathrm{~d}(\pi)^{-1} \operatorname{bpy}\left(\pi^{*}\right)^{+1}$ (MLCT) and $4 \mathrm{~d}(\pi)^{-1}$ $4 \mathrm{~d}(\sigma)^{+1}$ (MC) final-state configurations. In our notation, $-1 /+1$ refer to a loss/gain of an electron. Specifically for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$, we find that the MLCT transitions dominate the spectra below 2.9 eV , while the MC excitations dominate at higher energy
transfer. This is consistent with the known excited state dynamics of the complex, which exhibit long-lived lower-lying MLCT states. ${ }^{10}$ In summary, the peak position of feature 1, which is found at $\sim 4 \mathrm{eV}$, can be considered as a direct measure of the energy of the MC state (with respect to the GS) in $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and similarly in $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$. Specifically, we

Table 4 Assignment of Ru 2p4d RIXS features through comparison with TDDFT based calculations. Energies of the peak maximum are reported

| Peak | Pos. (eV) |  | Character | Main contribution |
| :---: | :---: | :---: | :---: | :---: |
|  | Exp. | Calc. |  |  |
| $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ |  |  |  |  |
| 1 | 5.0 | 5.1 | MC | $4 \mathrm{~d}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 2 | 6.2 | 6.3 | MLCT | $4 \mathrm{~d}(\pi)^{-1} \mathrm{CN}\left(\pi^{*}\right)^{+1}$ |
| 3 | 9.9 | 10.0 | LMCT | $\mathrm{CN}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 4 | 10.9 | 10.5 | LC | $\mathrm{CN}(5 \sigma)^{-1} \mathrm{CN}\left(\pi^{*}\right)^{+1}$ |
| 5 | $\sim 12$ | 12.5 | LMCT | $\mathrm{CN}(4 \sigma)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 6 | $\sim 13$ | 12.7 | LC | $\mathrm{CN}(4 \sigma)^{-1} \mathrm{CN}\left(\pi^{*}\right)^{+1}$ |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathbf{N H}_{3}\right)_{6}\right]^{3+}$ |  |  |  |  |
| 1 | 0 | 0.1 | - | $4 \mathrm{~d}(\pi)^{+1 /-1}$ |
| 2 | 3.7 | 3.7 | MC | $4 \mathrm{~d}(\tau))^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 3 | 6.3 | 5.7 | LMCT | $\mathrm{NH}_{3}(\sigma)^{-1} 4 \mathrm{~d}(\pi)^{+1}$ |
| 5 | 9.5 | 9.4 | LMCT | $\mathrm{NH}_{3}(\sigma)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ |  |  |  |  |
| 1 | 0 | 0.1 | - | $4 \mathrm{~d}(\pi)^{+1 /-1}$ |
| 2 | 3.6 | 3.6 | (A) LMCT (B) MC | (A) $\mathrm{Cl}(\pi)^{-1} 4 \mathrm{~d}(\pi)^{+1}$ (B) $4 \mathrm{~d}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 3 | 6.4 | 5.7 | LMCT | $\mathrm{NH}_{3}(\sigma)^{-1} 4 \mathrm{~d}(\pi)^{+1}$ |
| 4 | n.a. | 6.6 | LMCT | $\mathrm{Cl}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 5 | 9.2 | 9.0 | LMCT | $\mathrm{NH}_{3}(\sigma)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ |  |  |  |  |
| 1 | 4.0 | 3.8 | MLCT + MC | $4 \mathrm{~d}(\pi)^{-1} \operatorname{bpy}\left(\pi^{*}\right)^{+1}+4 \mathrm{~d}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |
| 2 | $\sim 8.5$ | 8-10 | LC + LMCT | $\mathrm{bpy}^{-1} \mathrm{bpy}\left(\pi^{*}\right)^{+1}+\mathrm{bpy}^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ |

find it to be 4.0 eV for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and 3.5 eV for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2^{-}}\right.$ $\mathrm{Cl}_{2}$ ]. The difference between these two values reflects the different ligand field strengths of the two complexes due to the substitution of one bpy ligand with two Cl ligands, in agreement with the spectrochemical series. We note that a previous approximate measurement of the ligand field of $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ was possible only through a time-resolved laser pump X-ray probe $\mathrm{L}_{3}$-edge XAS experiment, and reported to be $3.75 \mathrm{eV} .{ }^{14}$

The broad low-intensity feature (feature 2) centered at $\sim 8.5 \mathrm{eV}$ in the $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$ spectra reports on the manifold of high-energy valence-excited states, mostly of ligand-to-metal charge transfer (LMCT) and LC character. The broadness of this feature reflects the high density of nondegenerate ligand orbitals due to the relatively electron rich bpy ligands, and its relatively low-intensity is indicative of low metal-ligand covalency. We notice that the calculations describe the transitions up to $\sim 9.8 \mathrm{eV}$, which is the calculated final state with the highest energy. Increasing the number of calculated valence-excited states (i.e. more than 1300 that are used for these calculations) would lead to a complete description of the high energy transfer feature. This calculation, however, is computationally expensive.

Fig. 4b shows the 2p4d RIXS spectra collected for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$, with incident energy set at the B and C PFY-XAS peaks. Table 4 summarizes the assignment of the experimental features through comparison with the calculations. Feature 1 (at 5.0 eV$)$ corresponds to a MC excitation $\left(4 \mathrm{~d}(\pi)^{-1}\right.$ $\left.4 \mathrm{~d}(\sigma)^{+1}\right)$. We are not aware of any previous measurement of the MC state energy for this complex. Feature 2 corresponds to a MLCT transition $\left(4 \mathrm{~d}(\pi)^{-1} \mathrm{CN}\left(\pi^{*}\right)^{+1}\right)$. As expected, feature $1(2)$ is more intense when resonant at the $\mathrm{B}(\mathrm{C})$ peak of the XAS spectrum, whereas the remaining intensity at the $C(B)$ peak is mainly due to the finite 2 p-hole lifetime, and in part also to the mixed-character of the core-excited states. This is shown by the presence of discrete transitions (i.e. the vertical sticks plotted below the calculated spectra) for feature $1(2)$ at the $C(B)$ peak, indicating a non-zero coupling between the core-excited state populated at the $\mathrm{B}(\mathrm{C})$ peak and the $\operatorname{MLCT}(\mathrm{MC})$ final state. Finally, high energy transfer peaks are mainly due to LMCT and LC transitions, as detailed in Table 4 . We note that the measurements allow us to distinguish charge transfer states that are $\sim 1 \mathrm{eV}$ apart in energy. For instance the difference between the energy of the MC and the MLCT states is found to be 1.2 eV (difference between feature 1 and 2 and between features 5 and 6 in Fig. 4b and Table 4).

Fig. 5 shows the resonant emission spectra measured at the A and B resonances of the $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ and $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ PFY-XAS spectra. When measuring resonantly at the A peak of the PFY-XAS spectrum, the $4 \mathrm{~d}(\pi) \rightarrow 2$ p transitions yield a quasielastic peak at $\sim 0 \mathrm{eV}$ energy transfer (feature 1 ). In the calculations, the peak position of feature $1(\sim 0.1 \mathrm{eV})$ reflects the loss of degeneracy of the $4 \mathrm{~d}(\pi)$ orbitals due to the $\mathrm{d}^{5}$ configuration. Feature 2 correspond to the $4 \mathrm{~d}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ configuration and, again, is a direct measure of the ligand field of the complex. We find a value of 3.7 eV for $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ and 3.6 eV for $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$, indicating the weakening of the ligand environment containing Cl atoms. These numbers are within 0.1 eV
agreement with the values obtained from the splitting of the A and B peaks in the PFY-XAS spectra (see Table 1). However, the small differences between the ligand field splitting energies extracted through XAS and VtC RIXS can be due to the 2 p-hole presence in the XAS measurements. In contrast, VtC RIXS is not affected by the 2 p-hole and therefore could extract the ligand field splitting energy more accurately (see also discussion below).

The peaks above 5 eV energy transfer are attributed to LC excitations. Noticeably, feature $4(\sim 6.6 \mathrm{eV})$ is present only for the $\left[\mathrm{Ru}^{\text {III }}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ at the B resonance, both in data and calculation, and absent in the $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ calculated and measured spectra. By analysis of the calculations, the main character of the this peak is assigned to a $\mathrm{Cl}(\pi)^{-1} 4 \mathrm{~d}(\sigma)^{+1}$ final state. This confirms the sensitivity of the 2p4d RIXS measurements to the ligand environment around the metal.

In summary, the measured Ru 2p4d RIXS features have been assigned to valence excitations through comparison with calculations. For all Ru-complexes, measuring the RIXS spectrum resonantly at the B peak of the PFY-XAS spectrum yields a direct measure of the energy of the MC state. MC excitations are usually obscured in the UV-vis spectrum and, in case of $\mathrm{Ru}(\mathrm{II})$-complexes, cannot be observed in XAS measurements. In our RIXS measurements, the MC state energies can be compared to the energies of other valence excitations, such as MLCT transitions, to reveal information on the functional properties of the Ru-complexes. For instance, the fact that Rupolypyridyl complexes have MC states with higher energy than the MLCT states is crucial for the photochemistry of these molecules. On the contrary, in Fe-polypyridyl complexes, MLCT states usually decay quickly to lower-lying MC states, leading, for instance, to worse photosynthetic efficiency. For comparison, the energy of the MC state of $\left[\mathrm{Fe}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}$ and $\left[\mathrm{Fe}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}$ are reported to be $\sim 2.2 \mathrm{eV}^{38}$ and $3.5 \mathrm{eV},{ }^{36}$ respectively.

Fig. 6 summarizes the values obtained for the MC state energies for the complexes investigated in this study. These values correspond to the ligand field splitting energies, since the dd multiplet effects for 4 d systems are known to be small. ${ }^{68}$ Specifically, we have calculated the dd multiplet effects for Ru atoms to be $\sim 0.1 \mathrm{eV}$ (see ESI Section $5 \dagger$ ). The sensitivity of the Ru 2p4d RIXS measurements to the ligand environment allowed us to quantify the difference in ligand field splitting energies between complexes that differ for only one ligand; and additional spectral features are observed in the $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$ spectrum with respect to the $\left[\mathrm{Ru}{ }^{\text {III }}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$ spectrum. This level of sensitivity to the ligand environment could not be obtained from the non-resonant VtC XES measurements shown in the previous section, and it is due to the higher resolution of the RIXS spectra with respect to VtC XES (and XAS) spectra. Moreover, we find that the 2p4d resonant spectra of the Rucomplexes are approximately ten times more intense than the corresponding non-resonant VtC XES spectra (see also ESI Fig. $4 \dagger$ ), allowing for faster collection time and improved signal-to-noise. The approach presented here is applicable to the study of Ru-complexes and 4 d metal complexes in general, and will


Fig. 6 Summary of the ligand field splitting energy $(\Delta)$ measured for the Ru-complexes investigated in this study. The complexes are ordered with increasing ligand field strength (from left to right) in agreement with the spectrochemical series, and as a function of oxidation state.
enable the study of these systems in a large range of applications and chemical environments.

## 4. Conclusion

We have investigated the chemical bonding of $\mathrm{Ru}(\mathrm{II})$ and $\mathrm{Ru}(\mathrm{III})$ complexes solvated in water with a combination of X-ray absorption, VtC emission, and VtC RIXS measurements at the $\mathrm{Ru} \mathrm{L}_{3}$-edge. All the experimental spectra have been described well by TDDFT calculations, and have thus allowed us to quantify the experimental observations in terms of the valence electronic structure. Through comparison with calculations, we have shown that measurements report on the metal-ligand covalency, oxidation state, ligand field splitting energy, and ligand identity of the Ru-complexes; and that greater sensitivity on these quantities is achieved with the RIXS measurements, with respect to XAS and VtC XES. In particular, the ligand field splitting energy can be directly extracted from the RIXS measurements and we have found it to be 5.0 eV for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{CN})_{6}\right]^{4-}, 4.0 \mathrm{eV}$ for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{3}\right]^{2+}, 3.7 \mathrm{eV}$ for $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{6}\right]^{3+}$, 3.6 eV for $\left[\mathrm{Ru}^{\mathrm{III}}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{Cl}\right]^{2+}$, and 3.5 eV for $\left[\mathrm{Ru}^{\mathrm{II}}(\mathrm{bpy})_{2} \mathrm{Cl}_{2}\right]$. In general, we have demonstrated that the 2p4d RIXS can directly measure the energies of the MC, LC, and CT states of the Ru complexes.

Measuring the MC state energies is particularly important for complexes with fully filled $4 \mathrm{~d}(\pi)$ orbitals, since the ligand field splitting energy cannot be accessed with ground-state XAS studies. Moreover, MC transitions are often obscured in the UVvis spectrum by intense CT absorption bands; therefore the approach presented here can be of unique value for Ru and other 4 d metals, in general. At the same time, the suppression of the core-hole lifetime broadening within the RIXS spectral features enables distinguishing sub-eV differences between valence excitations, such as closely separated MC and MLCT states. The interplay between the competing decay pathways is well understood for bipyridine complexes but is substantially less investigated for other types of ligands. 2p4d RIXS studies can therefore be used to investigate and screen multiple Rucomplexes and help the understanding of the formation and stabilization of charge separated states in these complexes. Moreover, the TDDFT approach presented here has allowed us to quantify the molecular orbitals contributions to the experimental VtC RIXS spectra; this will be helpful in predicting the role of different ligand environment when trying to design new Ru-complexes or tailor their properties. Finally, extending these
methods to the time-resolved regime will enable the photoinduced dynamics to be followed for such systems. These advances can accelerate the development of novel functional materials.

In conclusion, we have performed a systematic experimental and computational study for characterizing the bonding properties of $R u(I I)$ and $R u(I I I)$ complexes solvated in water. We have shown that state-of-the-art high-energy resolution tender X-ray spectroscopy methods and TDDFT calculations can now uniquely shed light on the valence structure of solvated 4 d metal complexes.
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