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of spin clock transitions in
molecular monomers based on nuclear spin-free
Ni(II)†
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Régis Guillot, b Nicolas Suaud, c Nathalie Guihéry,c David Zueco, a

Anne-Laure Barra,d Talal Mallah *b and Fernando Luis *a

We report the existence of a sizeable quantum tunnelling splitting between the two lowest electronic spin

levels of mononuclear Ni complexes. The level anti-crossing, or magnetic “clock transition”, associated with

this gap has been directly monitored by heat capacity experiments. The comparison of these results with

those obtained for a Co derivative, for which tunnelling is forbidden by symmetry, shows that the clock

transition leads to an effective suppression of intermolecular spin–spin interactions. In addition, we show

that the quantum tunnelling splitting admits a chemical tuning via the modification of the ligand shell

that determines the crystal field and the magnetic anisotropy. These properties are crucial to realize

model spin qubits that combine the necessary resilience against decoherence, a proper interfacing with

other qubits and with the control circuitry and the ability to initialize them by cooling.
Introduction

Magnetic molecules are attractive candidates to encode spin
qubits and qudits.1–6 Each molecule consists of a core of one or
several magnetic ions, surrounded by non-magnetic ligands.
The interaction of these ions with their local coordination
sphere determines the magnetic energy levels and states of the
molecule. Tuning the molecular structure and the local coor-
dination of the magnetic ions introduces the possibility of
designing systems adapted to specic applications,7–15 and
constitutes one of the most appealing characteristic traits of
a chemically driven approach.

In principle, any magnetic molecule with two well resolved
low-lying energy levels can encode a qubit, provided that one
can induce transitions between them by means of external
stimuli, oen resonant electromagnetic pulses. A further
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condition is that the qubit states are sufficiently robust against
any other interaction that can perturb their coherent evolution.
In magnetic molecules and at temperatures that are sufficiently
low to “freeze” spin-lattice relaxation, decoherence is mainly
associated with magnetic noise, arising from either nuclear
spins in the ligands or, in not very diluted samples, from the
coupling (e.g. dipolar) to other molecules.7,8,16–22 Finally, scaling
up beyond a qubit, which is obviously necessary for developing
any application of real value, implies connecting several qubits.
Therefore, a crucial challenge is how to combine a good isola-
tion from noise with the ability to externally control the
molecular spin states and their mutual interactions.

A solution to this problem, borrowed from atomic physics, is
to encode the qubit in superposition states that form at level
Fig. 1 Scheme of a spin clock transition. The qubit states are encoded
in two superposition spin states that arise at the level anti-crossing.
Due to this superposition, the qubit states are protected from
magnetic field fluctuations.

Chem. Sci., 2021, 12, 5123–5133 | 5123

http://crossmark.crossref.org/dialog/?doi=10.1039/d0sc05856d&domain=pdf&date_stamp=2021-04-12
http://orcid.org/0000-0002-4032-4064
http://orcid.org/0000-0001-8606-8628
http://orcid.org/0000-0002-9003-0670
http://orcid.org/0000-0001-9744-7375
http://orcid.org/0000-0003-4478-1948
http://orcid.org/0000-0002-9311-3463
http://orcid.org/0000-0001-6284-0521
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0sc05856d
https://pubs.rsc.org/en/journals/journal/SC
https://pubs.rsc.org/en/journals/journal/SC?issueid=SC012014


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
Fe

br
ua

ry
 2

02
1.

 D
ow

nl
oa

de
d 

on
 7

/2
0/

20
25

 3
:1

2:
34

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
anti-crossings, also known as clock transitions (Fig. 1).23–27

These level anti-crossings arise from quantum tunnelling
between opposite orientations of non-Kramers (i.e. integer)
spins.28 Clock transitions have a remarkable stability against
magnetic eld uctuations, as dipolar decoherence vanishes at
rst order. Examples found among molecular materials24–26

show that spin coherence times increase sharply near each
clock transition. However, the presence of sizeable hyperne
interactions turns them into non-ideal qubit candidates. First,
getting to the clock transition requires the application of an
external magnetic eld and second and, probably more
important, the two levels involved in the clock transition might
not include the actual ground spin state, thus hindering
a simple qubit initialization by cooling.

In this work, we study spin clock transitions in a closer to
ideal situation, afforded by molecular [M(Me6tren)Cl](ClO4)
monomers, with M ¼ Ni(II) (1) and Co(II) (2).29,30 With its S ¼ 1
ground state and strongly uniaxial anisotropy, (1) provides
a realization of the simplest non-Kramer system, with just three
magnetic levels (mS ¼ 0 and �1). In addition, the only isotope
with a nonzero nuclear spin (61Ni, I ¼ 3/2) has a close to
negligible natural abundance of 1.14%. We probe the magnetic
level structure by means of heat capacity experiments. The
population of quantized levels gives rise to a characteristic
Schottky anomaly in the specic heat.31 This technique is
therefore a relatively simple, yet direct, tool to detect small
energy splittings, in the range of 0.1 K to 8 K.32,33 In addition, it
allows following its dependence on magnetic eld, which is one
of the characteristic traits of a clock transition. In complex 2,
isostructural to 1, Ni(II) is replaced by Co(II), a Kramers ion (S ¼
3/2) for which quantum tunnelling is forbidden by time-reversal
symmetry.28 This allows us to compare both situations and
experimentally probe how clock transitions affect spin–spin
intermolecular interactions in the same crystal structure.

Finally, we have also studied [Ni(2-Imdipa)(NCS)](NCS) (4),
a new complex with octahedral geometry close to the strict Oh

symmetry that has a correspondingly weaker magnetic anisot-
ropy. This system helps us to show that the quantum tunnelling
gap D can be chemically tuned to make it compatible with the
microwave circuits that are regarded as promising quantum
computation platforms.34–36

Experimental methods
Synthesis and structures

[M(Me6tren)Cl](ClO4) with M ¼ Ni (1), Co (2) and Zn (3); [Ni(2-
Imdipa)(NCS)](NCS) (4). Molecules 1, 2 and 3 are isostructural
and have been previously reported and studied,29,30 while 4 is
a new complex designed and reported here as a demonstration
of chemical tuning of the tunnelling gap of 1. The details of its
synthesis and crystal structure are given in the accompanying
ESI.† Solid solutions of, nominally, 10% 1 and 10% 2 into the
diamagnetic 3 have also been prepared. They are denoted by
1d9.5% and 2d11%, respectively. The actual concentrations were
determined by comparing magnetization isotherms measured
on the pure and diluted samples under identical conditions
(Fig. S1 of the ESI†).
5124 | Chem. Sci., 2021, 12, 5123–5133
Heat capacity experiments

The specic heat of all complexes was measured, between T ¼
0.35 K and 20 K (100 K for 3), with a commercial physical
property measurement system (PPMS-Quantum Design) that
makes use of a relaxation method.32,33 Powder samples of 1, 2
and 3 were mixed with apiezon N grease to improve the thermal
contact with the calorimeter. The powder samples were pressed
into a small pellet, in the form of a thin disk which was then
placed in contact with the calorimeter platform. We nd that
the crystallites that form the powder have a geometrical
tendency to pack in some orientations under pressure. The
crystal axes are therefore not randomly oriented but show some
preferential orientation in these samples (see Fig. S2† for an
estimate). In the case of complex 4, experiments were per-
formed on single crystals placed onto a thin layer of apiezon N
grease.
Magnetic characterization

Magnetization data of 4 were measured, in sintered powder
form as well as on single crystals, with a commercial Magnetic
Properties Measurement System (MPMS-Quantum Design),
a magnetometer based on a SQUID sensor, between 1.8 K and
300 K, magnetic elds up to 5 T and for different crystal
orientations. The magnetic ac susceptibility of 1 (in powder
form) and 4 (on a single crystal and on a powdered sample
obtained by crushing the same crystal) was measured using the
AC measuring options of the same SQUID magnetometer (for
frequencies between 1 Hz and 1.4 kHz) and of the PPMS system
(for frequencies between 100 Hz and 10 kHz).
EPR experiments

High-frequency EPR spectra of a single crystal of 1 were recor-
ded on a multifrequency spectrometer operating in a double-
pass conguration. A 110 GHz frequency source (Virginia
Diodes Inc.) was used. The power of the frequency source was
varied, either with an external attenuator or with internal one.
The emitted power was measured independently by a power-
meter. The exciting light was propagated with a Quasi-Optical
bridge (Thomas Keating) outside the cryostat, working in
induction mode which provides an efficient isolation of the
detector, and with a corrugated waveguide inside it. The
detection was carried out with a hot electron InSb bolometer
(QMC Instruments). The main magnetic eld was supplied by
a 16 T superconducting magnet associated with a variable
temperature insert (Cryogenic).
Ab initio calculations

Ab initio calculations were performed using the ORCA 4.0.1.2
quantum chemistry package.37 The D and E parameters of the
new complex 4 were evaluated following the procedure already
developed by some of us.38 State average CASSCF (Complete
Active Space Self Consistent Field) calculations were rst per-
formed to account for non-dynamic correlations; then,
dynamical correlations were accounted for using the NEVPT2
method in its strongly contracted scheme.39–41 Finally, spin–
© 2021 The Author(s). Published by the Royal Society of Chemistry
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orbit (SO) couplings were calculated using the Spin Orbit State
Interaction (SI–SI) method implemented in ORCA.42 The
Complete Active Space (CAS) is composed of the ve mainly-3d
orbitals of the Ni ion and the 8 associated electrons, i.e.
CAS(8,5). The averaged CASSCF molecular orbitals optimization
was done over the 10 triplet and 15 singlet spin states generated
by the CAS(8,5). The SO coupling was considered between all the
mS components of these states, the spin-free energy (diagonal
elements of the SO matrix) being evaluated at the NEVPT2 level.

The DKH-def2-QZVPP basis sets were used for Ni
(14s10p5d4f2g), for S atoms (11s7p4d2f1g), for N atoms
(8s4p3d2f1g) belonging to the coordination sphere of Ni and for
the C atoms (8s4p3d2f1g) of NCS�, while for other N and C
atoms the DKH-def2-TZVP (6s3p2d1f) basis was used and
a def2-SVP (2s1p) basis for H atoms. For DFT calculations, df2-
SVP atomic basis sets were used for Ni (5s3p2d1f), for C and N
atoms (3s2p1d), for S (4s3p1d) and for H (2s1p).
Results and discussion
Direct detection of spin clock transitions by heat capacity
experiments

Fig. 2 shows the specic heat c/R of 1measured at zero magnetic
eld. Above approximately 8 K, it is dominated by the contri-
bution arising from lattice vibrations. This contribution has
been determined independently from the specic heat of the
diamagnetic complex 3, which is also shown in Fig. 2. At low
Fig. 2 Specific heat of complexes 1, 1d9.5% and the diamagnetic 3 at
m0H ¼ 0. The latter gives the lattice contribution to the specific heat.
Solid lines show the simulation of the magnetic contribution for
a powder sample, plus the experimental lattice contribution from
complex 3. The dashed line shows the contribution of acoustic modes
as given by the Debye model with a Debye temperature qD ¼ 72 K.
Inset: energy levels arising from the anisotropy and Zeeman terms in
the effective spin Hamiltonian (1), for both 1 and 1d9.5%. At low
temperatures only the subspace spanned by the mS ¼ �1 states is
thermally populated and contributes to the heat capacity. The very
large jDj diminishes the thermal population of the mS ¼ 0 state and its
mixing with the mS ¼ �1 states.

© 2021 The Author(s). Published by the Royal Society of Chemistry
and very low temperatures the specic heat of 1 shows an
additional Schottky-like anomaly, with a maximum centred at
T0 ¼ 1.75 K.

This anomaly signals the existence of a nite gap in the
spectrum of magnetic energy levels of this complex.32,33 Since
98.86% of the stable Ni isotopes carry no nuclear spin, the
anomaly must be associated with thermal excitations of the
molecular electronic spins. In order to gain further information
on its nature, we have measured a sample (1d9.5%) that contains
9.5% of 1 diluted into the diamagnetic complex 3. Despite the
expected decrease in the strength of intermolecular magnetic
interactions, these data show the same Schottky anomaly, even
shied to slightly higher temperatures (see also Fig. S3†).
Therefore, we can safely discard that spin–spin interactions
originate the Schottky-like anomaly observed in 1 and conclude
that it is due to a zero-eld splitting (ZFS) intrinsic to each
individual molecule.

These results can be easily understood as follows. We show
in Fig. 2 the specic heat of 1 (solid lines) and the energy levels
(inset) calculated by using the spin Hamiltonian reported in ref.
29:

H ¼ mB
~H~g~S þDSz

2 þ E
�
Sx

2 � Sy
2
�

(1)

where ~g is the gyromagnetic tensor that determines the Zeeman
interaction with the magnetic eld ~H; and D and E are the
diagonal (or uniaxial) and off-diagonal (rhombic) magnetic
anisotropy constants (ZFS parameters), respectively. Because of
its very strong uniaxial anisotropy, the magnetic energy level
spectrum of 1 shows a highly excited mS ¼ 0 level above the
groundmS ¼�1 doublet. The Schottky anomaly associated with
the population of the former level is expected to show up above
40 K, thus it is completely masked by the much higher lattice
contribution and, therefore, experimentally undetectable. To all
practical purposes, the behaviour of 1 at low temperatures
reduces to that of a text book two-level system.31 The gap
observed experimentally must then arise from the weaker off-
diagonal anisotropy term E(Sx

2 � Sy
2). This term induces

tunnelling between the mS ¼ �1 sub-levels and gives rise to
a quantum tunnelling gap D¼ 2E and to a Schottky-like specic
heat contribution, as shown in Fig. 2.

The temperature T0 of the specic heat maximum provides
a simple and direct method to determine D. At zero eld, T0 of
a simple two level system is given by31,33

D

2kBT0

tanh

�
D

2kBT0

�
¼ 10kBT0x0:42D (2)

from which we estimate D¼ 2.9 cm�1 (or 83.5 GHz) and E¼ D/2
¼ 1.45 cm�1, which agrees fairly well with the value of 1.6 cm�1

estimated from high-frequency EPR experiments.29 Using this E
value, we reproduce very accurately the experimental specic
heat data of 1 and 1d9.5%. The two techniques (EPR and heat
capacity) complement each other to provide a full character-
ization of the magnetic anisotropy.

The quantum nature of the observed level splitting is
conrmed by its magnetic eld dependence. Fig. 3 (top) shows
specic heat data of 1 measured for 0 # m0H # 3 T. The low-T
Chem. Sci., 2021, 12, 5123–5133 | 5125
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anomaly hardly changes for magnetic elds below 1 T. A weak
dependence on magnetic eld is precisely the behaviour ex-
pected for the energy gap ħu near a spin clock transition. Near
the anti-crossing, ħu is approximately given by

ħu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2gzmBSHzÞ2 þ D2

q
(3)

The temperature T0 of the specic heat maximum can then
be calculated by simply replacing D in eqn (2) by this eld-
dependent ħu. It then follows that the magnetic eld has little
inuence on the specic heat provided that 2gzmBSHz � D, as
observed experimentally. The parabolic dependence of the
quantum level splitting predicted by eqn (3) can be directly
Fig. 3 Top: specific heat of a powder sample of 1 at m0H ¼ 0 (purple),
0.25 T (blue), 0.5 T (light blue), 1 T (green), 1.5 T (yellow), 2 T (orange)
and 3 T (red). Solid lines show the simulation for a powder sample with
a preferential orientation along the molecular z axis. Bottom: experi-
mental effective energy gap ħu ¼ kBT0/0.42, with T0 the field-
dependent temperature of the heat capacity maximum. Solid lines
show the behaviour expected for a magnetic parallel to the magnetic
anisotropy axis z (red) and for a randomly oriented sample (blue).

5126 | Chem. Sci., 2021, 12, 5123–5133
monitored by plotting the experimental T0 as a function of H.
The data nicely follow this dependence, as shown by the bottom
panel of Fig. 3. Yet, the experimental shi of the heat capacity
anomaly is larger than what one would expect for a randomly
oriented sample, suggesting that the polycrystalline sample has
a preferred orientation, as expected (see methods). The orien-
tation that best accounts for the heat capacity data is a “mix”
between that of a random powder and a fully oriented sample
with z parallel to the magnetic eld (cf. Fig. 3 and S2†).
Comparison with a Kramers spin system: effect of spin clock
transitions on spin–spin interactions

This section describes a realization, within the same molecular
system, of a spin with a conventional level crossing (cf. Fig. 1),
thus providing a nice comparison with the “quantum limit” that
complex 1 represents. For this purpose we study the Co(II)
containing complex 2. Whereas Ni(II) has an integer spin S ¼ 1,
Co(II) possesses an S ¼ 3/2 ground state. Therefore, it is
a Kramers ion. Quantum tunnelling of the electronic spin is
then strictly forbidden on account of time-reversal symmetry.28

We expect to see profound differences in the physical behaviour
of these two derivatives. As it is shown in the following, these
differences manifest themselves neatly in the heat capacity.

Fig. 4 shows the specic heat of 2measured at zero eld. The
magnetic anisotropy of 2 is much weaker than that of 1.30 For
this reason, in this case the anomaly associated with the ZFS
between the mS ¼ �1/2 and mS ¼ �3/2 level doublets (see the
inset of Fig. 4) shows up at lower temperatures and can be
observed as an extra contribution to c/R over the lattice
Fig. 4 Heat capacity of 2, 2d11% and the diamagnetic 3 at m0H¼ 0. The
theoretical specific heat (green solid line) includes the contribution
arising from spin–spin interactions. The dashed line shows the
contribution of acoustic modes as given by the Debye model with
a Debye temperature qD ¼ 72 K. Inset: energy levels of 2 and 2d11%
calculated with the effective spin Hamiltonian (1) without spin–spin
interactions. At low temperatures only the mS ¼ �3/2 doublet
contributes to the heat capacity. Above approximately 2 K the pop-
ulation of themS ¼ �1/2 levels shows up as an extra contribution over
the lattice specific heat.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Top: magnetic specific heat cm of 2d11% (open dots, left panel)
and of 2 (solid dots, right panel) at selected fields m0H¼ 0.5 T (blue) and
1.5 T (orange) obtained after subtraction of the lattice contribution
estimated for the diamagnetic compound 3. In both cases, cm is
normalised per mole of magnetic molecules. The dashed line shows
the zero field splitting contribution (associated with the 2jDj gap in the
inset of Fig. 4), while solid lines show the simulation of the expected
heat capacity for non-interacting molecular spins (ZFS + Zeeman
interaction). Bottom: experimental energy gap ħu¼ kBT0/0.42, with T0
the field-dependent temperature of the heat capacity maximum. The
solid lines show the Zeeman level crossing expected for non-inter-
actingmolecules with themagnetic field applied along the zmolecular
axis.
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contribution. The experimental results agree with simulations
performed using the spin Hamiltonian in eqn (1) with D ¼
�8.31 cm�1 and E z 0, which result in an overall ZFS of 2D.
These values are in almost perfect agreement with D ¼
�8.12 cm�1 and E ¼ 0 determined from high-eld EPR.30

The additional contribution to c/R that is observed below 1 K
must therefore arise from the splitting of the ground mS ¼ �3/2
doublet. This contribution can, in principle, be associated with
either hyperne interactions (Co only stable isotope has I ¼ 7/2
nuclear spin) and/or with spin–spin couplings between
different molecules in the crystal. However, as it is shown in
Fig. S4,† the former are expected to be too weak to account for
the specic heat measured below 1 K. In order to conrm this,
we have measured the heat capacity of a magnetically diluted
sample 2d11% of 2 in the diamagnetic derivative 3. The low-T
contribution observed for the pure compound 2 is greatly sup-
pressed in 2d11%, i.e. not just rescaled by concentration, and
virtually disappears. This result conrms that isolated mole-
cules of 2 have no electronic gap, as expected, and suggests that
the low-T specic heat reects mainly the effects of intermo-
lecular interactions.

For a more quantitative description, the effects of intermo-
lecular spin–spin interactions have been calculated by per-
forming Monte Carlo simulations on the crystal lattice. We have
used the following simple model:

H int ¼ �1

2
J
X
i

X
j˛ZðiÞ

Si;zSj;z (4)

where index i goes through the whole lattice and index j labels
the Z(i) nearest-neighbours of site i, which couple via a constant
interaction constant J (see Fig. S5† for further information on
the lattice topology). As a further simplication, the spins are
restricted to uctuate only between the two states of the lowest
energy doubletmS ¼ �3/2. This assumption is based on the fact
that the thermal populations of the excited mS ¼ �1/2 states
become negligible in the temperature range below 2 K, to which
the simulations apply. As shown by the lines in Fig. 4, we nd
a good agreement with the experimental data of 2 for J ¼
�0.035 cm�1. In particular, the model predicts that 2 should
undergo a phase transition to an antiferromagnetic phase at
about TN ¼ 0.22 K.

The sign of J can be further rened by looking at the eld
dependence of the specic heat. Data measured on pure and
magnetically diluted samples of 2 are shown in Fig. 5. The
Zeeman interaction splits the mS ¼ �3/2 levels and competes
with the spin–spin interactions. The specic heat then shows
a rounded maximum, again characteristic of a two-level system,
which progressively shis towards higher temperatures as H
increases. Although, with the proper scaling, data measured on
the pure 2 and the magnetically diluted 2d11% samples tend to
approach each other as H increases, the Zeeman splitting, as
measured from the maximum temperature, remains always
larger for the latter. In addition, the magnetic specic heat of
2d11% is closer, at any H, to what is expected for non-interacting
molecules. These results conrm that spin–spin interactions
have a predominantly antiferromagnetic character in this
© 2021 The Author(s). Published by the Royal Society of Chemistry
lattice, as magnetization hysteresis measured at very low
temperatures already suggested.30

The results described in this and the previous section allow
gaining a deeper insight on how a sizeable quantum tunnelling
gap affects spin–spin interactions. Complex 2 illustrates the
conventional, or classical, behaviour (cf. Fig. 4): interactions
between spins in an ordered lattice break the symmetry between
spin-up and spin-down states and lead to a transition towards
a long-range ordered phase at sufficiently low temperatures. By
contrast, and in spite of having the same crystal lattice, the
specic heat of complex 1 (cf. Fig. 2) does not show, below 0.5 K,
any signature of spin–spin interactions. The close to perfect
scaling with spin concentration, and the dependence on
Chem. Sci., 2021, 12, 5123–5133 | 5127
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magnetic eld (cf. Fig. 3) suggest, instead, that these molecules
behave as quasi-isolated.

In order to illustrate the essential ingredients that govern
this “quantum decoupling”, we have numerically diagonalized
the spin Hamiltonian H þ H int, where H and H int are given by
eqn (1) and (4), respectively, for an affordable lattice comprising
just one S¼ 1 spin and its six nearest neighbours located within
the same crystallographic plane. Details of these “toy quantum
model” calculations are given in Fig. S6.† The results reect how
quantum uctuations inuence the ground state of 1. At zero
eld, the wave function becomes a symmetric superposition of
spin-up and spin-down states whenever the quantum tunnel-
ling gap D exceeds the characteristic energy scale 3z ZjJjS2/2 of
spin–spin interactions. If we estimate 3 of 1 by taking the same J
that was determined for complex 2 and S ¼ 1, it follows that D
z 103 for this system. The condensation into the ground singlet
state then largely suppresses intermolecular magnetic
interactions.
Fig. 6 Schematic view of the 2-Imdipa pentadentate ligand.

Fig. 7 Structures of 1 and 4, with their corresponding quantum
tunnelling gaps between the qubit states j0i and j1i. The close to Oh

symmetry of 4 results in smaller absolute values of the distortion
parameters E and D, so the gap is chemically tuned towards lower
frequencies.
Chemical tuning of spin clock transitions

Synthetic strategy. Qubits encoded in spin clock transitions
are more stable, but for the very same reason they are also more
difficult to tune: from eqn (3), the effect that the magnetic eld
has on the qubit frequency u decreases with increasing D.
Besides, if quantum operations are to be induced by resonant
pulses applied with commercial EPR cavities or on-chip super-
conducting resonators, one gets limited to specic frequency
ranges. In the former case, the most widely used EPR spec-
trometers operate at 9–10 GHz (X-band) or 35 GHz (Q
band).8–16,18–25 In the case of superconducting circuits, the
frequencies range mainly from 1 to 10 GHz.34–36 We have shown
above that 1 possesses a quantum tunnelling gap D/h z 83
GHz. It would therefore be highly desirable to nd a chemical
strategy enabling to develop related molecular systems with
smaller tunnelling gaps.

For 1, the tunnel splitting is due to the Jahn–Teller effect that
lis the orbital degeneracy of the Ni(II) electronic state. This
effect distorts the trigonal plane of the complex and gives rise to
the appearance of a large rhombic parameter (E ¼ 40 GHz), as
demonstrated above. A relatively straightforward strategy to
drastically reduce the quantum tunnelling splitting (2E) is to
globally reduce the axial ZFS parameter D, so that the jEj
parameter will be restricted to an upper limit of (1/3)jDj,
assuming of course that the two molecules at hand have
a similar rhombicity jE/Dj.

An efficient approach to achieve small jDj values, in
comparison to that of complex 1, is to consider a Ni(II) complex
with an octahedral geometry, as close as possible to Oh

symmetry but not strictly Oh. Indeed, for Oh symmetry, the three
components of the orbital moment (Lx, Ly and Lz) belong to the
same irreducible representation T1g of Oh. The effect of SOC will
then be the same in the three axes and the three-fold degeneracy
of the ground state (3A2g) cannot be lied (the three mS sub-
levels 0 and �1 would have the same energy). However, if the
complex is slightly distorted the effect of SOC will be slightly
5128 | Chem. Sci., 2021, 12, 5123–5133
different along each direction of space, resulting in a very low
value of jDj.28,43

With this idea in mind, we prepared several octahedral Ni(II)
complexes using a pentadentate organic ligand (2-Imdipa, Fig. 6
and S7–S9†) and different axial ones (NCS�, Cl�, NO3

�). It
turned out that the hexacoordinate complex bearing NCS� as
axial ligand of formula [Ni(2-Imdipa)(NCS)](NCS) (complex 4)
has all the characteristics required as summarized in Fig. 7, i.e.
a similar rhombicity (jE/Dj) but an axial parameter D that is
nearly two orders of magnitude smaller (see below for details).

The preparation and full characterization of the organic
ligand and complex 4 are detailed in the ESI.† The
compound crystallizes in the space group P21/n (group 14,
see Table S1†). There are two crystallographically indepen-
dent molecules (Fig. S7†) that mainly differ by about 1� tilts
in their relative orientations, and that have almost the same
coordination sphere (Fig. S8†). We will, therefore, focus on
one of them.
© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0sc05856d


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
Fe

br
ua

ry
 2

02
1.

 D
ow

nl
oa

de
d 

on
 7

/2
0/

20
25

 3
:1

2:
34

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
The geometry around Ni is a distorted octahedron (Fig. S9†).
The three amine nitrogen atoms (N2, N3 and N4) and N1
belonging to one of the imidazolate groups of the pentadentate
ligand 2-Imdipa lie almost in one plane (equatorial). The
nitrogen atom of the other imidazolate group (N5) and that of
NCS� (N6) occupy the apical positions. The Ni–N bond
distances in the equatorial planes are all larger (average value
2.137 Å, see Table S2†) than the axial ones (2.060 Å). The axial
bond distances are identical within experimental errors while
those in the equatorial plane differ by less than 0.087 Å (Table
S2†).

Magnetic anisotropy determination. The magnetic data were
rst collected using a powder sample. The cT product
(Fig. S10†) remains approximately constant between room
temperature and 20 K, with a value of 1.19 cm3 mol�1 K in line
with a S ¼ 1 state with a g-factor of 2.16. Below T ¼ 20 K, cT
slightly decreases and reaches a value of 0.99 cm3 mol�1 K at T
¼ 2 K.

Because the structure does not show any intermolecular path
for strong antiferromagnetic couplings, this small decrease can
tentatively be attributed to the ZFS of the S ¼ 1 state. Magne-
tization isotherms were measured at T ¼ 2, 4 and 6 K.

When plotted against m0H/T (Fig. S11†), these magnetization
curves are not superimposable, which again conrms the
presence of a net ZFS within the S ¼ 1 ground state. Fixing the
isotropic g factor to 2.16, as derived from cT data, it is possible
to achieve very high quality ts of the data for negative and
positive D values and a TIP equal to 10�4, as expected for Ni(II)
octahedral complexes. The t parameters are: D ¼ +2.11 cm�1

and jEj ¼ 0.09 cm�1 (jE/Dj ¼ 0.04) when starting the t with
a positive D-value and D ¼ �2.96 cm�1 and jEj ¼ 0.06 cm�1 (jE/
Dj ¼ 0.02) when starting from a negative D value. These data
show that, as expected for a Ni(II) complex with an octahedral
Fig. 8 Specific heat of a single crystal of 4 at m0H ¼ 0 (purple), 25 mT
(blue), 50 mT (light blue), 75 mT (green), 0.1 T (light green), 0.125 T
(yellow), 0.25 T (light orange), 0.5 T (orange), 1 T (red) and 2 T (pink).
Solid lines show the simulation for a crystal having its magnetic z axis at
52.6� from the magnetic field.

© 2021 The Author(s). Published by the Royal Society of Chemistry
geometry, the axial ZFS parameter (D) is very small and the
rhombic parameter (E) that denes the tunnel splitting (2E) is
also very small. However, magnetization data on a powder
sample cannot discriminate between positive D (mS ¼ 0 ground
level) or negative D (mS ¼ �1 ground levels).

In order to further elucidate the magnetic anisotropy of
complex 4, we carried out heat capacity and magnetization
studies on a single crystal that has the form of a hexagonal
prism (Fig. S12†). The specic heat measured for ~H along the
perpendicular to the hexagonal faces, within the ac plane, is
shown in Fig. 8. This quantity reects the thermal population of
the spin levels, thus it critically depends on the sign of D. As
Fig. S13† shows, the results are incompatible with a positive D,
and agree well with a uniaxial anisotropy (D < 0). The ts of
these data and of those obtained by applying the magnetic eld
along b (see the ESI† for symmetry considerations used in these
ts and Fig. S13† for the results) suggest that the easy magne-
tization axis z lies on the ac plane at 52.6� from the perpen-
dicular to the ab plane as shown in Fig. 9. Besides, the Schottky
Fig. 9 Top left: relation between the unit cell axes and the crystal-
lisation structure of 4. Top right: relation between the unit cell and
magnetic anisotropy axes of 4. Bottom: magnetization of 4 measured
at m0H¼ 0.1 T and T¼ 5 K as a function of rotation angle around an axis
perpendicular to the ab unit cell plane. The difference between data
measured while increasing (blue solid dots) and decreasing (red open
symbols) q is due to a mechanical hysteresis of the rotation system and
provides a measure of the angular uncertainties. The crystal is placed
so that the field points along the b unit cell axis at q¼ 90� and q¼ 270�.
The solid line shows the magnetization simulated, with the anisotropy
parameters given in the text, for a crystal (with all four molecule
orientations) rotated around the perpendicular to a and b.
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anomaly centred near 2 K, which corresponds to the thermal
excitation of the mS ¼ 0 state, evidences that 4 has a weaker
magnetic anisotropy than 1, and gives D z �2.71 cm�1.

Angle-dependent magnetic response. These conclusions
have been checked against magnetization measurements per-
formed for varying crystal orientations. In these experiments,
the magnetic eld was orthogonal to the rotation axis. Results
obtained by rotating a single crystal of 4 around the perpen-
dicular to its ab plane are shown in Fig. 9. The magnetic eld is
then conned within the ab plane. We obtain a minimum
magnetization when the eld points along b, which means that
this axis is perpendicular to the magnetic anisotropy z axis. The
maximummagnetization is found for the eld pointing along a,
which forms an angle of 37.4� ¼ 90� � 52.6� with the molecular
z axis. Magnetic susceptibility and magnetization data
measured at these two eld orientations are given in Fig. S14
and S15,† respectively. The results and, in particular, the posi-
tions of minima and maxima agree well with those predicted
using the anisotropy parameters and the orientations of the
anisotropy axes shown in Fig. 9.

Ab initio calculations. Calculations, performed at the
NEVPT2 level for the two independent molecules, lead to almost
the same ZFS parameters: D ¼ �2.43 and �2.55 cm�1 and E ¼
�0.36 and 0.34 cm�1, close to the experimental ones
(�2.71 cm�1 and 0.1 cm�1). The analysis of the results, per-
formed in the framework of the magnetic axes frame, shows
that the negative value of D is the result of negative and positive
contributions of different triplet and singlet excited states that
couple to the ground state (see Table S3† for a perturbative
evaluation of the contribution of each state). When added, they
lead to the small negative value. The orientations of the D tensor
principal axes (Fig. S16†) coincide with those determined
experimentally from themagnetization study on a single crystal,
described above.
Fig. 10 Experimental effective energy gap ħu¼ kBT0/0.42, with T0 the
field-dependent temperature of the heat capacity maximum. The solid
line shows the behaviour expected for a magnetic field applied at 52.6�

from the anisotropy axis.

5130 | Chem. Sci., 2021, 12, 5123–5133
Getting insight of the contribution of each state by analysing
the composition of their wave function is possible, as it has
recently been done on a Ni(II) complex with an octahedral
geometry,44 but is out of the scope of this paper. These results
conrm our reasoning that a Ni(II) hexacoordinate complex with
octahedral geometry that slightly deviates from Oh symmetry
leads to small D value and consequently small E (as jEj < jDj/3).
However, because of the very weak deviation from Oh symmetry,
it is not possible to predict without ab initio calculations the
sign of D that is of major importance for using these systems as
qubits.

Quantum tunnelling gap. As in the case of complex 1, the
quantum tunnelling splitting can also be “read-out” from the
position of the specic heat anomaly observed below 1 K. The
data are well accounted for with D ¼ 2E z 0.21 cm�1 (D/h � 6
GHz). The D and E experimental values agree rather well with
those predicted (see previous section) from ab initio calcula-
tions. Repeating this experimental protocol for different H
values, it is possible to monitor the magnetic eld dependence
of the energy gap ħu of the ground state doublet. As Fig. 10
shows, it follows a quadratic dependence with a reduced zero-
eld quantum gap D as compared to the much more strongly
anisotropic complex 1 (compare Fig. 10 to Fig. 3). These results
conrm also that the magnetic anisotropy z axis makes 52.6�

with respect to the magnetic eld.
Spin relaxation

The data shown in Fig. 3 and 10 provide a direct mapping of the
anticrossings between the two lowest lying spin levels of 1 and
4. Besides, we have shown that the zero-eld eigenstates
become quite insensitive to environmental magnetic elds.
These two properties, which are characteristic traits of a spin-
clock transition, make these molecules promising spin qubit
candidates. However, they might not be enough, if the spin
relaxation towards thermal equilibrium, parameterized by the
spin-lattice relaxation time T1, becomes also very fast. We have
addressed this important question experimentally, by
combining frequency-dependent ac susceptibility and EPR
measurements.

Illustrative ac susceptibility data are shown in Fig. S17–S19.†
They show a dependence on frequency u for both 1 and 4, sig-
nalling the presence of relatively slow relaxation processes45

(note that the characteristic time scale of these measurements
is 1/u > 16 ms). In the case of 1, however, the data do not allow
a quantitative determination of T1 because the maximum of the
imaginary susceptibility component c” (that approximately
corresponds to 1/u ¼ T1) appears to be above our highest
attainable frequency. A further limitation arises from the fact
that superposition spin states (Fig. 1) have a zero average
magnetic moment. As a result, phonon-induced transitions
between different eigenstates do not lead to any change in the
susceptibility (see Fig. S20†).46 Near the clock transition (<0.1 T
for complex 4, < 1 T for complex 1), the linear response becomes
dominated by the fully reversible van Vleck susceptibility, which
arises from the eld-induced modulation of the spin wave
functions. In the case of complex 4, we have been able to extract
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 Spin-lattice relaxation time of 4 derived from frequency-
dependent ac susceptibility experiments performed on a powdered
sample as a function of magnetic field at T ¼ 2 K (left) and at two
different magnetic fields as a function of temperature (right). The solid
lines are fits that include direct and Raman relaxation processes (cf.
eqn (5)).
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T1 for temperatures below approximately 6 K and magnetic
elds above 0.1 T. We have measured both a single crystal and
a powder obtained by crushing it and embedding it in apiezon N
grease, in order to rule out effects associated with a poor
thermal contact between the sample and the sample holder
(phonon bottleneck effect47). Representative T1 data are shown
in Fig. 11 (for the powder) and Fig. S21† (for the single crystal).

The results show that T1 approaches 100 ms at T ¼ 2 K. The
temperature dependence is compatible with relaxation driven
by a combination of Raman and direct processes,48,49 and can be
described by the expression

1

T1

¼ AdirT þ ARamanT
4 (5)

The exponent of the Raman term in eqn (5) has been xed to
the one that corresponds to non Kramers ions when optical
phonons play a role,49 as it is likely the case for molecular
spins.50 The weak dependence on magnetic eld also agrees
with a dominant Raman relaxation process.48 However, the
direct process might take over at sufficiently strong magnetic
elds (when the gap between the ground and rst excited levels
becomes large enough), as can be seen in the results measured
on the single crystal above 0.7–0.8 T (Fig. S21†). This effect
could also account for the faster relaxation of complex 1 and
underlines, once more, the importance of tuning the quantum
tunnelling splitting.

For complex 1, a complementary estimate of T1 has been
obtained from high-frequency EPR experiments (Fig. S22†). At T
¼ 2 K, the EPR spectrum shows saturation effects associated
with a relatively slow spin-lattice relaxation (Fig. S23†). From the
power dependence of the signal intensity the spin-lattice
relaxation time T1 can be estimated to be in the order of tens
of microseconds, thus in agreement with ac susceptibility
results that point to T1 < 100 ms (see ESI† for further details).

Let us compare now the spin-lattice relaxation times with
typical quantum operation time scales. At the clock transition,
© 2021 The Author(s). Published by the Royal Society of Chemistry
the Rabi frequency for quantum oscillations between the tunnel
split states UR ¼ gmBh0j~b~Sj1i=ħz 2gmBbzS=ħ, where ~b is the
resonant microwave eld that must have nonzero component
along the anisotropy axis z (otherwise, the transition is
forbidden). For a typical bz ¼ 1 mT, this results in qubit oper-
ation frequencies of the order of GHz (operation times of order
10�3 ms). Therefore, we can safely conclude that the spin-lattice
relaxation will not limit the application of these molecules as
spin qubits. The relevant time scale at low temperatures then
becomes T2, which will be maximized at the clock transition
thanks to its insensitiveness to magnetic eld uctuations.23–26

Conclusions

The results discussed in the previous sections neatly show the
existence of a sizeable quantum tunnel splitting D in mono-
nuclear Ni(II) complexes. Heat capacity experiments enable
a direct detection of this quantum gap and monitoring how it
evolves with magnetic eld, following the quadratic depen-
dence that characterizes a spin clock transition. The same
technique evidences also that the molecular spin qubits effec-
tively decouple from each other at the clock transition if the gap
is larger than the typical energy scale of spin–spin interactions.
The latter effect is of intrinsic interest for fundamental physics,
and can be understood within the framework of the quantum
Ising model in a transverse magnetic eld.51 This paradigmatic
model describes a quantum phase transition. For D > ZjJjS2/2,
the spin lattice enters a quantum paramagnetic state and stays
there, i.e. no transition to long-range order occurs, down to T ¼
0. A realization of such quantum phase transition has been
observed for crystals of Fe8 molecular clusters.52 However, while
in this case the transition was driven by an external magnetic
eld applied perpendicular to the magnetic anisotropy axis, the
spins of complex 1 are already in the quantum regime even at
zero eld on account of its large D. These molecules provide
then model candidates, with parameters tuneable by chemical
means, to investigate the dynamics of pure two-level systems53

with a well-dened quantum ground state, of which very few
pure realizations exist in nature.

The ability to tune the quantum tunnelling gap via the
chemical design of the molecular structure is also of relevance
for the development of robust building blocks for scalable
quantum technologies. Two obvious reasons, already
mentioned, are the possibility to select the most appropriate
frequency to optimally interface with the control electronics,
even at zero eld, and the ability to initialize these qubits by
simply cooling them down to very low temperatures. However,
there is a more subtle potential advantage that deserves to be
mentioned. One of the characteristic, and most appealing,
aspects of molecular based spin qubits is the ability to scale up
quantum resources within each molecule, e.g. by introducing
several spin sites each acting as a qubit. This strategy has given
rise to model systems, able to implement basic quantum
gates7,11–13 or even quantum error correction algorithms15 at the
molecular scale. Decoupling the qubits from each other
contributes to enhance the spin coherence. However, it also has
a clear downside: a set of N identical uncoupled qubits does not
Chem. Sci., 2021, 12, 5123–5133 | 5131
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work as an N-qubit processor, as it lacks the possibility of
individually addressing each qubit and of performing two-qubit
gates. The ability to tune D provides both the possibility of
making each qubit different (e.g. by having a different reso-
nance frequency) and of activating the spin–spin interactions
that are essential to implement conditional operations.54

Molecular structures hosting several Ni(II) centres, which are
chemically feasible, could therefore encode multiple address-
able qubits while preserving resilience against decoherence. An
illustrative example is given in Fig. S24† for the simplest situ-
ation of two coupled S ¼ 1 spins.55 Because of their chemical
tuneability, the molecular complexes reported here are not just
suitable qubits, but proper elements to build more complex
quantum functionalities (a kind of “decoherence-free”
quantum processor) at the molecular level.
Conflicts of interest

There are no conicts to declare.
Acknowledgements

This work was supported by funds from the EU (COST Action
15128 MOLSPIN, QUANTERA project SUMO, FET-OPEN grant
862893 FATMOLS), the Spanish MICINN (grants RTI2018-
096075-B-C21 and PCI2018-093116) and the Gobierno de Ara-
gón (grant E09-17R-Q-MAD). TM thanks the IUF (Institut Uni-
versitaire de France) for nancial support.
Notes and references

1 M. N. Leuenberger and D. Loss, Nature, 2001, 410, 789–793.
2 F. Troiani and M. Affronte, Chem. Soc. Rev., 2011, 40, 3119–
3129.
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