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The combination of modern machine learning (ML) approaches with high-quality data from quantum

mechanical (QM) calculations can yield models with an unrivalled accuracy/cost ratio. However, such

methods are ultimately limited by the computational effort required to produce the reference data. In

particular, reference calculations for periodic systems with many atoms can become prohibitively

expensive for higher levels of theory. This trade-off is critical in the context of organic crystal structure

prediction (CSP). Here, a data-efficient ML approach would be highly desirable, since screening a huge

space of possible polymorphs in a narrow energy range requires the assessment of a large number of

trial structures with high accuracy. In this contribution, we present tailored D-ML models that allow

screening a wide range of crystal candidates while adequately describing the subtle interplay between

intermolecular interactions such as H-bonding and many-body dispersion effects. This is achieved by

enhancing a physics-based description of long-range interactions at the density functional tight binding

(DFTB) level—for which an efficient implementation is available—with a short-range ML model trained on

high-quality first-principles reference data. The presented workflow is broadly applicable to different

molecular materials, without the need for a single periodic calculation at the reference level of theory.

We show that this even allows the use of wavefunction methods in CSP.
1 Introduction

The capability to reliably predict the structure of molecular
crystals is considered one of the holy grails of molecular
modeling.1,2 Applications for such crystal structure prediction
(CSP) methods range from nding new drugs with improved
dissolution properties (and thus bioavailability) to organic
semiconductors with novel optoelectronic properties.3,4 CSP for
these molecular materials is so elusive because both their
properties and stabilities are critically determined by the
interactions of their molecular building blocks in the
condensed phase. Indeed, the competition of different inter-
action types (e.g. dispersion and hydrogen bonding) within
molecular crystals oen leads to the coexistence of multiple
similarly stable crystal structures—so-called polymorphs—each
exhibiting different physical properties.5,6 The ability to predict
these polymorphs from simulations would therefore allow the
efficient exploitation of the great technological potential
inherent in this structural diversity, but requires an
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46
unparalleled CSP accuracy/efficiency ratio to explore the vast
conguration spaces with highest energetic precision.

In practice, this search requires the reliable assessment of
the relative stability of different structures, as measured by the
lattice energy:

Elatt ¼ Ecrys/N � Eiso, (1)

where Ecrys is the total energy of the crystal per unit cell, N is the
number of molecules in the unit cell and Eiso is the energy of an
isolated molecule in its most stable conformation. Here, the
main challenge lies in the large number of possible polymorphs
and the small energy differences between them.5,7,8 In practice,
there is thus a trade-off between the ability to screen a wide
range of candidates (which requires a fast evaluation of free
energy or other stability measures) and applying higher levels of
theory that adequately describe the subtle interplay between
different intermolecular interactions such as H-bonding, elec-
trostatic, induction and dispersion effects. Many CSP
approaches are therefore structured hierarchically using
a computationally less demanding stability assessment for
screening a large set of candidates, while more advanced
methods (typically based on density-functional theory, DFT) are
used for the nal ranking of the most promising structures.9,10

In recent years, a range of methods have been developed for
the approximate stability assessment in the initial screening
step. Li et al.11 for instance evaluate stabilities of trial
© 2021 The Author(s). Published by the Royal Society of Chemistry
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congurations by applying the Harris approximation to DFT,
with crystal electron densities constructed from the superposi-
tion of frozen single molecule densities. Tailor-made empirical
potentials have also been successfully used for the screening
step, as demonstrated for instance by Neumann et al.12 in the
blind tests of organic crystal structure prediction organized by
the Cambridge Crystallographic Data Center9 (CCDC). Finally,
semiempirical electronic structure methods like density-
functional tight-binding (DFTB) have also emerged as prom-
ising tools to efficiently rank the stabilities of molecular crystal
structures.13,14 Note that the initial screening can itself be
hierarchical, so that the overall CSP workow oen resembles
a funnel of increasingly narrow and accurate selection schemes.
Nevertheless, regardless of how the most promising candidates
are selected, the nal step of a hierarchical CSP workow
requires an accurate rst-principles method that allows
resolving the subtle stability differences between competing
polymorphs, presently typically semi-local or hybrid DFT with
a many-body dispersion correction (DFT+MBD).10

There are essentially two sources of error in such hierar-
chical CSP schemes. First, the initial screening may either not
consider the true lowest-energy structure in the rst place or
discard it erroneously. Second, the high-level method in the
nal layer may not produce the correct ranking of the remaining
candidates. Unfortunately, the obvious solutions to these issues
preclude each other: on the one hand, the selection issue can be
mitigated by starting with a larger set of candidates and less
severe ltering. On the other hand, better ranking can be ach-
ieved with more elaborate methods, at a higher computational
cost per evaluation. For a xed computational budget one
cannot do both of these things. What is worse, in general it is
not clear at the outset which of the two is more critical.

A potential way out of this conundrum is offered by modern
machine-learning (ML) techniques, which have been found to
combine the accuracy required in many chemical applications
with affordable computational costs (most of which is associ-
ated with the generation of training data rather than the actual
application of the potential).15–17 In particular, much progress
has recently been made in the development of ML-models for
high-dimensional potential energy surfaces such as Neural
Network Potentials (NNPs) via the Generalized Neural-Network
Representation of Behler and Parrinello18 or the Gaussian
Approximation Potentials (GAP) framework developed by Bartók
et al.19 Amore comprehensive overview of ML techniques for the
generation of interatomic potentials can be found
elsewhere.20–22

The high exibility of ML models—which can be considered
the reason of their success—can also lead to unphysical results,
however, if the model is forced to extrapolate beyond its
training set. Consequently, robust and accurate ML potentials
are oen trained on tens of thousands of congurations, for
which accurate reference data is required.23 Fortunately, inter-
atomic potentials need not necessarily be created from scratch.
Instead, ML models have also been used to improve the
description of an underlying baseline.24,25 Ramakrishnan et al.26

coined the expression D-ML for this approach and showed that
one needs signicantly fewer training examples in this case,
© 2021 The Author(s). Published by the Royal Society of Chemistry
compared to learning a complete interatomic potential. In the
context of CSP, there is a further strong argument for D-ML:
most ML potentials are inherently local, meaning that the
energy is composed of atomic contributions that only depend
on the immediate environment of each atom. Yet, intermolec-
ular interactions like electrostatics and (many-body) dispersion
can be quite long ranged. A local ML potential will neglect those
contributions, whereas a D-ML approach can incorporate them
in the baseline model without altering the ML framework.

In this paper we therefore develop a D-ML approach to CSP,
yielding accurate models for the description of individual
molecules and the corresponding molecular crystals. The
approach is characterized by high data efficiency, meaning that
the workow is designed to keep the computational effort for
training data generation as low as possible. This is achieved by
using a robust and computationally efficient baseline method,
a diversity-driven selection of training points and the complete
avoidance of periodic calculations at the target level of theory
(here full-potential DFT with a many-body dispersion correction
or spin-component-scaled second order perturbation theory).

2 Theory
2.1 Levels of theory

Baseline method. We begin by dening an appropriate
baseline method for our approach. Most importantly, this
method should be computationally efficient (to allow applica-
tion to a large set of test structures) and adequately describe the
relevant intra- and intermolecular interactions (so as to mini-
mize the required D-ML correction). In particular, it should
provide a reasonable description of long-range interactions that
are outside the range of the ML model. In our experience
dispersion-corrected DFTBmethods, in particular using the 3ob
parameterization,27 fulll these criteria.

3ob is based on the expansion of the DFT total energy up to
third-order in density-uctuations (DFTB3), which provides
a sophisticated description of electrostatics, charge transfer and
polarization.28 This leads to marked improvements in the
description of organic and biomolecular systems and hydrogen
bonding, compared to earlier variants. Since DFTB uses
a minimal basis set and tabulated matrix elements, it provides
speedups up to three orders of magnitude compared with semi-
local DFT. We further apply the Tkatchenko–Scheffler (TS)
correction,14,29 which allows for an accurate incorporation of
dispersion interactions at virtually no additional computational
cost. Our baseline method is thus dened as DFTB3(3ob)+TS
(called DFTB+TS in the following).

Target method. The primary high-level target method in this
study will be semi-local DFT (using the PBE functional30) with
a many-body dispersion correction.31,32 This method (DFT+MBD
in the following) is known to generate lattice energies in good
agreement with experiment for the targeted molecular crystals.
This can, e.g., be seen by its excellent performance for the X23
database, which contains the experimental lattice energies of 23
crystals (obtained by back-correcting experimental enthalpies of
sublimation).33 Since X23 covers van der Waals (vdW)-bonded,
hydrogen-bonded and mixed molecular crystals, this shows
Chem. Sci., 2021, 12, 4536–4546 | 4537
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Fig. 1 Schematic separation of a crystal into monomers (entering the
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that DFT+MBD offers a balanced description of all interactions
relevant for CSP. Moreover, relative stabilities of different
polymorphs are also described well, as recently demonstrated
by Shtukenberg et al.34 for the rich polymorphism of coumarin.
For comparison, the presented scheme is nally also applied to
spin-component-scaled second-order Møller–Plesset theory
(SCS-MP2) in one case.35

D-ML method. We now aim to learn a correction that xes
the shortcomings of our baseline method relative to the target
method. This entails, among other things, multi-center contri-
butions to the Hamiltonian, many-body dispersion effects and
exchange–correlation contributions inadequately described by
the two-center repulsive potential of DFTB.36,37 To this end, we
use Gaussian Process Regression via the Gaussian Approxima-
tion Potential (GAP) framework.19 Kernel methods like GAP use
a similarity measure between atomic congurations (the kernel)
to infer the interatomic potential. Here, we use the smooth
overlap of atomic positions (SOAP),38 which is an inherently
many-body representation of atomic environments, in line with
the types of contributions we want to describe. As noted above,
SOAP and related methods use a local representation, meaning
that in the nal D-ML model, all long-range physics are still
described at the baseline level of theory. Full details about the
tting procedure are provided in the ESI.†

With the above denitions of the target (DFT+MBD) and
baseline (DFTB+TS) methods and the D-ML approach (GAP)
used to connect the two, the lattice energy as measure of crystal
stability is written as:

Etarget
latt z Ebaseline+GAP

latt ¼ Ebaseline
crys /N � Ebaseline

iso + DEGAP (2)

where DEGAP is the learned D-ML correction.
In the following, we further separate this D-ML contribution

into intra- (DEGAP(intra)) and intermolecular (DEGAP(inter)) contri-
butions. This has both theoretical and practical reasons. Firstly,
the energetic contribution of, e.g., stretching a covalent bond is
orders of magnitude larger than the contribution of changing
the distance between two molecules in a crystal by the same
amount. Nonetheless, the intermolecular contributions are
arguably much more important for CSP and nal polymorph
ranking, as evidenced by the wide application of CSP protocols
with completely rigid molecules.11,39,40 By tting separate
models, the intermolecular contributions are not overshadowed
by the intramolecular ones. Secondly, data generation for an
intramolecular correction is very cheap, as it only requires
calculations on the gas-phase molecule. It is therefore practical
to separate the two training processes.

Using this separation, we can rewrite eqn (2) as

ED-ML
latt ¼

 
Ebaseline

crys þ DEGAPðinterÞ
crys þ

XN
i

DE
GAPðintraÞ
mol;i

!,
N

� �Ebaseline
iso þ DE

GAPðintraÞ
iso

�
(3)

where the sum runs over all molecules i in the unit cell, and only
intramolecular corrections DEGAP(intra)iso appear, of course, for the
isolated molecule.
4538 | Chem. Sci., 2021, 12, 4536–4546
2.2 Training data

The generation of training data is a crucial part of constructing
any ML model. This data represents all knowledge about the
target function that will be integrated into the t. The required
calculations at the target level of theory, however, typically also
make this the most expensive part of any ML workow. It is
therefore essential to strike a balance between covering a wide
range of congurations and requiring a manageable number of
calculations.

To address this issue, we generate a large pool of trial
congurations and subsequently select a maximally diverse
subset using the farthest point sampling (FPS) method.21,41 This
entails the iterative selection of congurations so that each new
datapoint is maximally dissimilar to the previously selected
structures. In this context, the similarity between congura-
tions is measured using the averaged SOAP kernel.42

Clearly, the most straightforward training data for the D-ML
correction would be obtained from periodic calculations on the
FPS crystals at the target level of theory (DFT+MBD in this case).
However, these are precisely the kinds of expensive calculations
that we would like to avoid by tting a D-ML model. Further-
more, it would in principle be interesting to use even higher
levels of theory (e.g. Coupled Cluster or Symmetry Adapted
Perturbation Theory) as the target method, for which periodic
calculations are either impossible or extremely demanding.

Fortunately, we found that it is possible to t accurate D-ML
models without using periodic calculations at the target level of
theory at all. Specically, we use crystal structures as templates
to generate molecular clusters (called X-mers in the following),
which reect the diverse relative orientations of the molecules
in a crystal, in addition to providing realistic monomer
congurations (see Fig. 1).

The idea of using X-mer training data is reminiscent of
a many-body expansion (MBE) of the lattice energy.43 This is,
however, notoriously difficult to converge for (polar) organic
crystals and liquids, both in terms of length-scale and body-
order.44–46 For this reason, highly accurate MBE-based water
models separate the description of long-range electrostatics
from short-range interactions.47 It is therefore highly benecial
to work in a D-ML framework herein, where long-range inter-
actions are covered by the baseline method. Indeed, a ML
correction for force-eld lattice energies based solely on two-
GAP(intra) learning workflow) and X-mers of various sizes (entering the
GAP(inter) learning workflow).

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Mean absolute error (MAE) of relative energies—with respect to
the individual gas-phase global minimum—obtained with the baseline
(DFTB+TS) and D-ML corrected (DFTB+TS+GAP) methods, against the
DFT+MBD reference for monomer conformations from training and
test crystals (top). Mean absolute error of intermolecular energies per
molecule obtained with DFTB+TS and DFTB+TS+GAP against
DFT+MBD for training and test X-mers (center). Mean absolute error
for lattice energies of crystals entering the training and test crystals
against the DFT+MBD reference (bottom). For details see text.
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body terms was recently reported by Day and coworkers.48 In our
work, we found that a pure two-body correction still displays
signicant errors in predicted lattice energies, and thus opted
for the X-mer approach.

To this end, an initial pool of crystals is generated via the
Genarris package.11 Subsequently, we apply FPS to select 500
maximally diverse structures from this pool. These structures
are then relaxed at the baseline level of theory, with xed unit
cells. Aerwards, a second FPS selection is performed on the
relaxed crystals to obtain 250 training structures, while the rest
are used for testing. Further details about training and test sets
are given in the ESI.† Note that the training data for the intra-
molecular model is, inter alia, further supplemented with
monomer congurations obtained from gas-phase MD simu-
lations (see ESI† for details).

2.3 Model tting

Using the above dened training data, we can now train sepa-
rate GAP models for the intra- and intermolecular corrections.
Specically, we train the intramolecular correction on energy
and force differences:

DEGAPðintraÞ ¼ EDFTþMBD
mol � EDFTBþTS

mol

DFGAPðintraÞ ¼ FDFTþMBD
mol � FDFTBþTS

mol

(4)

The intermolecular correction is trained on differences in X-
mer interaction energies:

DEGAPðinterÞ ¼
"
EDFTþMBD

X-mer �
XX
i

EDFTþMBD
mol;i

#
�
"
EDFTBþTS

X-mer

�
XX
i

EDFTBþTS
mol;i

#
(5)

The index i runs over all Xmolecules that constitute a cluster.
Details about the underlying concepts of SOAP and GAP are

provided in the original literature.19,38,49 A detailed listing of all
hyperparameters and computational settings used in this work
can be found in the ESI.†

3 Results and discussions

To illustrate the accuracy and efficiency of our D-ML approach,
we will rst separately discuss the accuracy reached for the
intra- and intermolecular corrections, relative to their training
targets. We then consider the accuracy of predicted lattice
energies. For this we employ a representative set of four mole-
cules and their molecular crystals, namely water (H2O), pyrazine
(C4N2), oxalic acid (C2O4H2) and tetrolic acid (C4O2H4).

3.1 Model performance: intramolecular D-ML

The accuracy of the intramolecular correction is assessed on
monomer congurations extracted from the test and training
crystals. Fig. 2 (top) shows the mean absolute error (MAE) of
relative energies, compared to the high-level target method
(DFT+MBD). For the DFTB+TS baseline, this MAE can be as high
as 150 meV (for oxalic acid). This is a serious liability for CSP,
© 2021 The Author(s). Published by the Royal Society of Chemistry
where energy differences between polymorphs are oen only
tens of meV. In contrast, aer the D-ML correction, the MAEs
are reduced by orders of magnitude. Even in the most chal-
lenging case (oxalic acid) the corrected MAE is below 2 meV.
Chem. Sci., 2021, 12, 4536–4546 | 4539
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Moreover, the good agreement between training and test errors
shows that the models are not overtted. For the analysis on the
accuracy of forces the reader is referred to the ESI.†

As a case in point, the excellent performance of the D-ML
correction is conrmed when analyzing the seven predicted
conformers of oxalic acid in detail. Indeed, conformer searches
are themselves an integral part of molecular CSP studies, as gas-
phase geometries are typically used as building blocks for the
generation of trial crystals. Furthermore, the globally most
stable gas-phase conformer is of special interest as the lattice
energy is measured relative to it. Fig. 3 compiles the ranking of
these seven conformers obtained at the different levels of
theory, where we follow the nomenclature proposed in the
literature50 and refer to the conformers with a capital C (cis) or T
(trans) depending on the relative orientation of the carboxylic
acid groups, framed by lowercase c or t indicating whether the
hydrogen atoms point to the inside or the outside. For the
twisted conformer, where this nomenclature is not applicable,
we use the symbol X.

For this highly sensitive test case, the D-ML method fully
reproduces the energetic ordering of the target DFT+MBD
method—which in turn is in agreement with the literature.50,51

In contrast, the baseline DFTB+TS energies differ signicantly
and not even the lowest-energy conformer is correctly identied
(reected by the negative relative energy). In particular,
DFTB+TS erroneously predicts most conformers to be rather
close in energy, which could have severe consequences for an
intended use as an initial screening method.

It is further revealing to consider the quality of the predicted
geometries (see Fig. 3, bottom). For each conformer, the
differences between geometries optimized with the low-cost
methods (DFTB+TS or DFTB+TS+GAP) and the respective
DFT+MBD reference is measured in terms of their root-mean-
Fig. 3 Relative energies (top) and RMSDs (bottom) for oxalic acid gas-
phase configurations relaxed with the DFTB+TS baseline, the
DFTB+TS+GAP D-ML correction and the DFT+MBD reference.
Structural overlays (right) for three conformers comparing the
geometries predicted at the different levels of theory (see text).

4540 | Chem. Sci., 2021, 12, 4536–4546
square deviation (RMSD). Similarly to the energies, the GAP-
correction strongly improves the RMSD of all conformers—in
most cases by more than an order of magnitude. At the same
time it can be seen that DFTB+TS alone already provides quite
accurate geometries in most cases. Here, the GAP correction
cures only some subtle structural differences with respect to the
DFT+MBD reference, as can be seen from the cTc overlay in
Fig. 3, where the C–O–H angle in DFTB+TS is slightly too large.
The exception to this is the tCt conformer. Here, DFTB+TS
predicts a considerably different structure, which is brought
into excellent agreement with the reference by the GAP-
correction. This is again illustrated by the overlayed geome-
tries, where DFT+MBD and DFTB+TS+GAP are almost
indistinguishable.

3.2 Model performance: intermolecular D-ML

To evaluate the accuracy of the intermolecular D-ML contribu-
tion, we consider the intermolecular energies of X-mers, which
are the training targets of this correction (see ESI† for a corre-
sponding analysis of crystals). To this end, we consider X-mers
of various sizes, again obtained from the training and test
crystals. Fig. 2 (center) summarizes these results, in terms of the
MAE, normalized by the number of molecules per X-mer. The D-
ML method yields MAEs between 3 and 5 meV per molecule for
test systems and slightly lower values for the training systems
(1–2 meV per molecule). Again, the good agreement between
test and training errors indicates that the proposed workow
yields D-ML models which generalize well beyond the training
set.

Interestingly, tetrolic and oxalic acid show slightly larger
MAEs, compared to pyrazine and water. We speculate that this
is due to the higher exibility of these molecules (see e.g. the
oxalic acid conformers of Fig. 3), which causes a more diverse
range of intermolecular arrangements. Overall, the GAP
correction nevertheless improves the MAE per molecule by an
order of magnitude (except for the tetrolic acid case, where the
pure DFTB+TS description already yields a low MAE of around
20 meV per molecule).

3.3 Lattice energies

So far, we have analysed the accuracy of the intra- and inter-
molecular corrections on their respective training targets, and
found large improvements relative to the baseline. However, the
goal of the proposed method is to improve the description of
crystal lattice energies. To evaluate this, we now benchmark the
baseline and D-ML methods against the DFT+MBD target
method for the lattice energies of molecular crystals. We again
consider the crystals used to generate training and test sets
separately. Note however, that even for the “training” crystals,
the lattice energies were not used to t the models. In this
sense, all predictions in this section can be considered a vali-
dation of the D-ML model. Note that the lattice energies are
referenced to the global gas-phase minimum of the molecule,
calculated with the respective method. In the case of oxalic acid,
the DFTB+TS lattice energies are therefore given with respect to
a different gas-phase geometry.
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Correlation plot for lattice energies of crystals entering the
training and test crystals (left) and ranking order of test crystals (right),
both with respect to DFT+MBD.
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The results are summarized in Fig. 2 (bottom). This gure
shows that the improved description of intra- and intermolec-
ular interactions also translates to an improved description of
lattice energies, as expected. Specically, the MAEs of the D-ML
model lie between 12 and 24 meV per molecule, which in most
cases corresponds to about an order of magnitude improve-
ment. The exception is again tetrolic acid, which is already well
described at the DFTB+TS level (but still improved by the GAP
correction). These small MAEs also conrm our initial
assumption, namely that the DFTB+TS baseline we employ
adequately describes long-range interactions. This is further
substantiated by considering the intermolecular contributions
to the lattice energy separately, as shown in the ESI.†

From a CSP perspective, the lattice energies are arguably less
important than the energetic ordering of the crystal structures,
since we are more interested in which is the most stable crystal,
rather than how stable it is in absolute terms. Fig. 4 therefore
also includes the coefficients of determination (R2) for the
ranking order of the structures, which maps the correlation
between reference and predicted data in a range between 0 (no
correlation) and 1 (perfect correlation). Again, these are signif-
icantly improved by the GAP correction, with values between
0.967 and 0.995 indicating an excellent correlation between the
energetic orderings of our D-ML model and the DFT+MBD
target.

Importantly, errors for test crystals and the ones that
(implicitly) enter the training are also in excellent agreement.
This indicates a good generalization of the D-ML models
beyond their training sets, also for the application to periodic
systems. It is further notable that the MAEs for the baseline
method are consistently larger for the training than the test set.
This conrms that the workow for training data selection leads
to a set of particularly challenging and diverse systems. This can
also be seen from the lattice energy correlation plots in Fig. 4,
where the training structures cover the full range of lattice
energies. In this context, it should be noted that the sampled
range covers both negative and positive lattice energies.
Although the focus of CSP is obviously on the systems with the
most negative lattice energies, there are many trial crystals that
need to be evaluated in the process. As these are not necessarily
stable, creating a model that covers both ranges is actually
desired, not least to be able to condently discard unstable
structures.

Fig. 4 provides more detailed insight into the performance of
the baseline and D-ML models for the individual systems. As
mentioned above, the baseline already provides a reasonable
description of tetrolic acid. Nonetheless, there is signicant
scatter in the DFTB+TS correlation plot, which is also reected
in the energy ranking. Here, the GAP correction accounts for the
subtle differences between baseline and target, leading to
signicant improvement.

In contrast, the lattice energy correlation plot for pyrazine
displays a large systematic error, reected in an erroneous slope
(and consequently a large MAE). This deviation can be traced
back to the fact that, for this system, unfavourable intermo-
lecular interactions are less repulsive at the baseline level,
compared to DFT+MBD (see ESI†). These systematic errors do
© 2021 The Author(s). Published by the Royal Society of Chemistry
not affect the ranking, however, which is in good agreement
with DFT+MBD (R2 ¼ 0.944). The GAP correction is able to
correct the systematic error in the lattice energies, leading to
a strongly improved MAE. Importantly, however, the correction
also further improves the energy ranking (R2 ¼ 0.989).

For water and oxalic acid, we observe both systematic errors
and signicant scatter in the predictions of the baseline
method. Here, the GAP corrections need to account for
a mixture of different effects simultaneously. The lattice energy
correlation plots indicate different types of systematic devia-
tions for these systems. While the slope for the water lattice
energies is too small, oxalic acid additionally shows an offset of
roughly 200 meV with respect to the DFT+MBD values. As with
pyrazine, the erroneous slopes are explained by a systematic
underestimation of repulsive intermolecular interactions (see
ESI†). Meanwhile, the offset for oxalic acid is due to differences
Chem. Sci., 2021, 12, 4536–4546 | 4541
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in intramolecular interactions at the baseline and target levels
(compare Fig. 3). Here, the different predicted global minimum
conformers result in a discrepancy of the intramolecular
contributions to the lattice energy. As shown in Section 3.1 the
GAP correction is very well suited to account for this situation.
More generally, the GAP corrections lead to strongly improved
lattice energies and ranking orders for both systems.

To quantify the error introduced by the X-mer approach, we
further created an alternative set of D-ML models (see ESI†).
Here, the intermolecular corrections were trained on FPS-
selected crystals instead of the X-mers. Compared to the X-
mer approach, these models display slightly improved lattice
energies for most cases (by 4–6 meV per molecule) and are
slightly worse in one case. The error incurred by the X-mer
approach is thus small or non-existent for the systems consid-
ered herein.
Fig. 5 Correlation plot for lattice energies of XXII crystals relaxed with
the DFTB+TS baseline and the D-ML corrected DFTB+TS+GAP
method against the respective DFT+MBD target level values (top) and
corresponding ranking order (bottom) with separation into the four
parts True-Positive (TP), True-Negative (TN), False-Positive (FP) and
False-Negative (FN) – see text.
3.4 Crystal structure prediction

To allow for a pointwise comparison of interaction potentials,
the lattice energies in the previous section were computed via
single point energy evaluations for frozen geometries (relaxed at
the baseline level). Indeed, this strategy has also been employed
in ‘real’ CSP applications.14 However, the results in Section 3.1
show that the DFTB+TS baseline used herein can yield signi-
cantly erroneous geometries. This is an uncontrolled source of
error, which will propagate through the entire CSP workow.
Fortunately, GAP models are differentiable, so that geometry
relaxations at the D-ML corrected DFTB+TS+GAP level are also
possible, at essentially no added cost. In this section, we will
illustrate the benet of this feature.

For this purpose, we consider target XXII of the most recent
blind test of organic CSP.9 It corresponds to the crystallized
form of the tricyano-1,4-dithiino[c]-isothiazole (C8N4S) mole-
cule. Notably, the six-membered ring in this molecule can be
hinged, which induces a chiral-like character to the molecule
and, thus, affects the number of space groups allowed in the
solid state.

A D-ML model for target XXII was generated following the
method detailed in Section 2. All results discussed in the
following are for randomly generated trial crystal structures not
included in the training process. Additionally, the known
experimental crystal structure of the molecule is included,52 to
test whether it would have been correctly identied. Unlike in
the previous section, all trial structures are relaxed at the
baseline DFTB+TS and D-ML corrected DFTB+TS+GAP levels of
theory, and validated with single point calculations at the target
DFT+MBD level (see ESI† for an analysis as in Section 3.3). Fig. 5
shows the corresponding lattice energy correlation plot, as well
as the ranking order.

The most striking feature of the lattice energy plot is a large
offset between the baseline and target predictions. Similar to
the oxalic acid case, this is—at least partly—explained by devi-
ations in the intramolecular descriptions. DFT+MBD favours
the two symmetry-equivalent conformations that exhibit a kink
in the six-membered ring. Fig. 6 shows the DFT+MBDminimum
energy path for the interconversion of these structures,
4542 | Chem. Sci., 2021, 12, 4536–4546
obtained from a nudged elastic band (NEB) calculation. Here,
the at conformation of the molecule is found to be a saddle
point, in agreement with previous reports.9

This prole changes dramatically when theminimum energy
path is reevaluated with the baseline DFTB+TS method: the
barrier turns into a broad valley. In fact, the gas-phase optimum
found with DFTB+TS corresponds to the at conformer, as can
be seen from the overlay on the right-hand of Fig. 6. In
combination with additional geometric deviations (e.g. a more
acute C–S–N angle of the ve-membered ring), this causes an
energy difference of 670 meV between the gas-phase minima of
the baseline and target methods (when evaluated at the
DFT+MBD level). As can be seen in Fig. 5 and 6, the D-ML
correction cures these discrepancies and largely eliminates the
offset. More importantly, the correction also strongly improves
the correlation in the energy ranking and correctly identies the
experimental structure to be the most stable.
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Target DFT+MBD climbing image nudged elastic band results
with baseline DFTB+TS and D-ML corrected DFTB+TS+GAP single-
point evaluation (left). Energies are relative to the individual image with
the lowest energy. Overlay of the gas-phase minimum geometries
(right) obtained with DFT+MBD (green), DFTB+TS (gray) and
DFTB+TS+GAP (blue).

Fig. 7 Timings for generating the (intra- and intermolecular) model for
XXII and crystal relaxations (as obtained on a Intel® Xeon® CPU E5-
2697 v3 @ 2.60 GHz processor). The upper part in each of the tree
sections illustrates timings for a single unit (monomer, X-mer or
crystal), while the lower part corresponds to the time required for the
specified number of training configurations (top) and an exemplary
number of crystal relaxations (bottom). The costs for relaxations are
included in the intramolecular timing (see text). Values are rounded to
one significant digit (both in terms of time and number of geometries).
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In the CSP context, the most pertinent comparison of the two
methods is provided by the ranking order plot in Fig. 5. Here,
the baseline method displays a large scatter, with some struc-
tures that are deemed among the most stable by DFT+MBD
being assigned high ranks (and vice versa). This results in a low
coefficient of determination of 0.483. In contrast, the energetic
ordering predicted by the D-ML model correlates very well with
the DFT+MBD reference (R2 ¼ 0.907). This good agreement
makes DFTB+TS+GAP a very promising method for CSP,
particularly as a pre-screening method in hierarchical schemes.
In this context, the most stable structures from the pre-
screening would be further investigated with highly accurate
(and expensive) methods, e.g. including vibrational contribu-
tions to the lattice free energy at the DFT+MBD level.

To illustrate the benets of the GAP correction for this
purpose, the ranking plot in Fig. 5 is divided in the style of
a confusion matrix for the selection of the 35 most stable
candidates. The resulting sectors indicate the true positive (TP),
true negative (TN), false positive (FP) and false negative (FN)
predictions. The quality of the selections made with the base-
line and D-ML methods can now by visualized by the pop-
ulations of the four sectors. DFTB+TS+GAP populates the most
important sector, TP, with 32 out of 35 crystals. Uncorrected
DFTB+TS, on the other hand, only yields 16 samples in this
block. Furthermore, out of the three false positive predictions of
DFTB+TS+GAP, two are very close to the dividing line.

As mentioned above, the experimentally determined crystal
structure is indeed found to be the most stable structure at the
D-ML level. Furthermore, the corresponding D-ML geometry is
also found to be the most stable at the DFT+MBD level. In
contrast, the baseline method predicts several other structures
to be more stable than the experimental one. Critically, the
experimental structure is not even the lowest energy one when
DFT+MBD single point calculations are performed on DFTB+TS
geometries. This is again due to signicant deviations in the
predicted geometries of DFTB+TS. Meanwhile there is excellent
© 2021 The Author(s). Published by the Royal Society of Chemistry
agreement between the predicted DFTB+TS+GAP crystal struc-
ture, and the one relaxed at the DFT+MBD level (see ESI†).

Finally, we return to the question of computational effi-
ciency. As stated above, the main motivation for the presented
D-ML approach is to avoid the large computational effort of
calculations at the target level of theory. Most importantly, the
savings of the D-ML model at prediction time should signi-
cantly outweigh the cost of generating the training data. To this
end, the computational effort for generating the D-ML models
and performing 10 000 crystal relaxations (a reasonable number
for a CSP application)9 is shown in Fig. 7. It can be seen that the
cost of the training procedure is almost exclusively determined
by reference calculations at the target level of theory (in
particular for the X-mers).

For comparison, a D-ML model that exclusively uses the
underlying crystals instead of X-mers requires ca. 5000 CPU
hours for performing DFT+MBD reference calculations. At this
level of theory, the cost for training with periodic crystal data is
thus actually somewhat lower than with the X-mer approach.
Note, however, that the accuracy of this model is actually
slightly inferior to the X-mer approach (see ESI†). Furthermore,
the growth in computational costs when including more
training data will be steep, especially when considering higher
reference levels of theory, as shown below.

Fig. 7 further shows that (once trained), the savings of the D-
ML model at prediction time are substantial: 10 000 crystal
relaxations at the target level of theory would require a stag-
gering 30 million CPU hours, compared to just 80 000 CPU
hours with the D-ML model. Furthermore, the costs for training
For details see ESI.†

Chem. Sci., 2021, 12, 4536–4546 | 4543
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the D-ML models are roughly equivalent to the cost of explicitly
relaxing just seven crystals at the DFT+MBD target level—an
insignicant number compared to the requirements of a full-
blown CSP study.
3.5 Crystal structure prediction beyond density functional
theory

Dispersion corrected semi-local DFT is known to be quite
accurate for noncovalent interactions, but it nevertheless
displays some pathologies that can be problematic for CSP.53

Most prominently, the self-interaction error in most functionals
causes the over-delocalization of electrons, which leads to
errors in the description of electrostatic potentials and charge
transfer.54

In contrast, correlated wavefunction (WF) methods do not
suffer from this problem. Furthermore, with these methods
convergence to the exact result is, at least in principle,
possible. Consequently, there has been much interest in
applying WF theory to molecular crystals. This has been
prohibitively expensive until recently, but new algorithms
and hardware have made some benchmark calculations
possible.55–57 In this context, highly accurate (sub-kJ mol�1)
lattice energy predictions have been demonstrated, e.g. by
Yang et al.43 via a fragment strategy and by Zen et al. via
diffusion quantum Monte Carlo.58 While this highlights their
potential for CSP, applying such methods to periodic systems
is still far from routine and will not be feasible in a high-
throughput context for the foreseeable future. The X-mer
approach presented herein does not require periodic refer-
ence calculations, however, and thus opens the door to WF-
based CSP.

To illustrate this, a modied version of the model from the
previous section was developed, for which the intermolecular
GAP was trained using spin-component-scaled second-order
Møller–Plesset theory (SCS-MP2).35,59 This highlights an addi-
tional feature of the presented approach, namely that different
reference methods can be used for the intra- and intermolecular
models. This can be particularly useful for exible molecules,
where an accurate prediction of torsional barriers, e.g. at the
CCSD(T) level, may be required.53

To evaluate the new intermolecular model, the interaction
energies for a test set of X-mers was considered. This reveals
a MAE of 7 meV, slightly lower than the one obtained with the
DFT+MBD reference (see ESI† for details). The corresponding
full model was then used to relax the 251 trial crystals used in
Section 3.4. While no periodic MP2 data is available for
benchmarking in this case (for the reasons outlined above), the
model correctly identies the experimental geometry to be the
most stable (see ESI† for details). The possibility of crystal
relaxations with the ML model is particularly attractive in the
context of WF methods, where gradients are much more
expensive than single-point energy evaluations.60

As a nal note, it should be mentioned that SCS-MP2 is
not necessarily more accurate than DFT+MBD for this
application. While the former offers a better description of
electrostatics and Pauli repulsion (because the method is
4544 | Chem. Sci., 2021, 12, 4536–4546
self-interaction free), the latter offers a true many-body
description of dispersion, which is lacking at the (SCS-)
MP2 level.61 Nonetheless, this example demonstrates that
the presented scheme can be used to apply correlated
wavefunction methods in a CSP context. The computational
costs to produce the SCS-MP2 X-mer training data lies at
190 000 CPU hours, while the direct application of SCS-MP2
for crystal relaxations in a molecular CSP study is simply not
feasible.

4 Conclusions

In this work, we have presented a computationally efficient and
accurate D-ML approach to CSP, using a low-cost baseline
(DFTB+TS) that adequately describes long-range interactions.
The method is characterized by addressing intra- and inter-
molecular corrections separately and features a high efficiency
in terms of training costs. In particular, this is achieved by
selecting diverse training congurations and completely
avoiding periodic calculation for training data generation. The
overall accuracy of lattice energies and relative stability rank-
ings has been demonstrated on a representative set of test
systems. Importantly, the approach yields models that allow for
reliable structure relaxations, with a computational effort that is
orders of magnitude smaller than the high-level target method
(PBE+MBD or SCS-MP2), even taking training costs into
account. To the best of our knowledge, this is the rst generally
applicable ML approach that allows structure relaxations in the
context of CSP. This opens the door to a CSP workow that
allows screening large candidate pools with unprecedented
accuracy.

We further note that the accuracy of the D-ML can, in prin-
ciple, be further rened by including more data. Beyond this,
the fact that no periodic calculations are required means that
higher levels of theory, such as hybrid DFT or (correlated)
wavefunction methods, can be used as the target method.
Finally, having a differentiable model also allows the calcula-
tion of vibrational zero-point and free energy contributions to
the crystal stability. This will be explored in future work.

5 Computational details

All DFT calculations were performed with FHI-aims,62 using
the PBE functional,30 tier2 basis sets, tight integration grids
and the MBD dispersion correction. DFTB3 calculations were
performed using DFTB+63 together with the 3ob parametri-
zation27 and TS dispersion correction.14,29 For periodic
calculations at both levels of theory, the k-grids were
converged to obtain energetic accuracies of 1.5 meV per
atom. SCS-MP2 (ref. 35 and 59) calculations were performed
with ORCA64,65 using the resolution of identity approxima-
tion.66 GAP potentials were trained and evaluated with the
QUIP package.49 Candidate crystal structures were obtained
with the Genarris package.11 Additional tasks such as FPS and
hyperparameter optimization were performed with the
MLtools package available at https://github.com/
simonwengert/mltools.git.
© 2021 The Author(s). Published by the Royal Society of Chemistry
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49 A. P. Bartók and G. Csányi, Int. J. Quantum Chem., 2015, 115,

1051–1057.
50 A. Mohajeri and N. Shakerin, J. Mol. Struct.: THEOCHEM,

2004, 711, 167–172.
51 J. Higgins, X. Zhou, R. Liu and T. T.-S. Huang, J. Phys. Chem.

A, 1997, 101, 2702–2708.
52 F. Curtis, X. Wang and N. Marom, Acta Crystallogr., Sect. B:

Struct. Sci., Cryst. Eng. Mater., 2016, 72, 562–570.
53 J. Nyman, L. Yu and S. M. Reutzel-Edens, CrystEngComm,

2019, 21, 2080–2088.
4546 | Chem. Sci., 2021, 12, 4536–4546
54 A. J. Cohen, P. Mori-Sanchez andW. Yang, Science, 2008, 321,
792–794.

55 J. McClain, Q. Sun, G. K.-L. Chan and T. C. Berkelbach, J.
Chem. Theory Comput., 2017, 13, 1209–1218.
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