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Vacancy-ordered superstructural phases of zirconium carbide have been intermittently observed at low
temperatures for over 50 years. However, little is known about these ordered phases as they have
proven to be challenging to fabricate experimentally, although theoretical predictions suggest that they
should be significantly more stable than the more-observed vacancy-disordered solid solution ZrC, (x =
1) phase at low temperatures. The stability and structural properties of the vacancy-ordered and
vacancy-disordered phases are investigated using first-principles calculations. The stability of the
ordered superstructural phases is related to the driving force from the relative instability of certain
vacancy configurations, which are preferred or avoided in ordered structures. The trend of the vacancy
ordering and the underlying mechanisms of the relative instability are explained in terms of the geometry
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1. Introduction

The carbon-zirconium system has been widely investigated for
over 150 years," but there are still many unanswered questions
about the intermediate intermetallic phase, ZrC, where x = 1,
which is widely used within the nuclear and aerospace indus-
tries because of its extremely high melting point (~3700 K) and
strength at high temperatures.> Zirconium monocarbide has
a rocksalt (NaCl B1) structure with zirconium atoms forming
a cubic lattice and carbon atoms occupying the octahedral
interstitial sites. ZrC, has wide range of stoichiometry, with
vacancies on up to ~50% of the carbon sites.*>* The mechanical
and thermodynamic properties of ZrC, are strongly dependent
on the stoichiometry and structural ordering,” but much is
unknown about the character of the vacancy ordering. As the
variation of the thermophysical properties with vacancy
concentration makes zirconium carbides a candidate for
creating tuneable ceramics,*’ it is necessary to more closely
explore the origins and consequences of the structural vacancy
ordering in order to successfully fabricate materials for
a specific application.

Historically, ZrC, has been generally treated as a single
continuous solid solution phase where it is assumed that the
vacancies are randomly distributed among all carbon sites.?
Various ordered phases have been intermittently reported in the
experimental literature but there is no consensus regarding
phase stability. Goretzki observed a Zr,C (Fd3m) superlattice;®
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of the crystal structures and the electronic charge distribution and atomic bonding features.

Obata and Nakazawa did not observe Zr,C, but observed Zr,C;
consistent with a Th,C; prototype;® de Novion and Maurice re-
ported the Zr,C phase (Fd3m);'® Karimov et al. observed Zr,C
(Fd3m);'* Khaenko et al. possibly observed a trigonal ZrgCs
(R3m);** Hu et al. reported Zr,C (Fd3m);"* Wei et al. observed
Zr,C (Fd3m);** Zhou et al. fabricated Zr,C (Fd3m);"* and Rana
et al. report systematic vacancy ordering.* A theoretical phase
diagram from Gusev and Rempel* determined by the Order
Parameter Functional (OPF) method predicted the stability of
several ordered zirconium carbide phases below 1217 K. In
other theoretical studies, Zhang et al'”*®* used the Cluster
Expansion Method (CEM), and Yu et al.*® and Xie et al.® used the
USPEX evolutionary algorithm, to obtain the convex hull of
stable phases at 0 K, all predicting several ordered phases that
are stable compared to the vacancy-disordered phase, but dis-
agreeing upon which phases are stable. De Novion and Maur-
ice' proposed that the vacancy ordering in group IV transition
metal carbides, including zirconium carbide, was driven by
vacancies avoiding the second nearest neighbour (2nn) position
with reference to other vacancies, slightly avoiding the first
nearest neighbour (1nn) position, and preferring the third
nearest neighbour (3nn) position. This was validated through
theoretical calculations by Razumovskiy et al>**' and Zhang
et al.'” who additionally demonstrated that the vacancy-vacancy
interaction energy for the 2nn configuration was strongly
repulsive and unfavourable compared to other pair configura-
tions. Furthermore, Zhang et al. identified a “fingerprint”
configuration of 3nn vacancy triplets that accounted for most
vacancy arrangements within the stable ordered phases, and
proposed that the energetic preference for different vacancy
cluster configurations drove self-assembly of the vacancies into
the long-range ordered phases."”
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In this study, first-principles calculations of isolated vacan-
cies, vacancy pairs, and vacancy triplets are used to identify the
local variation in bonding and electronic properties close to
various vacancy configurations, in order to explain why certain
vacancy arrangements are more stable than others. First-
principles calculations of vacancy-ordered (superstructural) and
vacancy-disordered phases are also performed to examine the
phase stability and volume at 0 K. Special Quasirandom Struc-
tures (SQS)** are used to model the vacancy-disordered phase.

2. Calculation method and models

2.1. First-principles calculations

The ground state energy at 0 K was determined via non-spin-
polarised density functional theory (DFT) calculations using
the Projector Augmented Wave (PAW) method>** in the GPU
implementation®*® of the Vienna Ab initio Software Package
(VASP).>”? Calculations were performed using both the Local
Density Approximation (LDA)* and the Generalized Gradient
approximation (GGA) Perdew-Burke-Ernzerhof (PBE)**** for the
exchange and correlation functionals. The cutoff energy and k-
point Monkhorst-Pack mesh®® density were chosen as 700 eV
and at least 15 000 k-points per supercell for consistency with
previous calculations from Duff et al** and to ensure good
convergence of all energy calculations. All vacancy-ordered
structures were fully (ionic and volume) relaxed until all force
components were smaller than 0.001 mevV A",

Previously, Duff et al** performed fully anharmonic finite
temperature calculations of ZrC up to the melting point using
the TU-TILD approach. These finite temperature calculations
found a significantly improved agreement with experimental
observations at high temperature using the LDA compared to
the GGA. Therefore, in this work, calculations using the GGA
were performed for comparison with other studies, but calcu-
lations using the LDA were used to consider the properties of
the calculated structures in more detail.

The enthalpy (energy) of formation with respect to the pure
elements (hcp Zr and graphite C) at 0 K is defined as

form __ hep raphite
E - EZrC\ - erEZr - XCE%

where x,, and x¢ are the atomic fractions of Zr and C respectively,
and E5P and EEPM® are the enthalpies of pure Zr and C in their
ground state structures. As calculations of graphite C lack accuracy
using conventional pseudopotentials due to the interlayer van der
Waals forces,* the energy was obtained by calculating the energy
of diamond C and adjusting by the experimentally determined
energy difference of 27 meV per atom,* as done by Mellan et al.*”

The mixing enthalpy (energy) with respect to the fully occu-
pied and empty carbon sublattice (fcc Zr and stoichiometric
ZrC) at 0 K is defined as

Enix = EZrC\ - yCEZrC - yVaE%f

where y¢ and yy, are the site fractions of C and Va respectively
on the carbon sublattice, and Ey,¢ and EX° are the enthalpies of

stoichiometric ZrC and fcc Zr at 0 K.
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The strength of the individual bonds between atomic pairs
was investigated by considering the Crystal Orbital Hamiltonian
Population (COHP)* of each bond using the Local Orbital Basis
Suite Towards Electronic-Structure Reconstruction (LOBSTER)
analysis software.***' The projected COHP is obtained from the
plane-wave basis sets used in the DFT calculation using the
VASP>7® output directly.*” The value of the integrated projected
COHP (IpCOHP) up to the Fermi level is known to scale with the
bond order* and can be used to examine the relative strength of
each pair bond in a given structure.* The individual and
average IpCOHP values for each bond type (e.g., C-Zr, Zr-Zr, etc.
and first, second, etc. nearest-neighbour distance defined with
reference to stoichiometric zirconium carbide) within 7 A
distance (according to the supercell dimensions) were exam-
ined for all structures to quantitatively understand the stability
and structural trends from a local bonding perspective. For each
COHP projection, the absolute charge spilling was reduced as
much as possible,* and was within 1.5% in all cases.

The charge density distribution was obtained using VASP
and visualised using VESTA.** Charge density differences
arising from the presence of vacancies were calculated by
considering different charge density distributions in unrelaxed
structures (based on the pristine ZrC lattice) to match the
lattices. The unrelaxed structure distributions of defective
structures were compared with the relaxed structure distribu-
tions to confirm compatibility.

The electron localisation function (ELF) is a probabilistic
measure of finding an electron close to a reference electron at
a given point with the same spin.***” The ELF may be used to
obtain detailed bonding information via the electron pair
distribution and quantitatively characterise the electron inter-
actions.** The ELF may have values between 0 and 1, where
0 indicates fully delocalised electrons (metallic bonding), 1
indicates fully localised electrons (covalent bonding), and 0.5 is
equivalent to a free electron gas.*” The ELF distribution was
obtained using VASP and analysed using VESTA.

2.2. Ordered structures

All vacancy-ordered phases reported to be stable by Zhang
et al.,"*8 Yu et al.,” and Xie et al.® are shown in Table 1. These
theoretically predicted phases are consistent with experimental
observations. The unit cells for each phase listed in Table 1,
with vacancy sites indicated, are shown in Fig. 1.

The stable structures reported in previous theoretical studies
are ZrC (Fm3m, isotypic with NaCl), ZrgC, (P45332, isotypic with
VgC5), Zr,Ce (R3, identified by Yu et al.*® and Xie et al.®), ZrsCs
(C2/m, isotypic with Ti¢Cs), Zr,Cs; (C2/m, identified by Zhang
et al."”), Zr,Cs (C2/c, isotypic with Hf,C; predicted by Yu et al.*),
Zr;C, (Fddd, isotypic with Sc,S;), ZrsC, (C2/m, isotypic with
Ti;C,), and Zr,C (Fd3m, isotypic with TiC,).

2.3. SQS models for disordered structures

SQS provide a structure that approximates the disordered state
by choosing an atomic structure with atomic correlation func-
tions that are close to the disordered state. SQS were generated
at various compositions of Zr, C, and Va based on the rocksalt

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Table1l Vacancy-ordered phases reported to be stable in the literature, and formation and mixing energies and volumes calculated in this work.

Structure files are available as ESI

Reference
(previously Formation
Ordered Space group  Crystal reported stable energy Mixing energy ~ Volume (A® Convex hull
structure Space group number system by) (eV per atom)  (eV per atom)  per Zr atom) at 0 K
ZrC Fm3m 225 Cubic 6 and 17-19 —0.916 0.000 25.056 Stable
ZrgC, P4332 212 Cubic 17 and 18 —0.904 —0.131 25.180 Metastable
Zr,Cs R3 148 Trigonal 6 and 19 —0.907 —0.154 25.161 Stable
ZreCs C2/m 12 Monoclinic 17 and 18 —0.894 —0.168 25.160 Metastable
Zr,Cs C2/c 15 Monoclinic 6, 18 and 19 —0.864 —0.230 25.130 Stable
c2/m 12 Monoclinic 17 —0.860 —0.225 25.140 Metastable
Zr3C, Fddd 70 Orthorhombic 6,17 and 18 —0.818 —0.273 25.043 Stable
C2/m 12 Monoclinic 19 —0.815 —0.270 25.066 Metastable
Zr,C Fd3m 227 Cubic 6 and 17-19 —0.684 -0.310 24.916 Stable

parent lattice using the mcsqs code in the Alloy Theoretic
Automated Toolkit (ATAT) package.* Zr atoms were fixed on
a cubic lattice, with C and Va distributed among octahedral
interstitial sites. SQS with 12.5% intervals in Va site fraction
(vacancy content on the octahedral interstitial sites only) up to
50% Va site fraction were created. All SQS had 32 Zr atoms for
consistency. The ground state energy of each structure at 0 K
was obtained by the same method used for the ordered struc-
tures described above. During ionic relaxation, atomic size
mismatch and presence of defects can cause distortions in the
SQS lattice that cause a loss of symmetry.>® In such cases, the
SQS can no longer be used to represent the disordered phase
corresponding to the parent structure. The radial distribution
function of the unrelaxed and fully relaxed structures was
examined for each structure, to ensure that the character of the
face-centred cubic rocksalt structure was retained during full
(ionic and electronic) relaxation.

(a) *ZrC (Fm3m) (b) ZrgC7 (P4332)

(c) *Zr;Cq (R3)

3. Results and discussion

De Novion and Maurice' and Zhang et al.'” determined that the
long-range ordering of vacancies in zirconium carbide is driven
by the relative stability of different vacancy pair and triplet
configurations. In this work, in order to understand the local
effects that determine the stability of each configuration, first-
principles calculations of the energies and volumes of model
structures were calculated, and local bonding and electronic
states were analysed.

3.1. Electronic structures of various vacancy-complex types

3.1.1. Stoichiometric ZrC. A 3 x 3 x 3 supercell of pristine
stoichiometric ZrC was constructed (216 atoms) as a reference
structure. The 0 K lattice parameter for ZrC calculated in this
work (4.645 A) is consistent with other first-principles calcula-
tions using the LDA.***"*> The formation energy per atom and
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Fig.1 Unit cells for each of the superstructural ordered phases in Table 1, with vacant sites marked. (a) ZrC (Fm3m), (b) ZrgC (P4332), (c) Zr;Ce
(R3), (d) ZrgCs (C2/m), (e) Zr,C3 (C2/c), (f) ZrsCs (C2/m), (g) ZrsC, (FAdd), (h) ZrsC, (C2/m), (i) Zr,C (Fd3m). Structures marked with * are on the

ground state convex hull of stable phases.
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Fig.2 Density of states (DOS) and orbital characters of pristine stoichiometric ZrC. (a) Total DOS of ZrC and local DOS of each element. (b) Total
and partial local DOS of ZrC. (c) IpCOHP vs. bond length for all 1nn and 2nn bond types (C—-Zr, Zr-Zr, and C-C) in pristine stoichiometric ZrC.

volume per cation (Zr atom) of ZrC were determined to be
—0.916 eV per atom and 25.056 A’ respectively, as shown in
Table 1. The charge transfer is estimated by Bader charge
analysis® to be 1.768e from Zr to C.

Fig. 2 shows the electronic structure of pristine ZrC. It can be
seen from the electronic density of states (DOS) in Fig. 2(a) and
(b) that the majority of the bonding arises from strong hybrid-
isation between the Zr d-electrons and the C p-electrons, from
the Femi energy to the deep energy band 5 eV below the Fermi
energy. This is consistent with the IpCOHP for each 1nn and
2nn bond type (C-Zr, Zr-Zr, and C-C) shown in Fig. 2(c). As the
IpCOHP is known to scale with the bond strength, the more
negative the IpCOHP, the stronger the bond. The IpCOHP also
generally decreases with increasing bond length, however, the
2nn C-C bond is stronger than the 1nn C-C bond, as it is
enhanced by the electron cloud surrounding the Zr atom
directly between the two carbon atoms. From Fig. 2(c), it can be
seen that the strong 1nn C-Zr bonds (IpCOHP = —3.53 eV per
bond) account for most of the bonding in zirconium carbide,
with 1nn Zr-Zr bonds being the next largest contribution.

When all carbon atoms are removed from ZrC, the remaining
structure is fec Zr. In fee Zr, the electronic charge is almost
entirely localised at the Zr sites, which a maximum electronic
charge density of 0.89983¢ per Bohr®. In ZrC, the formation of
covalent C-Zr bonds causes partial delocalisation of the

(a) Charge density of (001)

(b) ELF of (001)

electrons, reducing the maximum charge density to 0.85464e
per Bohr®. The electronic charge density distribution on the
(001) plane in pristine stoichiometric ZrC is shown in Fig. 3(a).

A more detailed examination of the electronic structure and
bonding character of ZrC is given in Fig. 3. Fig. 3(a) and (b) are
the charge density distribution and ELF respectively in the (001)
plane. Fig. 3(c) shows the ELF profiles along three paths marked
in Fig. 3(b), corresponding to the C-Zr bond, C-C bond, and Zr-
Zr bond. Along path 1 between C and Zr, a high ELF > 0.7
around Zr indicates the dominant covalent bonding of Zr-C,
while the ELF attractor basins of 0.236 at the middle point of the
path shows an evidence of mixed ionic bonding due to the small
charge transfer from the Zr atom to the C atom, which verifies
discussion by Li et al.>* It can also be seen that C-C bonds in ZrC
combine slight metallic bonding features into the pure covalent
bond found in pure C, and the Zr-Zr bonds in ZrC keep the
metallic bonding seen in pure Zr with a slight covalent
component.

3.1.2. Isolated vacancy. To examine the local effects
surrounding an isolated carbon vacancy, a single carbon atom
was removed from the 3 x 3 x 3 supercell. The distance
between periodically repeating defects in each orthogonal
direction was therefore 13.935 A (three times the ZrC unit cell
lattice parameter) before relaxation of the lattice. Consistent
with calculations by Mellan et al.,*” following relaxation of the

(c) ELF profiles of path 1, 2, 3
1.0

O

@
Zr 7r

Fig. 3 Charge density (e per Bohr®) and electron localisation function (ELF) of ZrC. (a) Charge density distribution on the (001) plane. (b) ELF on
the (001) plane. (c) ELF profiles along the paths 1, 2, and 3 indicated in (b).
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structure, the volume of the supercell increased by 1.090 A*
(0.04% of the volume of the pristine 216 atom supercell) as
a result of local expansion of the lattice around the vacancy due
to the Coulomb repulsive interaction among the excess elec-
trons at the C vacancy site. The formation energy and mixing
energy of the structure with a single isolated vacancy were
—0.916 eV per atom and —10.7 meV per atom respectively. The
electronic structure and bonding character of the structure with
a single vacancy is shown in Fig. 4.

Fig. 4(a) shows the charge density and the ELF of the (001)
plane, where there is a reduced charge density at the vacancy
site, and an increased charge density at the nearest neighbour
Zr sites, and nearest and next nearest neighbour C sites with
respect to the vacancy.

Following removal of a carbon atom, the electrons involved
in bonding (which primarily were donated from the nearest Zr
atoms) are redistributed. Some are involved in the bonds
between those Zr atoms and the remaining 1nn C-Zr bonds,
and some remain localised at the Zr and vacancy sites. This
results in an increased maximum charge density of 0.86053 e
per Bohr® at the Zr sites (compared to 0.85464 e per Bohr® in
pristine ZrC, a 0.7% increase), and a corresponding maximum
—IpCOHP of 4.41 eV per bond in the 1nn C-Zr bonds
(compared to 3.53 eV in the pristine case, a 25.1% increase).
This indicates stronger local bonding surrounding the

(a) Charge density of (001) (b
0.86 pzm©

View Article Online
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vacancy. The average —IpCOHP for 1nn C-Zr bonds in the
whole structure is 3.57 eV, indicating that overall, the domi-
nant 1nn C-Zr bonding is strengthened by the presence of the
vacancy. This enhancement of bonding around the carbon
vacancy can be observed in detail in Fig. 4(d) from the
comparison of ELF profiles for C-Zr and vacancy-Zr. It can be
seen a strong charge localisation occurs at the isolated vacancy
site, with a maximum ELF of 0.819.

The Zr-Zr bonding among the six nearest neighbour Zr
atoms surrounding the vacancy site is also enhanced by the
electron cloud at the vacancy site, with 1nn Zr-Zr bonds having
an average —IpCOHP of 0.818 eV per bond (an 18.7% increase
compared to in the pristine case), and the 2nn Zr-Zr bonds that
cross the vacancy site having an average —IpCOHP of 0.0456 eV
per bond (14 times the pristine bond strength). However, the
average —IpCOHP of the 1nn Zr-Zr bonds in the whole structure
increases by only 1.3%, while the average —IpCOHP of the 2nn
Zr-Zr bonds is decreased by 109%, becoming repulsive overall.
The increased strength of the 1nn C-Zr bonds in the defective
structure has a significantly larger effect than the changes to the
strength of the Zr-Zr bonds.

The relaxation of the structure (allowing ionic displacement
and volume change) stabilises the structure by 0.003 eV per
atom compared the unrelaxed (pristine) structure containing
a vacancy. Selective dynamics relaxations (allowing only certain

) Charge density difference from vacancy
0.007

0.00
(c) ELF of (001) (d) ELF profiles of paths 4(1), 5(2), 6(3)
1.0
1
05
0.0
Cl/Va Zr
1.0
= o r—- -~ -~
05| SN LN
/ -~ \
0.0
C/Va C
1.0
0.5 . ..' ." L] LY
. 0.0 ."0003::3‘00-'.
ozr Zr

Fig.4 Charge density (e per Bohr®) and electron localisation function (ELF) of ZrC with single vacancy. (a) Charge density distribution of the (001)
plane. (b) Charge density difference from pristine ZrC (positive only). Contours separate positive and negative regions. (c) ELF of the (001) plane.
(d) ELF profiles along the paths 4, 5, and 6 indicated in (c), compared with profiles from Fig. 3.
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atoms to move) allow this energy to be partitioned into stabili-
sation from relaxation of each nearest neighbour shell. 91.3% of
the stabilisation can be accounted for by relaxation of the 1nn
Zr, and 1nn and 2nn C relative to the vacancy site, where the
stabilisation from each contributes for 77.1%, 5.1%, and 9.1%
of the total stabilisation respectively. The 1nn and 2nn C relative
to the vacancy share 1nn C-Zr bonds with the nearest neighbour
Zr surrounding the vacancy, where the 2nn C are directly
opposite the vacancy site. The local distortion can be repre-
sented well by considering the displacements of these 1nn and
2nn shells, which are shown schematically in Fig. 5(a). The
repulsive force of the excess electrons in the vacancy site pushes
the six 1nn Zr atoms, causing them to displace slightly away
from the vacancy site (increasing the distance from the vacancy
site from 2.322 A to 2.410 A (+3.8%), indicated in Fig. 5(a) as
distance a). This displacement of ions is consistent with
experimental measurements by de Novion and Maurice' and
calculations by Rasander and Delin.*

The twelve nearest neighbour C atoms (with respect to the
vacancy site) are displaced towards the vacancy site, reducing
the distance from the vacancy site from 3.284 A to 3.268 A
(—0.5%), indicated in Fig. 5(a) as distance b. The six second
nearest neighbour C atoms are also displaced towards the
vacancy, reducing the distance from the vacancy site from 4.645
A to 4.613 A (—0.7%), indicated in Fig. 5(a) as distance c. The
length of each 1nn C-Zr bond (involving the 1nn Zr atoms and
the 1nn or 2nn C atoms with reference to the vacancy site,
marked by distances d and e in Fig. 5) is reduced and the
bonding is strengthened. The distances of atoms in farther
layers to the vacancy are additionally accommodated according
to the total effect of the redistribution of electrons. The unbal-
anced 1nn C-Zr bonding opposite the vacancy site results in
shorter C-Zr bonds opposite the vacancies compared to the
other 1nn C-Zr bonds involving the same Zr atom (2.203 A
compared to 2.317 A, where the equivalent distance without any
vacancies is 2.322 A, so —5.1% and —0.2% respectively
compared to the pristine bond length, indicated in Fig. 5(a) as
distances d and e). These bonds are significantly strengthened,
where the —IpCOHP for each is increased by 25.1% compared to
pristine structure.

(a) Single vacancy

(b) 1nn vacancy pair

View Article Online
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3.1.3. Vacancy pairs. The vacancy interaction energy per
vacancy, ENt can be defined as the energy difference between
the configuration of a vacancy complex of n vacancies and
a configuration of n independent single vacancies,

Epe + (n = 1)Ezc — nEgg

Eint _
Vi
a n

where E5¢ is the energy per atom of the ZrC supercell with n

vacancies, and E is the energy per atom of the pristine ZrC
supercell. The formation energies and vacancy interaction
energies associated with different vacancy pair configurations
according to the vacancy-vacancy distance (1nn, 2nn, 3nn, 4nn)
are shown in Fig. 6(a) and (b) (squares), together with the
various vacancy triplet configurations (diamonds, discussed in
the next section). It can be seen that these two energies with
different physical meaning show similar relative trends for
various vacancy configurations. Although longer distance pairs
than shown here may be slightly more energetically favourable
than some of the 1nn-4nn pairs shown,*® the non-dilute
vacancy content in the ordered zirconium carbides necessarily
leads to some clustering of these pair types. The 2nn vacancy
pair is clearly much less stable than the other pair configura-
tions, and the 3nn vacancy pair is the most stable and is the only
pair configuration more stable than pristine ZrC or than iso-
lated vacancies (which have zero vacancy interaction energy). At
equilibrium, the vacancies will arrange into the configuration
that is most energetically stable. This is consistent with obser-
vations by de Novion and Maurice,' and calculation of vacancy-
vacancy interactions by Razumovskiy et al.,**** and Zhang et al.’”
The vacancy formation energy (per vacancy) is defined as

total otal graphite
Eform _ “defective ~ “pristine + valle
Va
Ny,

where EQE e is the total energy of the supercell with vacan-

cies, Eg’rtiiline is the total energy of the stoichiometric reference
ZrC supercell with the same number of Zr atoms, ny, is the
number of vacancies, and u?P" is the chemical potential of
carbon in its ground state structure. The formation energy of an
isolated vacancy is calculated to be positive, 0.913 eV per

vacancy. Although the formation energy per atom of the

(c) 2nn vacancy pair

Fig. 5 Schematic of the competing lattice distortion effects in the (001) plane from each vacancy in (a) an isolated vacancy, (b) 1nn pair
configuration, (c) 2nn pair configuration. Blue arrows show the displacement direction of atoms in the 1nn Zr shell, red arrows show the
displacement direction of atoms in the 1nn C shell, and yellow arrows show the displacement direction of atoms in the 2nn C shell. (a—e) Mark

various interatomic distances (given in text).
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Fig. 6 (a) Formation energy and (b) vacancy interaction energy for
vacancy pair and triplet configurations in a 3 x 3 x 3 ZrC supercell.
“xnn” refers to the xth nearest neighbour distance of the vacancy pair.
Vacancy triplets are defined by the pair lengths of each side of the
triangle. The green line marks the formation energy of pristine ZrC.
Formation energies below that of pristine ZrC and negative interaction
energies are marked in red.

structure with the 3nn vacancy pair configuration is lower than
that of the pristine structure, the vacancy formation energy (per
vacancy) of the vacancy pair is still positive, 0.903 eV per
vacancy, albeit lower than the isolated vacancy formation
energy. Consequently, at 0 K, vacancies will not spontaneously
form in the structure, but it is possible to fabricate zirconium
carbides with significant numbers of structural vacancies by
adjusting the composition of the materials used in the
synthesis.

When more than one vacancy is present in the lattice, unless
the vacancies are sufficiently separated, there will be superpo-
sition of the chemical effect (charge distribution) and size effect
(lattice relaxation) from the vacancy complex, augmented by
vacancy interactions. The combined effects depend on the
configuration of the vacancy pairs within the lattice. Fig. 5
schematically shows the competing forces on each atom in the
1nn and 2nn Zr and C shells surrounding the single vacancy or
the vacancy pairs in the 1nn and 2nn vacancy-vacancy config-
urations. The geometric arrangement of the vacancy pairs
within the rocksalt lattice affects the possible ionic relaxation
and electron redistribution. When vacancies are close together,
some of the nearest neighbour Zr and C atoms that are dis-
placed close to a vacancy (shown in Fig. 5(a)) are affected by
displacive forces arising from both vacancies.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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In the 1nn vacancy pair case, there are two Zr atoms within
the 1nn Zr shell of both vacancies. Additionally, there are eight
C atoms within the 1nn or 2nn shells of both vacancies, as well
as each vacancy removing one C atom from the 1nn C shell of
the other vacancy. In the 2nn vacancy pair case, there is one Zr
atom within the 1nn shell of both vacancies, and there are also
four C atoms within the 1nn or 2nn C shells surrounding both
vacancies, as well as the two removed vacancies from those
shells. When atoms are within the nearest neighbour shells
surrounding both vacancies, there are displacive forces acting
on them in two directions, as indicated in Fig. 5(b) and (c). The
net displacement direction is determined by the integrated
effect arising from each individual vacancy. In the 1nn vacancy
pair case, the direction of forces on all atoms existing in both
1nn shells are not opposite to one another, resulting in an
overall displacement in the average direction. Table 2 shows the
average volume increase per vacancy for the isolated vacancy
and each of the vacancy pair configurations, as well showing
how many atoms are shared between vacancy shells in each
configuration. The 1nn vacancy pair results in a net volume
increase of 0.937 A% per vacancy, compared to 1.090 A® per
vacancy for an isolated vacancy (an increase of 85.9% of the
isolated vacancy volume).

However, in the 2nn vacancy pair configuration, the Zr atom
directly between the two vacancies is trapped (has no net
displacement), that is, no ionic relaxation of that Zr can occur.
This results in a reduced net volume increase of 0.776 A® per
vacancy (71.1% of the isolated vacancy volume). As this Zr atom
is trapped between vacancies, the local displacement of that
atom that stabilises the structure cannot take place, which
makes this vacancy configuration unfavourable. The electronic
distribution within the structure is also significantly affected.
This trapping of atoms between two vacancies incurs an energy
penalty, which destabilises that vacancy configuration. This
results in the 2nn vacancy pair configuration having the highest
formation and vacancy interaction energies within several pair
configurations shown in Fig. 6.

The 4nn vacancy pair configuration also traps a C atom
between the two vacancies, preventing full relaxation, and
resulting in a net volume increase of 0.819 A® per vacancy
(75.1% of the isolated vacancy volume). The energy penalty
associated with an unrelaxed 1nn C ion is significantly less than
a 1nn Zr ion (as the displacement of the Zr atom dominates the
ionic relaxation), so the 4nn pair configuration is less destabi-
lised than the 2nn pair, but the trapping of the C atom may be
used to explain why the 4nn pair is less stable than the 3nn pair.
The 3nn vacancy pair configuration has four carbon atoms
shared between the 1nn and 2nn carbon shells, but none of
them are trapped. This results in a net volume increase of 1.039
A® per vacancy (95.3% of the isolated vacancy volume), which is
the largest volume expansion among the various vacancy pair
configurations, and close to that of an isolated atom. This
correlates with 3nn vacancy pair configuration being the most
stable of all the vacancy pairs considered.

The distribution of electronic charge and the local bonding
was examined to further understand the differing stability of
each vacancy configuration. The maximum charge density

RSC Adv, 2021, 11, 32573-32589 | 32579
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(which occurs at the nearest neighbour Zr atoms) may also be
understood by considering the Zr and C atoms that occur in the
nearest neighbour shells of both vacancies. Fig. 7 shows the
charge density distribution for 1nn, 2nn, 3nn, and 4nn vacancy
pair configurations, as well as the charge density distribution
difference from the pristine distribution, and the difference
from the hypothetical ideal superposition of the charge density
distributions created by isolated vacancies at each vacancy site.
The difference from the charge density superposition of isolated
vacancies allows visualisation of the electronic interactions
between the two vacancies in Fig. 7(c). From the scales in the
bottom row of Fig. 7 it can be seen that the charge density
distribution may largely be described as a superposition of the
charge concentration effects of two isolated single vacancies,
and deviations (visualised in Fig. 7(c) and given numerically in
Table 2) are relatively small.

Fig. 7(b) shows that the shared Zr atoms are more strongly
charged than the unshared nearest neighbour Zr atoms in the
1nn and 2nn vacancy pair configurations. The isolated charge
density distribution in Fig. 4 shows that the electron redistri-
bution close to a vacancy results in more highly charged Zr
atoms as well as stronger bonding between those Zr atoms and
their nearest neighbour C atoms. In the 1nn vacancy pair case,
this increased charge is approximately doubled (see values in
Table 2) as each shared Zr loses two nearest neighbour C bonds
compared to the pristine case. The minimum charge density at
the vacancy sites is slightly lower than in the isolated vacancy
case as a consequence of the vacancy-vacancy interaction, but
the total charge (seen from Fig. 7(c)) and ELF at the vacancy site
are higher, demonstrating that more electrons at the vacancy
site are localised to that site and are less involved in the
surrounding C-Zr covalent bonding. This is consistent with the
average —IpCOHP for the C-Zr bonds involving the nearest
neighbour Zr atoms and next nearest neighbour C atoms with
reference to the vacancies. The average —IpCOHP is 4.40 eV per
bond (—0.2% compared to the isolated vacancy case), demon-
strating the strengthened bonding as a result of the electron
cloud redistribution, but weakened compared to the isolated
case by highly localised electrons at the vacancy site.

In the 2nn vacancy pair, the shared (trapped) Zr atom directly
between the vacancies also has an increased charge density
compared to the isolated vacancy arising from the overlapping
electron clouds and the free electrons from the Zr that has lost
two nearest neighbour C-Zr bonds. However, the vacancy-
vacancy interactions (highly correlated to interference between
competing relaxation directions) are strongest in the 2nn
vacancy pair configuration (as shown in Table 2), reducing the
minimum charge density at the Zr site and increasing the
overall charge located at the vacancy site. The ELF at the vacancy
site is also significantly increased in the 2nn vacancy pair
configuration (0.853) compared to the isolated vacancy case
(0.819) or any other of the considered vacancy pair configura-
tions (see Table 2). This demonstrates that not only is there
more charge at the vacancy site, but the electrons in that region
are highly localised and not involved in the C-Zr bonding. The
average —IpCOHP for the strengthened nearest neighbour C-Zr
bonds involving the 1nn Zr shell is 4.31 eV per bond, —2.2%

© 2021 The Author(s). Published by the Royal Society of Chemistry
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3nn (101)

Fig.7 Charge density distribution (e per Bohr®) for 1nn, 2nn, 3nn, and 4nn vacancy pair configurations in the plane of the vacancies. (a) Top row:
charge density distribution. (b) Middle row: the difference of the charge density distribution from the pristine case (colours show positive charge
only). (c) Bottom row: the difference from the hypothetical charge density distribution arising from perfect superposition of isolated vacancy
effects at each site. In (b) and (c) the contour lines separate positive and negative regions.

compared to the isolated vacancy case, but furthermore as the
strengthened C-Zr bonds involve the 2nn C atom with reference
to the vacancy, the number of those C-Zr bonds is reduced by
the geometry of the vacancy pair. Consequently, the sum of the
—IpCOHP for all 1nn C-Zr bonds involving Zr close to the
vacancies is reduced by 18.5% compared to two isolated
vacancies, which is significantly less than in all other pair
configurations. Therefore, it can be said that the instability of
the 2nn vacancy pair arises from its geometry in the rocksalt
lattice.

The stability of the 3nn and 4nn vacancy pairs may also be
explained by considering their geometric arrangement within
the ZrC lattice. In the 3nn and 4nn vacancy pair configurations,
the maximum charge density at the nearest neighbour Zr sites is
very similar to the isolated vacancy case, as there are no Zr
atoms within the nearest neighbour shells of both vacancies.
The vacancy-vacancy interactions in the charge density are also
much weaker in the 3nn and 4nn vacancy pair configurations
compared to the 1nn and 2nn arrangements, however, the 4nn
vacancy pair has greater interactions resulting from the trapped
C atom directly between the vacancies. In the 3nn vacancy pair
configuration, more of the electronic charge strengthens the
closest C-Zr bonds, as seen from the low charge density, total
charge, and ELF at the vacancy site compared to the isolated
vacancy case. Correspondingly, the average —IpCOHP for the
nearby strengthened C-Zr bonds is increased to 4.43 eV per
bond, the strongest out of any pair configuration, and the only
pair arrangement with stronger bonding than the isolated

© 2021 The Author(s). Published by the Royal Society of Chemistry

vacancy case (a 0.4% increase). As the bonding in zirconium
carbide is dominated by the 1nn C-Zr bonds, the variation in
the strength of such bonds close to the vacancies correlates with
the overall stability of the structure. The increased —IpCOHP in
the 3nn vacancy pair compared to the isolated vacancy case is
consistent with the formation and vacancy interaction energies
of each pair configuration shown in Fig. 6, where only the 3nn
vacancy pair configuration is more stable than isolated vacan-
cies. The 3nn vacancy pair configuration minimises the elec-
tronic interactions of the two vacancies through its geometric
arrangement, and but the overlap of the electron clouds in this
configuration also further stabilise it compared to the isolated
vacancy case.

In the 4nn vacancy pair configuration, the average —IpCOHP
of the strengthened C-Zr bonds is 4.33 eV per bond, 1.9% less
than the isolated vacancy case, despite the electrons at the
vacancy site having a similar ELF and charge density to the
isolated vacancy case. The trapped C atom in this configuration
becomes more highly charged, resulting in an overall weak-
ening of the C-Zr bonding surrounding the vacancy. The trap-
ped C atom in the nearest neighbour shells of the 4nn vacancy
pair therefore destabilises that configuration over the 1nn
configuration, where more C atoms are shared between shells,
but none are trapped.

By examining the electronic structures and local bonding
close to the vacancies in various arrangements, the differing
stability of each configuration in Fig. 6 is understood in the
context of the geometric features of the ZrC structure. The 2nn

RSC Adv, 2021, 11, 32573-32589 | 32581
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vacancy pair configuration traps a Zr atom between vacancies,
leading to unfavourable electron redistribution, and weakened
C-Zr bonding close to the vacancies compared to other vacancy
arrangements. The 3nn vacancy pair configuration allows the
local distortions of the lattice close to each vacancy to occur
almost independently, which minimises the electronic inter-
actions arising from two vacancies in close proximity. The
electronic interactions serve to additionally stabilise the pair
configuration by slightly increasing the strength of the C-Zr
bonds close to the vacancies compared to the isolated vacancy
case. This results in the small negative vacancy interaction
energy in Fig. 6(b), that has been previously reported by Razu-
movskiy et al.*® and Zhang et al.'’ This explanation for the
differing stability of each vacancy pair configuration may also
be applied to other point defects in similar rocksalt structures,
although the electronic effects that arise may be material-
specific.

3.1.4. Vacancy triplets. Fig. 6 shows the formation and
mixing energy for all possible vacancy triplet configurations
comprising 1nn, 2nn, 3nn, and 4nn vacancy pairs. Each vacancy
triplet is described by the three pair configurations of the
vacancies. The 1nn-2nn-2nn, 1nn-2nn-4nn, 1nn-4nn-4nn,
2nn-2nn-2nn, 2nn-2nn-3nn, 2nn-3nn-2nn, 2nn-4nn-4nn,
and 3nn-4nn-4nn triplet configurations are not geometrically
possible within the carbon sublattice of the rocksalt structure.
The most stable triplet configuration is the 3nn-3nn-3nn
triangle, which is the only triplet configuration that is more
stable than fully isolated vacancies. This vacancy-triplet struc-
ture was identified as the “fingerprint” configuration by Zhang
et al.,”” meaning that it is characteristic of the low-temperature
vacancy ordering, and appears in all of the stable ordered-
structures. In the long-range ordered phase, the vacancies will
self-assemble into the lowest energy configurations. At low
vacancy concentrations, the vacancy configuration will be
exclusively 3nn-3nn-3nn vacancy triplets, as found in the ZrgC,
(P4332) and Zr,C, (R3) phases. At higher vacancy concentrations
where it is no longer possible to exclusively form the fingerprint
triplets, other vacancy configurations will form according to the
lowest-energy arrangement possible at that concentration. The
formation energy of the vacancy triplets may be broadly deter-
mined by the pair vacancy interaction energies, with vacancy-
vacancy-vacancy interactions contributing less than 1 meV per
vacancy in all cases, with 50% of the configurations being
within 0.2 meV per vacancy, and 75% of the configurations
within 0.5 meV per vacancy. All differences above 0.5 meV per
vacancy arise in triplets containing 2nn pairs, where the longer
range effects from the 2nn pair destabilise the other pairs in the
triplet more than the sum of the individual pairs. Therefore, the
stability of the ordered and disordered phases can be reason-
ably examined by considering the arrangements of vacancy
pairs, as higher order interactions between the vacancies are
relatively small.

3.2. Ordered and disordered phases

3.2.1. Stability. The calculated mixing energy for the
ordered phases in Table 1 is shown in Fig. 8(a), calculated with
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the LDA. The convex hull (solid line) indicates the stable phases.
Phases with energies above the convex hull will not stabilise in
this system at 0 K. Fig. 8(b) shows the calculated formation
energy of the predicted stable ordered phases using both the
LDA and GGA, and including the zero-point energy (ZPE)
contribution. There is good agreement of the calculated ener-
gies with both approximations to the exchange-correlation
energy functionals. The ZPE contribution was calculated using
the LDA for the phases shown but due to the high computa-
tional cost of such calculations and the relatively small contri-
bution to the total energy, it was omitted from further
calculations. It can be seen in Fig. 8 that the ZPE contribution
increases slightly with vacancy concentration but does not
change the expected stable phases. Zhang et al.,"”'® Yu et al.,”
and Xie et al.® used GGA pseudopotentials, and determined the
0 K stable phases as ZrC, ZrgC, Zr¢Cs, Zr,Cs, Zr5C,, Zr,C; ZrC,
Zr,Cg, Zr,Cs, Zr;C,, Zr,C; and ZrC, Zr,Cq, Zr,Cs, Zr5C,, Zr,C
respectively. Considering the reported structures from both
works, the LDA and GGA calculations in this study find the
stable stoichiometries as ZrC, Zr,Cs, Zr,C;, Zr;C,, and Zr,C, in
agreement with Yu et al. and Xie et al., however, the stable
crystal structures (see Table 1) are the same as those reported
only by Xie et al. The disagreement between the convex hull
reported by Zhang et al. and others may be attributed to the
presence of the Zr,C, phase, which may not have been found by
the cluster expansion calculations by Zhang et al. If the Zr,C¢
phase is excluded from the convex hull, the ZrgC, and ZrsCs
phases stabilise on the convex hull as reported by Zhang et al.

Fig. 8 also shows the mixing and formation energy of the SQS
approximating the disordered phase, described above. Any
scatter (deviation from a smooth trend) shown in the calculated
energies of the disordered phase is an artefact of using SQS.
Both ordered phases and disordered phases have same trends
of the mixing energies and the formation energies becoming
more negative and less negative respectively with increasing
vacancy concentration. It can clearly be seen that the formation
energy of the ordered phases is more negative than the disor-
dered phase at all compositions considered, indicating stability
of the ordered phases. The ordering energy, the difference
between the formation energy of the ordered and disordered
phases at a given composition, increases with vacancy site
fraction.

A vacancy pair approximation was used to consider the
average vacancy formation energy of the vacancy-ordered pha-
ses, based on the number of 1nn-4nn vacancy pairs in the
structure, as done for the vacancy triplets. The vacancy forma-
tion energy derived using the pair approximation slightly
underestimated the quantity calculated in the ordered phase
structure and the difference varied linearly with vacancy
concentration, suggesting that there are further higher-order
vacancy cluster interactions yet to be considered that desta-
bilise the structure compared to isolated vacancy clusters.

3.2.2. Volume. As several of the ordered phases have
different numbers of atoms and take non-cubic unit cells (as
superstructural phases may have changed symmetry when
vacancies are present), the lattice parameter cannot be used as
a consistent measurement across the ordered phases. Instead,

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Table 1.

the volume per cation (Zr atom) is used to compare the cell size
for each structure. The volume per cation (Zr atom) for the
ordered structures in Table 1 and each generated SQS is shown
in Fig. 9.

For all ordered and SQS phases considered, the volumes
have a trend of increasing with increasing vacancy concentra-
tion, up to ~14% vacancy site fraction. At higher vacancy
concentrations, the volumes decrease with increasing vacancy
site fraction. This is consistent with experimental measure-
ments of the lattice parameter, as summarised by Mitrokhin
et al> and Gasparrini et al® The volumes of the sub-
stoichiometric ordered structures are larger than the disor-
dered phase (SQS) at the same composition, which is consistent
with experimental measurements of the lattice parameter of
Zr,C and disordered ZrC, at the same composition.”**® The
volume difference increases with vacancy site fraction. The
origin of the volume variation with vacancy concentration is
explained in next section in term of bond features.

3.2.3. Local bonding and vacancy configurations. The
chemical bonding for various bond types in the vacancy-ordered
and vacancy-disordered zirconium carbides have been analysed
and the IpCOHP values (as the measure of bond strength) are
shown in Fig. 10. The differences between the average bond
strengths of each type in the ordered and disordered structures
at the same composition are small, although the range of bond

25.3
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24.5 : : . .
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Fig. 9 Volume per cation (Zr atom) as a function of vacancy site
fraction in the ordered structures listed in Table 1 and the SQS at each
vacancy concentration. Lines are shown to guide the eye only.
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strengths of each type is consistently larger in SQS. In ordered
zirconium carbides, Xie et al.® found that the mechanical and
electronic properties have a strong dependence on the
arrangement of the vacancies as well as the vacancy concen-
tration. Xie et al.® determined that the strength of the covalent
C-Zr and metallic Zr-Zr bonds depend on the coordination
number of vacancies around each zirconium atom, which is
consistent with the results of this work for the ordered zirco-
nium carbides shown in Fig. 10. In this work, while the bonding
involving atoms close to vacancies was found to be strongly
affected by the coordination numbers, it was found that the
average strength of the dominant 1nn C-Zr bond across the
whole structure has little variation depending on the fraction of
vacancies. The bonding strength of the 1nn and 2nn Zr-Zr and
the 2nn C-C bonds show an increase with increasing vacancy
concentration, consistent with effects seen in the isolated
vacancy model previously described. However, the formation
energy of each structure (shown in Fig. 8(b)) is broadly deter-
mined by the number of strongly covalent C-Zr bonds, which
decreases as the vacancy concentration increases.

Table 3 shows the number of all 1nn and 2nn bonds in each
ordered and disordered (SQS) structure for pristine ZrC and the
12.5%, 25%, and 50% site fraction Va cases (normalised by the
number of Zr atoms). Bonds at longer distances than this have
a negligible contribution to the energy of the structure, and the
1nn C-Zr and the 1nn Zr-Zr bonds are the most significant.
While the decreasing number of 1nn C-Zr bonds can explain
the increasing formation energy with vacancy concentration,
the disordered phases are not less stable than the ordered phase
because of this effect. The number of C-X (X = Zr, C) bonds is
dependent on the arrangement of vacancies in the structure.
While the number of C-X bonds decreases as the vacancy site
fraction increases, in each of the cases here, the number of each
type of C-X bond is the same or greater in the disordered case
than in the ordered structure with the same number of atoms.

As the ordered phases are more stable than the disordered
phase, these variations in the number of bonds arising from the
local arrangement of vacancies do not explain why the ordered
phases are more stable than the disordered. Instead, as ex-
pected from the isolated vacancy pair energies, the stability of
each structure, ordered or disordered, is driven by the types of

RSC Adv, 2021, 11, 32573-32589 | 32583
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Fig. 10 Average IpCOHP values for each bond type in vacancy-ordered and vacancy-disordered zirconium carbides with varying amounts of
vacancies. The error bars indicate the highest and lowest values of each bond type found in the unit cell.

Table 3 Number of 1nn and 2nn bonds per cell in selected ordered and disordered structures, normalised by the number of Zr atoms in the

structure to account for different crystal symmetries

Number of bonds (/Zr atoms)

Vacancy site

Structure fraction 1nn C-Zr 2nn C-Zr inn Zr-Zr 2nn Zr-Zr 1nn C-C 2nn C-C
ZrC 0 6 8 6 3 6 3

ZrgC, (P4332) 0.125 5.25 7 6 3 4.5 2.25
12.5% Va (SQS] 0.125 5.25 7 6 3 4.59375 2.28125
Zr,C; (C2/c) 0.25 4.5 6 6 3 3.25 1.5

25% Va (SQS) 0.25 4.5 6 6 3 3.375 1.6875
Zr,C (Fd3m) 0.5 3 3 6 3 1.5 0

50% Va (SQS) 0.5 3 4 6 3 1.5 0.75

vacancy clusters appearing in each structure. Table 4 shows the
number of each type of vacancy pair (normalised by the number
of Zr atoms) in the ordered and quasirandom structures for
12.5%, 25%, and 50% site fraction Va cases, determined using
Automatic FLOW for Materials Discovery software (AFLOW).*® A
clear preference can be seen in the ordered structures for
certain configurations of vacancy pairs, according to the
formation energy of each vacancy pair configuration seen in
Fig. 6, where no highly unstable 2nn vacancy pairs are present
in any ordered structure.

In ZrgC,, which has a low vacancy concentration (12.5% site
fraction), all vacancies are at 3nn separation, with no other
vacancy clusters present. By contrast, the SQS with the same
concentration, which approximates a random distribution of
vacancies on the carbon sublattice, has half as many 3nn
vacancy pairs, as well as 1nn, 2nn, and 4nn pairs. As these
vacancy pair configurations are less energetically favourable
than the 3nn vacancy pair configuration, this results in ZrgC,
being more energetically stable than the disordered phase at the
same composition.

32584 | RSC Adv, 2021, 1, 32573-32589

At higher vacancy concentrations, it is not possible to
arrange all vacancies at 3nn or greater distances. Repeating the
same analysis for Zr,C; (25% site fraction Va), it has 1nn pairs,
3nn, and 4nn vacancy pairs, while the corresponding disor-
dered phase has 1nn, 2nn, 3nn, and 4nn vacancy pairs, where
there are more 1nn and 4nn pairs and fewer 3nn pairs than in

Table 4 Number of each type of vacancy pair in selected ordered and
disordered structures with 12.5%, 25%, and 50% site fraction vacancies,
normalised by the number of Zr atoms in the structure to account for
different crystal symmetries

Number of vacancy pairs (/Zr atoms)

Vacancy site

Structure fraction 1nn 2nn 3nn 4nn
ZrgC, (P4332) 0.125 0 0 0.75 0
12.5% Va (SQS)  0.125 0.1875  0.0625 0.375  0.1875
Zr,C; (C2/c) 0.25 0.5 0 2 0.5
25% Va (SQS) 0.25 0.75 0.375 1.5 1.5
Zr,C (Fd3m) 0.5 3 0 6 6

50% Va (SQS) 0.5 3 1.5 6 3

© 2021 The Author(s). Published by the Royal Society of Chemistry
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the ordered structure at the same composition. Therefore,
based on the energies of the pair configurations, the disordered
distribution of vacancies again has energetically unfavourable
vacancy configurations compared to the ordered phase.

At even higher vacancy concentrations of 50% site fraction,
the ordered phase Zr,C has 1nn, 3nn, and 4nn vacancy pairs
(avoiding the 2nn vacancy pair), while the SQS has all four
vacancy pair configurations, including three highly unstable
2nn vacancy pairs for every Zr atom present. The energy penalty
associated with the formation of energetically unfavourable 2nn
vacancy pairs explains the largest difference in formation
energy between the vacancy-ordered and vacancy-disordered
phases at this composition. Clearly, the more vacancies that
are present, the more unfavourable bonds that will form in the
disordered distribution, that can be avoided in the ordered
distribution. Therefore, the ordering energy increases with
increasing vacancy site fraction. As Zhang et al.'” proposed,
when vacancies occupy more than half the carbon sublattice,
2nn vacancy pairs cannot be avoided, which limits the range of
stoichiometry of the zirconium carbides.

The increasing bond strengths with increasing vacancy site
fraction seen in Fig. 10 are a consequence of charge concen-
tration near the clusters of vacancies. The C-C and Zr-Zr
bonding when vacancies are present is enhanced by electron
redistribution close to vacancies, as seen in the isolated vacancy
and vacancy pairs. For the ordered phases, the maximum
—IpCOHP (indicating the strongest local bonding) for the 1nn
C-Zr bonds is consistent with the isolated and pair vacancy
results above, where it is increased by the presence of vacancies,
and is maximised when only 3nn vacancy pairs are present in
the ZrgC, structure.

The bond length variation and the structural properties of
the different vacancy pair configurations (Table 2) may be used
to explain the trend seen in the volume as a function of vacancy
site fraction, for both ordered and disordered phases. At low
vacancy concentration, the volume increases as the vacancy site
fraction increases, but has a turning point at ~14% site fraction
of vacancies, beyond which the volume decreases as the vacancy
site fraction increases, shown in Fig. 9. When a vacancy is

(a) SQS 25% Va
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Fig. 11
site fraction vacancies.
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present, there is a local expansion of the lattice close to the
vacancy site, increasing the volume. When two non-isolated
vacancies are present, the resulting volume increase depends
on their configuration, where 3nn vacancy pairs have the largest
volume increase, and 2nn vacancy pairs have the smallest.

At such low vacancy concentrations that all vacancies are
isolated from other vacancies, the volume increase per vacancy
is that of the isolated vacancy case. At slightly higher vacancy
concentrations (up to ~14%), vacancies may have pair interac-
tions with only one other vacancy, in which case they are able to
increase by the vacancy volume associated with that pair
configuration, and therefore a higher vacancy concentration
results in a larger volume. However, when more vacancies are
present, competing displacements from interactions with other
nearby vacancies will prevent the local expansion close to each
vacancy from achieving the same volume as when vacancies are
more isolated, resulting in a decreasing volume with increasing
vacancy site fraction above ~14% site fraction vacancies.

The volume increase per vacancy in each pair configuration
(given in Table 2) is correlated to its energetic stability, that is,
the 3nn vacancy pairs have the largest volume increase, then
1nn, 4nn, and 2nn, where the 2nn vacancy pairs have a signifi-
cantly reduced vacancy volume compared to all other configu-
rations. The ordered phases avoid the 2nn vacancy pair
configuration and maximise the number of 3nn vacancy pairs,
while the quasirandom structures have all types of pair config-
urations. In the low vacancy concentration ordered structures
(<15% site fraction Va), the ZrgC, and Zr,C¢ phases have only
3nn vacancy pairs, which have the largest volume expansion.
However, the quasirandom structure at the same composition
comprises other vacancy pair configurations that have a smaller
volume expansion than the 3nn pair. This results in the ordered
phases having a larger volume than the disordered phase at the
same concentration.

When the vacancy concentration is higher, there is more
vacancy interaction. Fig. 11 shows the variation in IpCOHP and
bond lengths for all the 1nn and 2nn bonds in ordered and
quasirandom ZrC, with 25% site fraction vacancies. The
IpCOHP results in Fig. 10 and 11 show that the variation of

(b) Zr,Cs
0.5
0 —————®——up—iuc|
-0.5
T o,
8.5 «1nnC-Zr
> e2nn C-Zr
g
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IpCOHP vs. bond length for all 1nn and 2nn bonds (C—-Zr, Zr-Zr, C-C) in (a) vacancy-disordered and (b) vacancy-ordered ZrC, with 25%
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bond strengths is consistently larger in SQS than in ordered
structures with the same composition. The ordered phases
avoid 2nn vacancy pairs, which prevents close clusters of
vacancies from forming. Such clusters of vacancies have greater
vacancy interaction effects, resulting in regions of much higher
and lower local charge density in the quasirandom structures
compared to the ordered structures. Consequently, there is also
more variation in the bond strengths and bond lengths, leading
to more distortion in the structure, and consequently the
volume of the disordered phase being significantly less than in
the ordered structures. This is particularly evident when there
are more than ~25% site fraction disordered vacancies, where
the lattice distortion arising from the vacancy interactions
reduces the volume to less than that of the pristine ZrC
structure.

4. Conclusions

First-principles calculations were used to determine the
formation and mixing energies and structural properties of
ordered phases and SQS representing the disordered phases
between stoichiometric ZrC and ZrC, 5 where 50% of the carbon
atoms are replaced by vacancies. At zero temperature, vacancy-
ordered superstructural phases of zirconium carbide are found
to be more stable than a random distribution of vacancies at the
same composition, consistent with other theoretical works. The
ordered phases are found to consistently have a larger volume
than the disordered phase at the same composition. The vari-
ations in lattice parameter as a function of vacancy concentra-
tion reported in the experimental literature are generally
consistent with the trends seen in the calculated disordered
phase.

Both the energetic stability and the volume differences
between the ordered and disordered phases arise from the
preference of certain vacancy configurations. Vacancies self-
assemble into long-range ordered structures based on the
preference of vacancy pair configurations that goes as 3nn > 1nn
> 4nn > 2nn, where the 2nn vacancy pair configuration is avoi-
ded in all ordered structures. This preference for certain pair
configuration is consistent with experimental observations.

The local bonding features, atomic displacement, and elec-
tron distribution were examined for isolated vacancies and
various vacancy pair and triplet configurations, as well as the
vacancy-ordered superstructural phases and SQS representing
the disordered phase. The relative stability of each pair config-
uration is explained considering the geometric constraints on
lattice relaxation and the electron distribution and local
bonding. The preferred vacancy pair configuration is the most
stable 3nn pair, which maximises the volume of each vacancy.
The 3nn vacancy pair configuration allows near independent
local ionic displacement and charge density distribution
changes, although there is a slight effect of less charge being
localised at the vacancy site resulting in stronger C-Zr bonding
surrounding the vacancy complex. Consequently, the 3nn
vacancy pair is slightly more stable than two independent, iso-
lated vacancies. The 2nn vacancy pair is found to be far less
stable than other pair configurations because of geometric
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trapping of a Zr atom directly between the vacancies, preventing
local relaxation of the lattice and reducing the volume. The
interactions between the vacancies in this configuration
furthermore cause strong electron localisation at the vacancy
sites, decreasing the strength of the bonding surrounding the
vacancies, and destabilising the 2nn pair configuration. The
relative stability of the 1nn and 4nn vacancy pair configurations
is also explained using the same geometric and electronic
arguments, and it is found that the properties of the vacancy
triplets can be well described by a pair approximation. The
stability and structural properties of the ordered and quasir-
andom phases are also well understood within this pair
approximation framework.

As zirconium carbides are synthesised at high temperatures
where some degree of vacancy-disordering is expected, the fully
ordered structures are infrequently observed even after careful
synthesis. At finite temperature, the configurational entropy
contribution to the Gibbs energy of the vacancy-disordered
phase will reduce the energy difference between the stable
vacancy-ordered phases and the metastable disordered phase
until the order-disorder transition temperature. In the fabrica-
tion process, zirconium carbides are heated to ~2000 K, where
it can be reasonably assumed that some vacancy disordering
will occur. During cooling or annealing, vacancy (or carbon)
diffusion drives the self-assembly of vacancies into ordered
phases, however, this process is often slow and results in frozen-
in disordered structures rather than the realisation of vacancy-
ordered phases. The rate of vacancy diffusion is higher when
more vacancies are present, hence the Zr,C ordered phase has
been experimentally fabricated, whereas the
stoichiometric phases have not yet. In addition to kinetic limi-
tations in the fabrication processes, the presence of impurities
such as oxygen is known to affect vacancy ordering,* making
fabrication of the near-stoichiometric ordered phases even
more challenging. Knowledge of the stable and metastable
ordered phases and their relaxed lattice distortions, ordering
energies, ordering volumes, and underlying mechanisms may
be helpful in selectively synthesising tuneable ordered or
disordered structures in the future. Experimentally fabricated
vacancy-ordered zirconium carbides are often partially disor-
dered and coexisting with the vacancy-disordered phase. As
such, recognising and solving their structures is challenging.
Theoretical knowledge of the expected ordered phases can
provide model data for comparison that could assist with phase
or feature identification. This work also forms the basis for
further studies examining the vacancy ordering at finite
temperature or in the presence of impurities, that will provide
theoretically predicted impurity and temperature thresholds for
vacancy-ordered phase fabrication. Furthermore, the kinetic
processes governing vacancy self-assembly are of great impor-
tance, and more work is needed to better understand the
evolution between the ordered and disordered phases.

near-
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