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ural networks for high throughput
screening of catalyst layer inks for polymer
electrolyte fuel cells†

Mohammad J. Eslamibidgoli, ‡*a Fabian P. Tipp,‡b Jenia Jitsev, c Jasna Jankovic,d

Michael H. Eikerling ae and Kourosh Malek*a

The performance of polymer electrolyte fuel cells decisively depends on the structure and processes in

membrane electrode assemblies and their components, particularly the catalyst layers. The structural

building blocks of catalyst layers are formed during the processing and application of catalyst inks.

Accelerating the structural characterization at the ink stage is thus crucial to expedite further advances in

catalyst layer design and fabrication. In this context, deep learning algorithms based on deep

convolutional neural networks (ConvNets) can automate the processing of the complex and multi-scale

structural features of ink imaging data. This article presents the first application of ConvNets for the high

throughput screening of transmission electron microscopy images at the ink stage. Results indicate the

importance of model pre-training and data augmentation that works on multiple scales in training robust

and accurate classification pipelines.
1 Introduction

Despite decades of research, the rapid improvement of the
effective electrocatalytic activity and durability of catalyst layers
(CLs) remains a foremost challenge in driving forth the
commercialization of polymer electrolyte fuel cells (PEFCs).1–5

Accelerating the fabrication process and the evaluation of CLs is
crucial in view of two primary goals in PEFC development:
drastically reduce the Pt loading and enable operation at high
current and power density.6–11

Conventional catalyst layers are fabricated from ink-based
recipes that include a solid-state catalyst of Pt nanoparticles
supported typically on a high-surface-area carbon (Pt/C), an
ionomer dispersion (e.g., Naon or Aquivion), and a water–
alcohol mixture as the solvent.12–14 Ink-based methods allow for
the rapid and reproducible manufacturing of membrane elec-
trode assemblies. In ink, Pt/C particles assemble into porous
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agglomerates, with small intra-agglomerate pores (primary
pores, <10 nm) and larger pores (secondary pores, 30–150 nm)
being formed in the inter-agglomerate space.15,16 Ionomer
molecules assemble into a network of skin-type lms that
partially encapsulate agglomerates, with a thin proton-
conducting water lm formed between the agglomerate
surface and ionomer lms. The resulting bi-modal pore size
distribution, as well as the heterogeneous wettability of pore
surfaces determine the liquid water saturation in the CL as well
as other porous fuel cell media, thereby exerting a signicant
impact on PEFC performance.17

Ink-based fabrication affords variations in Pt loading, ion-
omer content, carbon content and type of carbon, the size
distribution of Pt and C particles, wetting properties of pore
walls, the thickness of the applied CL, dielectric properties of
the ink solvent, ink processing conditions, temperature, and
stirring rate. In the past two decades, optimization in this
multidimensional parameter space has been extensively
pursued.18–21 Following ink fabrication, the ink is applied to the
membrane or deposited onto a substrate by a wet-coating
technique to prepare a catalyst coated membrane (CCM) or
membrane electrode assembly (MEA). In combination with the
CL deposition process, the properties of the starting ink deter-
mine the structure, properties and performance of resulting
MEAs.22–26 The correlations among fabrication parameters, ink
ingredients, intrinsic materials properties, microstructure, and
operating conditions are difficult to unravel. Considerable
uncertainty and controversy thus remain regarding the key
descriptors that must be monitored and controlled in the
© 2021 The Author(s). Published by the Royal Society of Chemistry
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manufacturing process of MEAs to deliver cells with optimal
performance.

Progress in CL design is achieved, in large part, through
modication at the materials level. Ultrahigh activities were
obtained by tuning the composition of Pt–Ni alloys and varying
the shape and morphology of nanoparticles, e.g., Pt-based
catalysts with nanocage,27 nanoframe,28 nanowires29 or octahe-
dral30 shapes. Other modication strategies were pursued in the
engineering of the lm thickness, surface morphology, and
surface roughness of extended surface catalysts31 or changing
the support material.32 Local reaction conditions can be
improved by embedding catalysts into different electrodes, such
as ionomer-impregnated porous gas diffusion electrodes or
ionomer-free ultrathin ooded electrodes.33,34

Electron microscopy is the most widely employed charac-
terization method in nanoscience. It provides images at (sub-)
nanometer resolution, including quantitative information
about particle and pore size distributions, crystal structure,
materials morphology, and composition.35–37 Transmission
electron microscopy (TEM) has become a standard imaging
technique to study the microstructure of MEA components
before cell assembly or post-testing.38–42 High-resolution
imaging techniques such as high-resolution TEM (HR-TEM),
high-angle annular dark eld-scanning transmission electron
microscopy (HAADF-STEM), 3D electron tomography, or high-
resolution atomic force microscopy (HR-AFM) have yielded 2D
or 3D images of catalyst layer microstructures in both inks and
deposited layers.43–49 Many useful features in the TEM images of
catalyst layer inks are difficult to distinguish upon visual
examination. These features, however, can be automatically
determined by machine learning algorithms.

Recent advances in autonomous materials fabrication using
lab-scale stationary or mobile robotic systems50–55 demand
a bidirectional and rapid data ow from catalyst fabrication to
ink preparation, CCM fabrication, MEA assembly, and a half or
complete cell design, including testing and in situ/ex situ char-
acterization steps. This article focuses on the subsection of the
discovery pipeline from fuel cell ink to device. In this area, data
workows lack algorithms for extracting information from
imaging data.56 An AI-driven algorithm for rapid image pro-
cessing could assist materials discovery-on-a-chip by improving
the data workow. This approach, complemented by data
acquisition units and physical modeling and by high-
throughput communication with AI-driven processes during
the primary materials design stage, can be utilized for optimi-
zation purposes at all levels from ink to CCM and further to
complete cell or stack.

2 Methods

Our methodical pipeline for TEM image recognition of catalyst
layer inks consists of three steps: (1) data sampling and data
augmentation at multiple scales; (2) making use of a network
model pre-trained on a large generic natural images dataset,
ImageNet, for transfer learning; and (3) training a classier for
ink recognition. In the rst step, the model performance is
evaluated against the prepared xed-scale datasets. In the
© 2021 The Author(s). Published by the Royal Society of Chemistry
second step, model performance is compared with a custom
ConvNet model trained from scratch. Finally, in the last step, we
present a fast and accurate approach for ink classication by
training a logistic regression model on extracted features ob-
tained from transfer learning.
2.1 Dataset preparation

We used TEM imaging data provided by Automotive Fuel Cell
Cooperation (AFCC) for our investigation from two independent
experimental studies of catalyst powder agglomeration with
Naon and Aquivion ionomers employed as hinders. Three ink
powders were studied with Naon ionomer, EA50 I33 ink, F50
I33 ink, and V50 I33 ink (EA – graphitized, F – stabilized and V –

Vulcan carbon support with Pt from TKK, and 33 wt% Naon
ionomer), and three with Aquivion ionomer, EA50 I33 ink, F50E
I33 ink, and V50 I33 ink. Further information about the raw
images and initial processing is provided in the ESI.† The ink
agglomerates encompass multi-scale structural features, which
are, in fact, highly relevant to the physical descriptors of CL
performance and lifetime. As exemplied in Fig. 1(a) at different
magnication levels, these descriptors include the size,
morphology, and distribution of carbon particles and catalyst
nanoparticles, ionomer aggregates, or pore networks. As TEM
images display structural features at different length scales and
resolutions, a ConvNet model's main objective is to extract
these features from the input data effectively. Such features
should make it possible to accurately identify the optimal vs.
non-optimal samples or reliably sort large databases in terms of
the type of material. Therefore, during the training, the input
dataset should be diverse enough to enable the emergence of
such multi-scale structural features in the network.

To prepare a diverse input data space, we employed data
augmentation techniques58 via region proposal algorithms –

primarily designed for the object detection problems.57 Two
different region-specic approaches were employed: (1) a näıve
and relatively inefficient SlidingWindow (SW) technique and (2)
the more efficient Selective Search (SS) algorithm.57 By
comparing the two approaches, we aim to demonstrate the
effectiveness of using the latter. Given the high-resolution TEM
ink data at large length scales (200–500 nm), these methods also
generate many of examples for training and validation purposes
required in the deep learning model development. Before
applying the region-specic approaches, the images in each
class were split into training and hold-out sets; this ensures no
leakage between the two sets (see ESI† for details).

As shown in Fig. 1(b), to sample the imaging data using the
SW approach, varying window sizes of 100 � 100, 200 � 200,
300 � 300, and 500 � 500 pixels were slid over the raw ink
images (see ESI†). This was performed both on the training set
and the hold-out set. At each stop of the window, the corre-
sponding xed-scale image patch was extracted. This window
was initiated at the top le of each image and moved 25-pixel
steps to the right before moving back to the lemost edge. Aer
these steps, the window was moved down by 25 pixels, and this
whole procedure was repeated. The main drawback of this
technique is that it does not discriminate between parts of the
RSC Adv., 2021, 11, 32126–32134 | 32127
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Fig. 1 (a) An example of real-world images of catalyst ink agglomerates at different magnification levels or resolutions. (b) Representation of the
sliding window technique to sample fixed-scale patches from high-resolution TEM images of catalyst inks. (c) Representation of the selective
search algorithm57 to sample patches from high-resolution TEM images of inks based on hierarchical grouping of similar regions such as color,
size, texture, and shape compatibility.
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images that contain the agglomerates from those that are
mostly part of the background, which leads to creating a noisy
training set. Moreover, the choice of the aspect ratio of sliding
window is arbitrary; this can diminish the ability to extract
useful features.

To address the rst issue and lter out images with a high
amount of background, only those images in which the mean
grayscale value of the pixels is lower than 115–155 were saved,
depending upon their respective classes (the possible values for
the pixels range from 0 (black) to 255 (white)). This was per-
formed because the agglomerates are signicantly darker than
the background, where the lower values of the pixels correspond
to a darker tone. Therefore, a lower mean pixel value of an
image generally corresponds to a more signicant proportion of
the image being occupied by the agglomerates. Aer this initial
step, the images were further inspected to remove images
containing a large amount of background. As for the second
issue, we used various window sizes as described above.
Therefore, in our rst approach to creating the dataset, we
combined several xed-scale extracted patches using the SW
technique, which is inefficient.

As shown in Fig. 1(c), we employed the selective search
algorithm as the second approach for data augmentation and
extracted patches from the high-resolution ink images.57

Selective search is a region proposal algorithm designed to
localize possible object locations in the input image based on
the hierarchical grouping of features and regions subject to the
similarity of diverse factors such as the color, texture, lighting
conditions, and composition – referred to diversication.
32128 | RSC Adv., 2021, 11, 32126–32134
Selective search has outperformed several previous region
proposal algorithms in execution time, repeatability, proposal
recall, detection, and mean average precision.59 On our dataset
it also resolved both issues with the SW approach: the unde-
sired background patches and the lack of variability in the
aspect ratio of the extracted images. This is because SS aims to
select the image parts containing agglomerates at different
scales and with varying sizes.

Full implementation of the SS algorithm is available in
Python, which includes three modes according to various
diversication strategies explained in the original paper.57 For
our dataset preparation, the SS in the mode ‘quality’ was
applied to each high-resolution ink image in the initially sepa-
rated training and hold-out sets. We discarded patches whose
length or width was under 100 pixels from this dataset due to
their relatively low resolution. Moreover, the ratio between the
height and the width or between the width and the height was
also calculated; all images with one ratio greater than two were
discarded. From these resulting ltered images, about 2000
images for the training set and 2000 for the hold-out set were
selected for each class (see Table 1 in the ESI†). It was now
ensured that the selected images were sourced in roughly equal
proportions.
2.2 ConvNets for image classication

In a typical ConvNet architecture for classication,60 we provide
as input an image and predict as output the probability distri-
bution over possible classes, which sums up to 1. An image is
a 3D tensor (row � column � channel). The ConvNet performs
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 (a) Architectures of the custom network trained from scratch in
this study (b) that for the mini-VGG pretrained model on ImageNet
dataset employed for transfer learning for the catalyst ink image
classification.
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a set of convolutions by sliding over spatial locations of the
image and applying learnable kernels (lters or feature detec-
tors) to generate transformed representations known as acti-
vation maps that can be interpreted as signaling for particular
learned features. Activation maps in hidden layers are as well
organized in 3 dimensions. The activation maps have smaller
spatial dimensions but larger depth in channel dimension than
the original input image. Each activation map channel learns to
respond to certain features of the image. As we go deeper into
convolutional layers, lters become more complex, reecting
high-level features in the image.61 For example, in the rst
convolutional layer channels, may detect low-level features like
edges, while second layers may detect various edge composi-
tions and so on. For most ConvNets, the convolution operations
are oen followed by applying activation functions and pooling
operations. Activation functions, such as Rectied Linear Units
(ReLU), introduce simple non-linearities into the layer-wise
signal transformation that are essential for sufficient model
expressiveness while helping to avoid vanishing gradients
during model optimization. Pooling constitutes a down-
sampling process that operates over each activation map inde-
pendently, creating a smaller activation map. The max-pooling
operation (pooling the maximum pixel value) is common
alongside average pooling. Flattening or global average pooling
are also applied to convert multiple feature maps to a single
vector representation used as an input for a fully connected
layer or classier in the last step.61

Aer a series of the convolutional layers, fully connected or
global pooling layers are applied to generate a 1D feature vector.
A classier is then applied to generate the probability distri-
bution over each class. In order to classify the image, the class
corresponding to the largest probability value is taken. Once the
class probability distribution is generated based on the current
ConvNet weights, loss signaling mismatch between the network
output and true class assignments is computed. Back-
propagation is then applied to compute the gradient of the loss
function for each weight in every kernel, and the weights are
modied to minimize the loss function.

Due to the high amount of training data, time, and compu-
tational resources required to train a ConvNet model from
scratch, transfer learning is usually adopted, especially when
data is limited, where a pre-trained model is used to extract
useful generic features from the image and enable learning. For
instance, a pretrained model can be trained on a large generic
natural image dataset to solve a classication problem. In our
work, we employed the VGG16 model trained on the ImageNet
dataset.62 For our dataset, we found that only the rst four pre-
trained convolutional layers of VGG16 in conjunction with the
corresponding max-pooling layers are sufficient for accurate
classication (mini-VGG). The employed architectures are
shown in Fig. 2.

3 Results and discussion

The dataset was prepared for the six sample classes EA, F, and V
support in Naon and Aquivion. The overall steps to train and
evaluate a ConvNet model aer splitting and preprocessing the
© 2021 The Author(s). Published by the Royal Society of Chemistry
data include: (1) choosing the network architecture, (2) initial-
izing the weights, (3) nding a learning rate and regularization
strength, (4) minimizing the loss function and monitoring the
progress, and (5) evaluating the model on the hold-out set.

To set a benchmark for our study, a relatively shallow custom
ConvNet was constructed, shown in Fig. 2(a). Next, we evaluated
various scenarios for the training and the hold out sets. Fig. 3
shows the learning curves (validation accuracy vs. epoch
number) of the different combinations. In the rst case, when
the network is trained on xed-scale extracted patches of 100 �
100 using SW, it performs poorly on the hold-out set generated
using SS. In this case, the validation accuracy did not increase
above z25% indicating signicant overtting for the model.
Training our custom network on the dataset generated from
SW, including 100 � 100, 200 � 200, and 300 � 300 patches,
increased the validation accuracy to z70% on the SS generated
hold-out set. This already suggests the importance of applying
zoom-in and zoom-out data augmentation in the training
phase.63 Additionally, training on 100 � 100, 200 � 200 and 300
� 300 and 500� 500 patches further improved the performance
to z75%.

If we train the network on the latter dataset from SW and test
it on the SW generated hold-out set, the accuracy increases to
90%. This is expected because, as discussed SS selects patches
at a different aspect ratio from SW. Therefore, it is not
surprising to see an increased accuracy byz15% when both the
training and hold-out sets have similar aspect ratios. On the
other hand, our best validation accuracy was obtained when we
trained our custom network on the SS generated dataset. In this
case, irrespective of how we prepared the hold out set (using SW
or SS), a validation accuracy of z95–97% was achieved. This
suggests that, given a set of high-resolution ink images at a large
length scale, SS can be effectively used to prepare training
examples for the training of the robust and accurate ink clas-
sication models.

A quicker approach was conducted, in which features were
extracted from the rst four convolutional layers of VGG16
(Fig. 2(b)), and then the feature vectors were used to train
a logistic regression model for classication. Here, the rst four
RSC Adv., 2021, 11, 32126–32134 | 32129
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Fig. 3 The learning curves for the validation accuracy of different
training and hold-out sets considered in this study (SW: sliding
window, SSA: selective search algorithm).

Fig. 4 The confusion matrix obtained for the classification of inks in 6
different sample categories using extracted features from the pre-
trained mini-VGG model followed by logistic regression as the
classifier.

Table 1 Inner-class evaluation of the logistic regression classifier on
the hold out set; features were extracted by pre-trained mini-VGG
backbone architecture. Values in parentheses correspond to the
custom model trained from scratch

Type Precision Recall F1-Score Num images

Aquivion-EA50 1.00 (0.96) 0.98 (0.96) 0.99 (0.96) 1869
Aquivion-F50E 0.98 (0.96) 0.99 (0.95) 0.99 (0.95) 1890
Aquivion-V50 0.99 (0.95) 0.99 (0.97) 0.99 (0.96) 1921
Naon-EA50 1.00 (0.96) 1.00 (0.96) 0.99 (0.96) 1863
Naon-F50 1.00 (0.96) 0.99 (0.95) 1.00 (0.95) 1882
Naon-V50 0.98 (0.95) 1.00 (0.94) 0.99 (0.95) 1607
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convolutional layers of the pre-trained VGG16 model were
extracted along with two corresponding max-pooling layers. At
the end of the last layer, a global average pooling layer was
added to obtain a feature vector. The training and validation
images were passed through the network, and the resulting
feature vectors (128 entries per vector) were saved into NumPy
arrays. The features extracted from the training set were then
used to t a logistic regression model much faster than training
neural networks. Next, the labels of hold-out set were predicted
and compared with the true labels. Fig. 4 shows the normalized
confusion matrix for the logistic regression classier trained on
the extracted features from the pre-trained mini-VGG model.
The x-axis shows the predicted labels, and the y-axis shows the
true labels. The nearly diagonal matrix indicates the high
accuracy of the model in the classication of the six considered
classes.

Table 1 compares the corresponding classication report in
each class obtained from the pre-trained network with that from
the custom network. Here, accuracy measures true positive and
true negative classications over the sum of true positive, true
negative, false positive, and false negative. Precision is dened
as the number of true positive (correctly labeled) classications
over the total true positive and false positive classications.
Recall is dened as the number of true positive classications
over the total number of true positives and false negatives. F1-
Score is the harmonic mean of precision and recall,

F1 ¼ 2� precision� recall

precisionþ recall
(1)

The transfer learning approach was found to be swi and led
to more accurate predictions, as summarized in Table 1. Thus,
we conclude that preparing the training set with SS followed by
employing a pre-trained model for feature extraction and
training the logistic regression model for classication was
a fast and accurate process for this problem.

Gradient-weighted Class Activation Mapping (Grad-CAM)64

was employed to visualize the critical regions based on which
32130 | RSC Adv., 2021, 11, 32126–32134
our ConvNet model predicts the class of the ink agglomerates. It
employs the class-specic gradient information from the last
convolutional layer to produce class-discriminative activation
maps. Highlighting these regions makes it easier to interpret
how the ConvNet model interacts with ink images for classi-
cation. Fig. 5 shows samples from each of the six different
classes considered in our study, along with their class-
discriminative localization maps. First, it is essential to note
that the model does not predict the class based on unwanted
noise or the background color. It investigates the relevant
regions of the image, such as the edges of agglomerates where
ionomer could be localized, the shape of the carbon agglom-
erates, the primary pores, and the Pt nanoparticles. As these
features are highly relevant to the structure-function-property
relations of catalyst layers in PEFCs, ConvNets can be consid-
ered highly promising for identifying optimal ink
microstructures.

To show the efficacy of ConvNets for the classication of
inks, a further in-depth analysis was performed to compare the
structural characteristics of V50, F50, and EA50 catalyst inks
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Grad-CAM visualization of the trained custom network64 indicating the regions where ourmodel interacts with ink images to classify them
into six different sample categories.
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with Naon. Comparisons were made by conventional image
processing using ImageJ soware.65 Images were processed to
segment the catalyst agglomerates and determine the surface
© 2021 The Author(s). Published by the Royal Society of Chemistry
area of agglomerates' 2D projections. The total number of
analyzed agglomerates was 400 for each sample. Features
smaller than the smallest carbon particle determined from the
RSC Adv., 2021, 11, 32126–32134 | 32131
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Table 2 Comparison of C support and Pt particle/agglomerate size
from 2D TEM images

Type
C particle size
in Pt/C (nm)

Pt particle
size (nm)

Naon-V50 38 � 10 2.5 � 0.5
Naon-F50 21 � 5 2.9 � 0.5
Naon-EA50 21 � 6 3.3 � 0.9
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2D TEM image analysis for each catalyst were considered noise
and removed from the analysis (e.g., smaller than 28 nm for
V50, 16 nm for F50, and 15 nm for EA50). For comparison, the
number of catalyst particles per agglomerate was estimated by
dividing the total area of the agglomerate by the area of the
smallest particle. As shown in Fig. 6(a), V50 comprises the
largest agglomerates (with 100–150 particles), compared to F50
and EA50. F50 has mostly the agglomerates of middle size (with
5–80 particles), compared to V50 and EA50. EA50, on the other
hand, consists of very large agglomerates (>180 particles)
compared to V50 and F50. On the other hand, V50 and EA50
have the smallest agglomerates (<5 particles) compared to F50.
A comparison of the agglomerate size distribution of different
samples based on the 2D area size of the agglomerates is
provided in Fig. 6(b). Table 2 reports the Carbon and Pt average
particle size and standard deviation for each catalyst powder.
While V50 has larger C particles compared to F50 and EA50, the
average Pt particle size is smaller for V50 as compared to F50
and EA50.

Overall, this study presents a rst attempt to use ConvNets to
classify the 2D TEM images of catalyst layer inks accurately.
Understanding how ConvNets learn from these imaging data is
a key to develop robust models for swi and accurate charac-
terization workows. Structural quantication using for
example particle or pore size distributions can also be achieved
by developing deep learning-based segmentation models,
a topic of ongoing research in our group. Systematic experi-
ments should accompany deep learning-based model develop-
ment CLs' image processing to generate benchmark imaging
datasets. Having a statistically representative dataset will
further provide essential input for ConvNets to unravel the
complex structure-property-function relations. Once trained
over various fabrication formulations, operating criteria, and
testing conditions, the presented approach based on ConvNet-
based models can be used as a practical guideline for rapid
screening and optimizing the catalyst ink compositions.
Fig. 6 Agglomerate size distribution for V50, F50, and EA50 with Nafion
based on 2D area size of agglomerates. A total number of analyzed agg

32132 | RSC Adv., 2021, 11, 32126–32134
4 Conclusions

The presented work demonstrated an application of deep
learning models based on convolutional neural networks for
high throughput screening of transmission electronmicroscopy
images of catalyst layer inks in the polymer electrolyte fuel cells.
Results suggest that convolutional neural networks can signif-
icantly improve the efficacy of knowledge mining and analyses
of ink imaging data by extracting relevant structural features
that are difficult to distinguish upon visual examination. It was
shown that robust and accurate models should be built upon
data augmentation techniques to prepare diverse input data of
the ink images at multiple scales. These features comprise
crucial structural characteristics such as particle and pore size
distributions and the ionomer cluster size distribution, which
are related to catalyst layers' performance and lifetime. Indeed,
visualizing the activation maps from the last convolutional layer
of the trained models indicated that the class-discriminative
features are extracted from the relevant physical descriptors.
This would suggest that the convolutional neural networks are,
for example, capable of rapid discrimination between optimal
from non-optimal samples.

While we specically discussed the results for the catalyst
layer ink in polymer electrolyte fuel cells, the algorithms
themselves are generic. They can be trained for similar
, (a) represented through the number of particles per agglomerate, (b)
lomerates for each sample is 400.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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fabrication processes, e.g., recognition of the slurry during
fabrication of Li-ion electrodes. In the latter case, the algo-
rithms will learn a different set of correlation factors and
dependencies that govern the related structure–function
relationships.
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