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istance for the use of
electrochemical impedance spectroscopy analysis
in materials chemistry

Nadia O. Laschuk, * E. Bradley Easton and Olena V. Zenkina *

Electrochemical impedance spectroscopy (EIS) is a highly applicable electrochemical, analytical, and non-

invasive technique for materials characterization, which allows the user to evaluate the impact, efficiency,

and magnitude of different components within an electrical circuit at a higher resolution than other

common electrochemical techniques such as cyclic voltammetry (CV) or chronoamperometry. EIS can

be used to study mechanisms of surface reactions, evaluate kinetics and mass transport, and study the

level of corrosion on conductive materials, just to name a few. Therefore, this review demonstrates the

scope of physical properties of the materials that can be studied using EIS, such as for characterization

of supercapacitors, dye-sensitized solar cells (DSSCs), conductive coatings, sensors, self-assembled

monolayers (SAMs), and other materials. This guide was created to support beginner and intermediate

level researchers in EIS studies to inspire a wider application of this technique for materials

characterization. In this work, we provide a summary of the essential background theory of EIS, including

experimental design, signal responses, and instrumentation. Then, we discuss the main graphical

representations for EIS data, including a scope of the foundation principles of Nyquist, Bode phase angle,

Bode magnitude, capacitance and Randles plots, followed by detailed step-by-step explanations of the

corresponding calculations that evolve from these graphs and direct examples from the literature

highlighting practical applications of EIS for characterization of different types of materials. In addition,

we discuss various applications of EIS technique for materials research.
Introduction

Materials science is a rapidly growing eld greatly applicable in the
areas of petrochemicals, nanotechnology, plastics and coatings,
and energy storage and harvesting, just to name a few.1 Electro-
chemical impedance spectroscopy (EIS) is a rapid, highly effective
and non-invasive analytical electrochemical technique widely
applied for the analysis of conductive materials. EIS compares the
input of sinusoidal potential, leading to current, with the output
current and potential.2 As a result, EIS enables the evaluation of the
impact, efficiency, and magnitude of different components within
an electrical circuit, called the circuit elements. EIS offers higher
resolution than other common electrochemical techniques such
as cyclic voltammetry or chronoamperometry.3 For comprehensive
electrochemical measurements, it is the prevailing technique
capable of evaluating kinetics and mass transport behavior,4–7

determining diffusion coefficients7,8 and rate constants,9–11 char-
acterizing corrosion processes,12,13 elucidating the mechanisms of
the reactions occurring on the surface of the electrode,14 and
Oshawa, ON, L1G 0C5, Canada. E-mail:
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the Royal Society of Chemistry
providing the surface coverage,9,11 just to name several of the vast
capabilities.

Compared to other electrochemical techniques, EIS
measurements effectively differentiate between resistance (R)
and capacitance (C), and this allows for the separation of the
diffusion processes from other physiochemical processes in the
circuit. EIS allows unambiguously distinguish between resis-
tance and capacitance since the resistance of the system is
independent of the frequency (f) for the alternating current
(AC), but capacitance is inversely dependent on it.8,15 This is
hardly possible using other electrochemical techniques because
they get combined signals of capacitance and resistance, and
separation is extremely tedious.

While some electrochemical techniques like CV and chro-
noamperometry are routinely employed for the characterization
of new materials, utilizing EIS for materials characterization is
still less common in the literature. Even when EIS data is re-
ported, in-depth analysis of the data is oen missing, and the
full utility of the technique is overlooked. Thus, this review is
aimed to serve as an all-in-one guide for materials science
researchers and electrochemists to introduce the EIS technique
to new users and provide advanced knowledge on this method
of analysis. While some very interesting specialized reviews are
reporting on practical applications of EIS for bioanalytical
RSC Adv., 2021, 11, 27925–27936 | 27925
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Fig. 1 (A) Graphical representation of the equations E(t)¼ jE0j sin(ut) +
Eapp and I(t) ¼ I0 sin(ut + 4), depicting their time dependence. (B) E(t)
graphically presented on the same axis of rotation as I(t) to make visible
the phase angle (4)'s impact on the time-scale position of I(t)
compared to E(t).
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applications,16 to understand structure/performance relation-
ships of metal oxides,15 and porous electrodes,8 the main goal of
this manuscript is to bridge the gap that currently exists
through a clear explanation of key terms and analysis, which are
commonly not dened/explained within research manuscripts.
Here, we review EIS techniques and highlight numerous prac-
tical applications within materials science, such as for analysis
of self-assembled monolayers (SAMs),9,17,18 supercapacitors,19–22

dye-sensitized solar cells (DSSCs),23,24 conductive coatings,25–27

sensors,28,29 porous electrodes for different applications,30–32

and other “smart” materials.7,33,34 Very recent exciting literature
examples that applied EIS to characterize, optimize or fully
understand the performance of the material include analysis of
on-skin or wearable sensors,35,36 “green” microbial fuel cells,37

and biosensors of SARS-CoV-2 antibodies.38,39 Notably, there are
different methods to illustrate and analyze EIS measurements.
The two most common graphical methods: Nyquist plots and
Bode plots, are hereby described, and are compared to other
procedures of the EIS analysis.

Introductory theory
Impedance

Impedance (Z, reported inU using SI units) refers to the amount
of the opposition to current (I) ow that takes place under
applied voltage within an electrical circuit. For the faradaic
heterogeneous reaction where the charge transfer takes place at
the surface of the electrode, the change in the impedance is
a result of the adsorption of reacting species, diffusion of ions,
and charge transfer by the redox species. It is impacted by the
nature of the electrode-solution interface, electrolyte,
morphology, and composition of the electrode materials.14

EIS circuit responses

The EIS responses arise from the AC in a circuit while controlling
the frequency (f) in Hz over the AC perturbation. The most
common measurements record the current response by altering
the frequency of a sinusoidal voltage (E) perturbation super-
imposed over a selected direct current (DC) voltage, called the
applied bias (Eapp). The relationship in eqn (1) follows Ohm's law
(V¼ IR) where u is the angular frequency (s�1) calculated u¼ 2pf.

ZðuÞ ¼ EðtÞ
IðtÞ (1)

To get the most reliable results, the applied frequency
should cover a large range, such as from 1mHz to 100 kHz. This
will induce a change to the observed amplitude abiding by the
relationship described in eqn (2) where jE0j is an amplitude that
Eapp is controlled over (e.g. �5–10 mV).15

E(t) ¼ Eapp + jE0j sin(ut) (2)

Eqn (2) gives the response of E(t) that is linearly dependent
on I(t). It follows the Butler–Volmer model (eqn (3)) where I0 is
the exchange current, a is the transfer coefficient for electron
exchange, h is the overpotential from the equilibrium potential
27926 | RSC Adv., 2021, 11, 27925–27936
(E � Eq), n is the number of electrons transferred, T is the
temperature in Kelvin, F is the Faraday constant, and R is the
gas constant.40

I ¼ I0

�
e
�anF
RT

h � e
ð1�aÞnF

RT
h
�

(3)

The current response correlates to the frequency, but expe-
riences a phase shi with a magnitude that depends on the
specic circuit's elements, where a phase shi is a horizontal
translation on a sinusoidal axis. The size of this shi gives the
phase angle (4) following eqn (4).

I(t) ¼ jI0j sin(ut + 4) (4)

The process will repeat over the frequency range for different
applied biases. The length of the measurement will depend on
the frequency range, and Eapp step size.15 The relationship
between E(t) and I(t) is graphically presented in Fig. 1. Here,
Fig. 1A shows the vertical translation of the E(t)'s sinusoidal
curve caused by the application of Eapp. The I(t) does not
© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1ra03785d


Review RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
A

ug
us

t 2
02

1.
 D

ow
nl

oa
de

d 
on

 1
/2

0/
20

26
 4

:1
0:

28
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
experience this vertical translation, but its position is translated
horizontally by 4. Thus, the wave for I(t) trails behind E(t), which
is drawn on the same axis of rotation for clarity (i.e. E(t) � Eapp)
in Fig. 1B.
Circuit elements

The physical processes involved in the electrochemical reaction
can be represented by typical AC circuit elements. The presence
and magnitude of each circuit element provide specic infor-
mation about the physicochemical behaviour of the circuit. The
most frequently encountered circuit elements of an AC circuit
are the resistors and capacitors, where a circuit can include any
number of these.40 There are different types of resistance,
however, the four most prevalent are the ionic resistance (Rion),
electronic resistance (Relec), bulk electrolyte (solution) resis-
tance (RS), and charge transfer resistance (RCT). Rion and Relec

account for the opposition to ionic and electronic movement
within the structure of the electrode, respectively. RS is the
resistance between the working electrode (WE) and reference
(RE) (note: in a 2-electrode cell, the counter electrode (CE) serves
as the RE).17 RCT is the electron transfer resistance across the
electrode–electrolyte interface.11 Furthermore, the double-layer
capacitance (Cdl) gives the specic capacitance at the interface
of the electrolyte with the electrode, and is characterized by the
non-faradaic charge that arises from the surface, either from the
solid/solid, solid/liquid, or liquid/liquid interface (depending
on the nature of your electrode). Inductors (L) are less
commonly encountered in EIS circuits, however, they may be
required to fully describe the circuit. Inductance occurs as
a result of close contact of metal surfaces, such as between
metallic materials or leads, and has the opposite relationship to
frequency compared to the capacitance.15,40

AC circuits are represented by circuit models, which are
diagrams that highlight the components of the individual
circuits. For example, the behavior of the very simple AC circuit
with no faradaic process represented on Fig. 2A is close to the
behavior of an ideal circuit. Conversely, Fig. 2B represents
a circuit for a system with a faradaic process.2 A faradaic process
is charge transfer across an interface due to redox reactions,
where the transferred electrons can be injected or be withdrawn
from the electrodes.41
Performing measurements

To measure EIS, a standard electrochemical cell device design
can be applied, as commonly used for many electrochemical
experiments. For example, a 3-electrode cell device requires the
Fig. 2 Sample simple circuits: (A) without faradaic process and (B) with
a faradaic process.

© 2021 The Author(s). Published by the Royal Society of Chemistry
sample in a cell with electrolyte, a WE, CE and RE.42 A schematic
set-up and detailed procedures for performing a 3-electrode cell
electrochemical measurement are elsewhere reviewed.43 Clas-
sically, measurements are recorded by pairing a potentiostat to
an impedance/gain-phase analyzer, (for example a Solartron
1250/1255/1260 series frequency response analyzer). The func-
tion of an impedance/gain-phase analyzer is to record a sinu-
soidal response of the impedance of a circuit as a function of
time at the wide range of changing frequencies. The researcher
can make a number of customizations, such as choosing the
initial and nal frequency values, the interval frequency value,
and the number of points recorded. The equipment is able to
record the phase shi that takes place between the input and
output signals, and then aer each frequency step. Method-
ology varies between instruments, but an example pathway for
a signal would proceed as follows: the impedance/gain-phase
analyzer has a sinusoidal generator that creates frequency
sweeps, a peak detector measures the amplitude of the signal,
and a phase detector measures the phase shi between two
signals. The instrumental design requires the computer to
communicate to the instrument through a microcontroller. The
instrument will pass a sinusoidal signal through the sample
cell, and the outcome is measured. In operation, the researcher
instructs the program to perform a frequency sweep and
a digital-to-analog converter changes this input into a voltage
value, which in turn controls the output frequency of the
sinusoidal signal. This signal is maintained until a designated
steady-state value is reached. Once at steady-state, a voltage
reading of the peak detector and the phase detector is sent to
the computer through an analog-to-digital conversion. This
cycle continues until the sweep ends, either by the program or
the operator.44

Notably, newer instruments are now accessible which inte-
grate digital signal processors into one potentiostat component,
and do so at a greatly reduced cost, making impedance an
accessible technique. For example, the BioLogic© Impedance
analyzer has the capability to measure the impedance in one
integrated device. This is different to the previous technologies,
which required the analyzer to be coupled with a potentiostat
for operation.

Modelling of EIS data

It is common for researchers who are new to EIS studies to face
difficulties with data analysis and correlated calculations, which
are comparatively more difficult and time-consuming than
actual experimental set-up andmeasurements. To overcome the
difficulties, a discussion on modeling and different graphical
representations and analysis of EIS data is hereby discussed.

To start the analysis of the EIS measurement, the data
should be opened in the specialized soware† and tted to
a suitable equivalent circuit model where the goal of curve
tting is to get the best correlation between experimental data
points and themodelled curve, and the accuracy of the t can be
† Typical impedance analysis soware includes Scribner©'s ZView® with ZPlot®,
and similar soware from Biologic©, Gamry©, and Pine Instruments©.

RSC Adv., 2021, 11, 27925–27936 | 27927
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Fig. 3 Randles equivalent circuit model.

Fig. 4 Transmission line model (TLM) of a porous working electrode.
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evaluated using chi-squares or the error distribution versus
frequency.45 To do this, a circuit model has to be composed
using circuit elements in a sequence that describes the AC
circuit (examples of simple circuits with or without the faradaic
process within the system are shown in Fig. 2). Equivalent
circuits abide by Kirchoff's laws that permit the determination
of the magnitude of individual components within a circuit.
Due to the complexity of the functions, utilization of the
specialized soware designed for EIS data analysis is recom-
mended.15 The correlation between the used circuit model and
the EIS data was previously discussed elsewhere.46

The “Randles equivalent circuit model” is a model
commonly applied to many conductive surfaces (Fig. 3). From
the Randles circuit t, the magnitude of the previously intro-
duced circuit elements can be extracted: RS, RCT, Cdl. Addi-
tionally, there is the Warburg impedance (ZW) which is also
called the impedance of diffusion or mass-transfer term and is
a parameter that becomes signicant in magnitude when
a diffusion-controlled electron transfer process is present.47 In
the Randles circuit, Cdl is sometimes substituted with
a constant-phase element (Q), abbreviated CPE, to compensate
for non-ideal capacitor behaviour that occurs due to non-
homogeneity of the surface at the double-layer inter-
face.9,18,45,48,49 The CPE is impacted by surface roughness,
chemical inhomogeneity, and a heterogeneous electrode–elec-
trolyte interface caused by ion adsorption.50

The magnitude of the circuit elements can provide unique
information about the conductive material under investigation,
such as estimate the effectiveness of electrode material
enhancements,21,22,51 indicate the presence and magnitude of
the corrosion processes,26,52,53 or evaluate the suitability of the
experimental operating conditions and design.28 For example,
EIS data was recently used to probe the extent of the degrada-
tion of electrochromic devices created with different CEs. In a 2-
electrode cell set-up, there is no external RE (but the CE can
serve as a pseudo-reference for some materials), and therefore
the stability of the CE is critical to minimize potential dris
across the device and reduce polarization of the CE. In this
work, the impedance of the device was measured before and
aer 3000 cycles of durability testing. The Randles circuit model
was applicable for the device created with a non-porous CE.
Thus, the magnitude of RCT was extracted before and aer the
long-term cycling to probe specic information about the
inuence of the nature of the CE on the rate of device degra-
dation.52 Notably, EIS allowed early in situ monitoring of the
degradation processes within the system.

While the Randles circuit diagram is commonly used, the
applied equivalent circuit model largely depends on the nature of
27928 | RSC Adv., 2021, 11, 27925–27936
the conductive material. Proper representation of many electro-
chemical systems oen requires more detailed diagrams than the
Randles circuit to obtain a reasonable t.12,17,45 In addition, the
selected elements of the circuit model should represent mean-
ingful parameters and processes of the systemunder investigation.
A circuit model could provide a mathematically accurate t (as
evaluated by chi-squares or the error distribution versus
frequency), but the results will not be valid if the circuit elements
of the model do not provide a realistic physical representation of
the sample.15 The soware for viewing and modelling of the
impedance data is able to present the data in both Nyquist and
Bode plot format (vide infra).

Furthermore, one equivalent circuit may not be encom-
passing for EIS measurements of the same material under
different conditions. For example, Sampath et al. used EIS to
study the suitability of NiPS3 nanosheets for humidity sensing.
When the measurements were recorded below 45% of relative
humidity, the EIS data could be tted to a simple equivalent
circuit composed of a resistor (RCT) and CPE elements con-
nected in parallel. However, above the threshold of 45% relative
humidity, an additional CPE had to be added to the circuit
model to compensate for the substantial change of the
conductivity of the sensor with increasing relative humidity.28

Therefore the suitability of the circuit model depends not only
on the nature of the system but also on the physical and
chemical conditions of the measurements. For EIS analysis of
thick and porous electrodes, the transmission-line model (TLM)
(Fig. 4) sometimes appears as the best equivalent circuit model,
and is oen applied for supercapacitors, fuel cells, lithium ion
batteries,54 and conducting polymers.55 For example, in the
previously mentioned example, Ahmad et al. demonstrated that
to describe the electrochromic device with the non-porous CE,
the Randles circuit model showed the best t (based on the
shape of the Nyquist plot), while the TLM was required repre-
sent the same material in the device with porous CE.52
Graphical analysis of EIS data
Nyquist plots

The “Nyquist plot” (also named as complex plane plot or Argand
diagram) is most frequently applied in the literature, oen due
to its simplicity and best visibility. From the appearance of the
Nyquist plot, one could estimate the nature and stability of the
system without any additional calculations. A Nyquist plot is
constructed by plotting the real part of impedance (Z0 or ZRe) on
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 (A) Nyquist plot with key regions labelled. (B) Expansion of Nyquist plot region 2 with typical observed Warburg impedances occurring for
different types of electrode materials. Inset of (B) shows how Nyquist plot would appear when displaying capacitive behaviour. (C) Calculation of
RS using a linear line fit of the Warburg region.
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the x-axis and the negative value of the imaginary part of
impedance (Z00 or ZIm) on the y-axis, where the negative sign is
required to keep the graph in the rst quadrant of the Cartesian
plane. This abides by the relationship described in eqn (5)
where jZj ¼ (Z02 + Z002)1/2 and 4 ¼ tan�1 (Z00/Z0).3,15,40

Z(u) ¼ jZj(cos(4) � j sin(4)) ¼ Z0 � jZ00 (5)

As illustrated in Fig. 5A, the Z0 axis has an inverse relation-
ship to the frequency, meaning that high applied frequency
values appear on the le of the diagram and they decrease
moving right along the x-axis. Each data point in the Nyquist
diagram represents a different frequency value.15 The Z0 and Z00

axis may be standardized by multiplying on the geometric
surface area of the working electrode, yielding area-specic
resistance and impedance values (e.g. with units of U

cm2).3,56–58 This enables direct comparison of the EIS response
of electrodes with different areas.

The Nyquist plot begins with the area of limited diffusion
due to the high applied frequencies, and as a result, only charge
transfer processes remain.59 Here, the x-intercept is equal to the
magnitude of RS, and is viewed as a horizontal translation along
the Z0 axis on the Nyquist plot.60 From this position, a semicircle
region begins, which is an effect of the current passing through
both Cdl and RCT. For materials with kinetically fast charge
transfer, the diameter of the semicircle is very small (and vice
versa). RCT can be extracted as the diameter of the rst semi-
circle within the Nyquist plot. The magnitude of this parameter
is obtained from the equivalent circuit model.61,62 In the mid-
frequency region where maximum Z00 is observed, the
frequency (fmax) gives the time constant (srxn) of the electro-
chemical reaction using eqn (6), and this constant is an indi-
cator of how fast the electron transfer process is.3,40,59

umax ¼ 1

RCTCdl

¼ 1

srxn
(6)

While one semicircle is most commonly observed, two or
three semicircles are possible at lower frequencies, which
© 2021 The Author(s). Published by the Royal Society of Chemistry
represents multiple independent components that contribute
to the overall impedance of the material.5,63 For example,
a second arc at lower frequency region can take place from
adsorption and desorption processes of ions at the electrode–
electrolyte interface.14

As the frequency decreases, there is a second region where
diffusion of charge at the electrode–electrolyte interface begins
to thrive,19,59 and mass transfer of the redox species to and from
the interfacial region becomes substantial.3 The Nyquist plot
will display a characteristic oblique line with a 45� angle beyond
the arc from region 1 known as the “Warburg region”. The
frequency range of the Warburg region depends on the material
being analyzed, such as occurring at high frequencies for fuel cells
demonstrating no charge transfer arc,58,64 but happening at low
frequencies for conductive supports with a charge transfer region.4–6

For the Warburg region, derivations from this ideal case of 45� are
possible including variations to the angle (35�–55�) and nonline-
arity, which can be a result of non-ideal behavior within the
system.5,8 When the Warburg region continues to extend as a 45�

linear line, it is called “semi-inniteWarburg impedance”. However,
Nyquist plots can also depict “nite spaceWarburg impedance” and
“nite-length Warburg impedance” (Fig. 5B). The nite space War-
burg runs parallel to the Z00 axis, and is dened as pure capacitance.
Contrary to this, the nite lengthWarburg becomes purely resistive.
These different characteristic features of Nyquist plots dene the
applied equivalent circuit model,4 and the positioning of the War-
burg region on the plot. For the best visualization, it is wise to design
theNyquist plot in 1 : 1 aspect ratio for the x- and y-axis, to retain the
semicircular shape of the charge transfer resistance arc and the 45�

character of the Warburg region.14,17,45,65

Nyquist plots are oen applied to study the performance of the
electrochemical sensors and biosensors. This is typically done by
monitoring the dependence of RCT of the system on the analyte
concentration, conditions of the experiment or the architecture of
the sensor. For example, the work of Ortiz-Aguayo et al. utilized the
Nyquist plot to create a sensor demonstrating high affinity and
specicity for the lysosome (Lys) protein. For this, changes of RCT
values were monitored for different architectures of the sensing
RSC Adv., 2021, 11, 27925–27936 | 27929
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Fig. 6 Diagram of the partial charge blocking across a SAM on a conductive substrate where (A) demonstrates the SAM layer formation with
increasing surface coverage, and (B) gives the correlated Nyquist diagram.
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electrodes: the electrode capable of only protein blocking with
polyethylene glycol (PEG) and the system that was additionally
incubated with Lys protein. The Lys-exposed sample demonstrated
higher values of RCT compared to RCT for the electrode that had only
been subjected to blocking, and this knowledge was used to further
optimize the incubations times for different components of the
sensing electrode and to nd the best-optimized electrode design.66
Application of the Nyquist model for characterization of self-
assembled monolayers on the electrode surfaces

Interestingly, EIS has been applied for the characterization of
conductive surfaces modied by insulating or redox-active self-
assembled monolayers (SAMs) having a redox probe in solution
(e.g. Fe(CN)6

3�). As shown in Fig. 6, the number of electrons
transferred at the surface of the electrode declines with the
increase of SAM surface coverage. As a result, the charge
transfer arc (which provides the magnitude of RCT) increases, as
shown in the correlated Nyquist diagrams. For an insulating
SAM, RCT is expected to increase with the denser packing of the
SAM. Thus, in this type of system, R0

CT is always larger than RCT
where RCT represents the unmodied surface and R0

CT is the
modied surface of the electrode. Because of the relationship
between the resistance and the self-assembly, the fractional
surface coverage (qimp) has been determined through eqn (7).

qimp ¼ 1�
�
RCT

R0
CT

�
(7)

Eqn (7) has previously been applied for both redox-active and
insulating monolayers.3,11,67 Furthermore, the same parameter
can be determined using the peak current within CV (qCV).3,11,67

The comparability of qimp and qCV depends on the nature of the
SAM. For example, insulating SAMs showed a higher value of q
with EIS because the CV value was unfavorably impacted by
diffusion near the bare parts of the SAM-modied electrode.3,11

On the contrary, a redox-active SAM on the electrode results in
higher values of surface coverage from EIS when compared to
CV.17,67 However, the EIS-based calculations provide the best
precision of the surface coverage calculation because this
method separates the resistive and capacitive contributions.3,17

Because the insulating monolayer partially hinders electron
transfer on the surface, the value of the actual electron transfer
27930 | RSC Adv., 2021, 11, 27925–27936
rate constant of the system becomes smaller than the value of
the initially measured constant for the system with no coverage.
The initial rate constant is called the “apparent electron transfer
constant” (kapp), and is the measure of the kinetics for the
electron transfer through the interface. Thereby, it is a hetero-
geneous rate constant. It is calculated from RCT using eqn (8)
where A is the electrode area, C* is the concentration of the
electrolyte (mol cm�3), n is the number of electrons transferred,
T is the temperature in Kelvin, and F and R are the Faraday and
gas constant, respectively.3,10

kapp ¼ RT

n2F 2ARCTC*
(8)

The equation applies for a one-electron rst-order reaction. The
real rate constant (k0) may then be determined using eqn (9).9

k0 ¼ kapp

1� q
(9)

This model has previously been used to evaluate SAMs
deposited on gold substrates,9 and indium tin oxide (ITO)
coated glass substrates.11

The redox-active SAM adds the faradaic capacitance (CF)
(described below in ‘Capacitance plots’) component into the
system. Here, eqn (10) can be applied to determine the surface
packing (G) of the redox species in mol cm�2 on the substrate (R
is the gas constant).17

G ¼ 4RTCF

F 2A
(10)
Internal resistance measurements

Systems that demonstrate “capacitive behavior” normally feature
no noticeable semicircle on the Nyquist plot (RCT ¼ innite), and
a nearly parallel increase of the impedance to the Z00 axis (Fig. 5B
inset).20 This is a common case for supercapacitors, batteries, and
porous electrodes.7,68 Themore vertical the line is to the Z00 axis, the
more closely the material behaves like an ideal capacitor.69 The
changes to the internal resistance (RS) can be monitored through
graphical analysis of the Warburg region. While factors that
contribute to the internal resistance could be different for various
© 2021 The Author(s). Published by the Royal Society of Chemistry
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types of conductive electrodes, the internal resistance generally
represents the resistance that limits movement of electrons and
ions within the system and therefore is described by the sum of
Relec and Rion following eqn (11).70

RS ¼ Rion + Relec (11)

To obtain RS, the real component of theWarburg is projected
on to the Z0 axis (Fig. 5C). The projection is equal to RS/3, which
can be rearranged to obtain the value of RS.57,58,71 For conductive
materials, such as conducting polymers64 and fuel cells,57,58,71

Relec is insignicant and thus the value of RS is equal to Rion.
Measurements of RS are useful to monitor how the internal
resistance changes over time with durability cycling.57,65,71

For example, very recently EIS measurements were used to
evaluate the durability of a porous sulfonated silica ceramic
carbon electrode compared to the leading commercial Naon™
based electrode. The materials were separately deposited on the
platinum on carbon support to act as the electrode for a fuel
cell, and were subjected to an accelerated stress test (following
a protocol recommended by the US Department of Energy)
which included measurement of cyclic voltammograms (CVs)
for 10 000 cycles with periodic measurement of the impedance
within the double layer at the potential region for the same bias
potential each time. The change in magnitude of RS over the
cycles was displayed graphically following calculations of RS for
the EIS measurements. The authors observed a substantial
incrementation to the magnitude of RS over the stress test for
the leading Naon™ based electrode, conrming the occur-
rence of detrimental carbon corrosion. However, only a slight
increase in RS was reported for the sulfonated silica ceramic
carbon electrode owing to its drastically improved stability.68
Capacitance plot

If the conductive material demonstrates efficient mass trans-
port such as through a nite space Warburg or semi-innite
Warburg impedance in the low-frequency region on the
Nyquist plot, then the diffusion coefficient can be calculated
Fig. 7 (A) Capacitance plot featuring two separate impedance measu
response, and bias 2 represents a measurement with no faradaic respons
bias potentials of Cdl and CT can be determined. (C) Normalized capacit
would appear if normalized to their maximum value.

© 2021 The Author(s). Published by the Royal Society of Chemistry
using a Randles plot. Additionally, the capacitance of the
material can be evaluated through the capacitance plot.

As previously introduced, capacitive behavior is character-
ized by prominent ion diffusion within the system, and is
observed in the Nyquist plot through nite space Warburg
impedance.19 The capacitance, formally called the series
capacitance (SI unit F) can be calculated using eqn (12) and is
inversely dependent on the angular frequency.

C ¼ � 1

uZ00 (12)

Capacitance can be further scrutinized through a capaci-
tance plot, which is constructed as C versus Z0 (Fig. 7A). The
capacitance plot could also be composed with frequency on the
x-axis in place of Z0,56 thus vertically reected with respect to
Fig. 7A and obtaining the capacitance value on the le-hand
side. Capacitance plots allow for obvious indication of the
amount of ionic resistivity within a material.57

Faradaic capacitance (or pseudocapacitance) is electro-
chemical storage as a result of faradic reactions within the
material/capacitor. For reactions that are not limited by diffu-
sion and feature rapid electron transfer processes, the value of
RCT approaches a limit (as was depicted in Fig. 5B inset). Thus,
the capacitive contribution to the impedance could be solely
attributed to the faradaic reactions in the system. If faradaic
processes occur on the surface or near the surface of the
material, then its CF value can be obtained from the capacitance
plot following eqn (13) where CT is the maximum (“total”)
observed capacitance at low frequencies, and Cdl is the limiting
capacitance of the double layer.

CT ¼ Cdl + CF (13)

Impedance spectra should be reported at the bias potential
in the double-layer region, and at bias potentials corresponding
to each faradaic process. Measuring CVs is the simplest way to
determine these specic bias potentials. As seen in Fig. 7B, the
CV shows all faradaic processes, while the double layer is in the
rements where bias 1 corresponds to a measurement with a faradic
e in the double layer. (B) Sample cyclic voltammogram from which the
ance plot demonstrating how the capacitance measurements from (A)

RSC Adv., 2021, 11, 27925–27936 | 27931
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Fig. 8 Example of a Randles plot with the line fitting in the low-
frequency region.
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baseline. If no faradaic processes are present within the mate-
rial, then eqn (13) reduces to CT ¼ Cdl.58 Another method is to
determine the magnitude for Cdl by measuring the sample
without the faradaic species on the material (e.g. a highly
porous carbon), and to assume that this Cdl value will remain
unchanged when the faradaic process is present (e.g. the same
carbon now doped with redox species).3

Cdl is an important feature of electrochemical materials. This
parameter is oen related to key electrocatalytic properties of
the materials since Cdl is directly related to the surface area. For
example, recent work of Fruehwald et al. reported on the mes-
oporous nickel on graphene oxide-based electrocatalyst for the
oxygen reduction reaction (OER) that demonstrated an
impressive OER performance. Notably, this high-performing
catalyst was featuring a signicantly higher Cdl than majority
of typical nickel on carbon catalytic systems.72

A variation of the capacitance plot is the “normalized
capacitance plot”, where the quotient of C to the maximum
capacitance (i.e. y ¼ C/Cmax) versus capacitance is plotted for each
individual biasmeasurement. Fig. 7C shows how the EIS data from
Fig. 7A would be transformed into a normalized depiction. Using
normalized capacitance plots, one can readily visualize differences
in RS for electrodes with vastly different capacitances. This feature
is particularly advantageous for performing durability cycling,
where both parameters (i.e. C and RS) can vary signicantly from
the beginning and end of the test.57,58

The method of capacitance and normalized capacitance
plots was previously used to reveal the pseudocapacitance of
electrochromic energy storage devices. An electrochromic
working electrode (ECWE) was prepared using a mixture of
chromophoric iron(II), osmium(II) and cobalt(II) metal
complexes with 40-(pyridin-4-yl)-2,20:60,200-terpyridine (L)
([Fe(L)2]

2+, [Os(L)2]
2+, [Co(L)2]

2+) on conductive and porous
surface-enhanced ITO supports. Each type of embedded
complex was bearing unique faradaic redox process. As a result,
three different faradaic processes occurred within the same
system at different potentials (E1/2), as revealed through CV for
the redox couples of Fe2+/3+, Os2+/3+, and Co2+/3+. The Nyquist
plot for the ECWE did not demonstrate distinct differences
between the applied biases even with a region expansion to
enhance the visibility of Warburg region. However, the data
presented in a capacitance plot format allowed for the effective
separation of the capacitance at the applied bias for each
distinct redox process. Furthermore, converting this data into
a normalized capacitance plot revealed the shiing of the
Warburg region (e.g. see Fig. 7C) for the more resistive redox
processes within the same ECWE. This allowed for clear indi-
cation of the most conductive components of the ECWE.73
Randles plot

A Randles plot is composed of Z0 versus the negative root of the
angular frequency (u�1/2). The low-frequency region has
a nearly linear section where the slope is equal to Warburg
coefficient (s) in U s�1/2 as demonstrated in Fig. 8.3,19 The
Warburg coefficient is then used to obtain the diffusion
27932 | RSC Adv., 2021, 11, 27925–27936
coefficient (D) in cm2 s�1 using eqn (14) (R is the gas constant
and other constants were previously dened).

s ¼ RT

n2F 2A
ffiffiffi
2

p
�

1

D1=2C*

�
(14)

The diffusion coefficient, also called the mass-transfer
parameter, is a measure of the amount of molar ux to pass
through a surface. This follows Fick's second law of diffusion,
thus larger values of the diffusion coefficient represent faster
ion movement.3,5,19 The limitation to the equation is that the
condition kl [ 1 must be satised where k ¼ (u/2D)1/2 and l is
the lm thickness. The linear region of the low-frequency range
will depend on the specic material, and eqn (14) will be
satised when the slopes of Z0 versus u�1/2 and Z00 versus u�1/2

are approximately equal.25

This method for the determination of diffusion coefficients
has been effectively applied to describe and compare the
performance of different supercapacitors.7,19,74 Particularly, this
method was used to study the suitability of different geometric
architectures of porous copper(II) oxide nanostructures for
supercapacitor application. In this work, pseudocapacitive
three-dimensional architectures (3D) of CuO electrodes were
prepared through the organized assembly of one-dimensional
(1D) and two-dimensional (2D) nanostructures. The EIS anal-
ysis was used to differentiate between two different 3D archi-
tectures named the “nanourchins” and “nanoowers”, and to
study their performance as supercapacitors in comparison to
the foundational material, the 2D nanoakes. The measure-
ments were tted to the Randles circuit model. Notably, 3D
architectures demonstrated the value of D to be three times
greater compared to the 2D foundation architecture, and the
“nanoower” 3D assembly experienced slightly better diffusion
than the “nanourchin” architecture owing to the advantageous
structural design.19
Bode plots

Bode plots are the second main format of EIS graphical repre-
sentation. These are less popular than Nyquist plots, yet contain
a key information corresponding to the applied frequency such
as increased sensitivity to changes in capacitance, resistance,
and ion diffusion.14,75 Bode plots come in two forms. For both
© 2021 The Author(s). Published by the Royal Society of Chemistry
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types of Bode plots, the log of the frequency is plotted on the x-
axis. Then, the y-axis will host either the measured phase angle
(4) or log jZj. These are called the “Bode phase angle plot” and
“Bode magnitude plot”, respectively. It is noted that some
authors use modied versions of the Bode plot where the
measured frequency is used instead of its logarithm.14,20,23,24,67

Capacitors are oen studied using Bode phase angle plots.
The phase angle at low frequencies gives specic information
about the electrode. An ideal capacitor is expected to have an
observed angle of �90�, which is ideal for insulating elec-
trodes,20,45,76 because the �90� phase angle represents the
maximum possible phase shi between the voltage and current.
Thus, signicant decreases from this value represent the
dielectric layer being less able to effectively hold an electric
charge, and reveal electron ow. This would be a result of the
current leakage at defect sites or pinholes in the heterogeneous
dielectric layer, causing a decline in the total impedance.48,76 A
phase angle near �45� is indicative for pseudocapacitance.20 As
an example, in Fig. 9A, two commonly observed response curves
for Bode phase angle plots are presented (not limited to only these
curves shapes). For curve A, a higher phase angle is observed at low
frequencies which suggests lower ionic permeability and therefore
insulating properties. For curve B, a high ionic permeability occurs
at low frequencies which is characteristic of poor insulation.
Therefore material B is permeable to solution ions. Curve A has
Fig. 9 (A) Sample curve responses for a Bode phase angle plot. (B)
Sample Bode magnitude plot.

© 2021 The Author(s). Published by the Royal Society of Chemistry
a phase angle near �90� at low-to-medium frequencies, depicting
ideal capacitor characteristics. Curve B has a small phase angle at
low frequency, which increases over medium frequencies,11,76

where a decline in phase angle response suggests an increase in
ionic resistance.19 Although one peak maximum is oen observed
for Bode phase angle plots, more than one peak maximum is
possible, which is a characteristic feature for multilayer mate-
rials,45 and DSSCs.23,24

Bode magnitude plots are convenient to analyze how the
impedance changes when one parameter of the system is
altered: the number of layers in the material,67 applied biases,17

exposure times,27 or electronic changes within the material
when a physical change is observed.77 The impedance of
a resistor is independent of the frequency and only contains Z0

component, while the impedance of a capacitor is inversely
proportional to the frequency and will only have the Z00

component. Thus, the impedance will decrease with increasing
frequency.14,15 As a result, Bode magnitude plots with slopes
near �1 are characteristic for capacitive materials,17,19 and
a slope near 0 is indicative of resistive behavior which could
occur at high frequencies for capacitive behaviour.10 A typical
curve is shown in Fig. 9B. Here, a decrease in the magnitude of
impedance (jZj) in the low-frequency region can represent
a decrease in the material's resistance, and improved electron
ow through the electrode.67 A high jZj value can also reect
good insulating and capacitive properties.12

Bode plots are a convenient tool for comparing minor
modications to the same substrate. For example, Bode plots
were used to compare the impact of electrochemical anodiza-
tion on the diameter of porous titania nanotubes formed on
a titanium surface at different aqueous electrolyte viscosities.
The presence of local maxima (called time constants) in the
Bode-phase angle plot on the anodized species conrmed the
formation of a second layer compared to the original single
layer Ti substrate, where the second layer was the titania
nanotube-based architecture. The Bode magnitude plot further
conrmed a structural change through an increase in the jZj for
the modied substrates compared to the original. Due to the
impact of structural changes on the impedance spectra, this
system required two different circuits to model the data. One
simple circuit described the Ti substrate, and the second more
complex circuit was used to represent the presence of two layers
(an inner barrier and outer porous region) and describe the
anodized species within the system.45

Differently, Bode plots were used to compare the conductivity of
the ITO-coated slide modied by a SAM at different applied biases
(0 V to �0.8 V) where the redox potentials of the SAM were
determined by CV to be �0.491 V and �0.9 V. The SAM based on
N,N0-bis(2-phosphonoethyl)-3,4,9,10-perylenediimide (PPDI) with
zirconium coupling template between the layers was demon-
strating pseudocapacitive behavior. As expected, no reduction
occurred at 0 V, and the Bode phase angle was near �90�, indic-
ative of insulating properties of the system with a high jZj. As the
applied bias decreased to more negative potentials, the phase
angle and jZj declined, suggesting increased electronmovement as
the applied bias approached the reduction potentials. Further-
more, the dependence of the impedance on the number of self-
RSC Adv., 2021, 11, 27925–27936 | 27933
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assembled layers on the ITO (up to 10 layers) was studied. The jZj
and phase angle continued to decline for each additional layer,
with a signicant increase of pseudocapacitance values. Authors
separately modelled the data recorded at 0 V and �0.6 V to
demonstrate how the type of the equivalent circuit will change
upon addition of the circuit element for the representation of the
SAM's faradaic process. Interestingly, a resistance was included
component for the circuit at �0.6 V to describe the electron
transfer from the ITO to PPDI molecules.67

In recent work of Urso et al., a Bode plot was used to target
Mycoplasma agalactiaeDNA on porous Au-decorated NiO nanowall
electrodes with a probe DNA. EIS revealed that the sensing elec-
trode demonstrated rapid and selective detection for the target
DNA at low concentrations. Notably, clear and reproducible
increases of jZj at low frequencies was observed and the growth of
RCT was detected from 0.2 mM to 1.5 mM concentrations of the
target DNA, where RCT was extracted from the circuit model. The
changes to the phase angle were not signicant.78

Bode phase angle plots provide further information for the
characterization of conductivematerials, such as supercapacitors19

and sensors.14 For example, the capacitor response frequency (f0) is
characterized as the position of equal resistive and capacitive
impedance,20 and the relaxation time constant (s0) which is
dened as the minimum time for discharging all energy from
a device that has an efficiency larger than 50%.69 The value for f0 is
obtained from the Bode phase angle plot at the position of�45�.20

From this, s0 is calculated using eqn (15).14

s0 ¼ 1

2pf0
(15)

The relaxation time constant represents the transition from
purely resistive to purely capacitive behavior for an electro-
chemical capacitor,79 and can be compared to a s0 for �10 s for
activated carbon supercapacitors and �1 ms for aluminum
electrolytic capacitors.19

Furthermore, the value of s0 can also be determined through
scrutiny of the complex capacitance where valuable information
is obtained through analysis of the real capacitance (C0) and
imaginary capacitance (C00) against the frequency (i.e. C0 versus f
and �C00 versus f). These are calculated using eqn (16) and (17),
which are derived from the relationship C ¼ C0 � jC00.79

C
0 ¼ � Z00

ujZðuÞj2 (16)

C00 ¼ Z
0

ujZðuÞj2 (17)

On the plot of�C00 versus f, s0 is taken as the frequency which
gives the peak maximum.69,79

Similar to this, analysis of the Bode phase angle plot can
provide valuable kinetic information for more materials than
just capacitor-like systems. For example, the peak maximum at
intermediate frequencies (fmax) in the Bode phase angle plot
allow the determination of the electron recombination time (se)
for DSSCs through eqn (18).23,24
27934 | RSC Adv., 2021, 11, 27925–27936
se ¼ 1

2pfmax

(18)

The same type of analysis could be used for SAMs experi-
encing pseudocapacitance to calculate the electron transport
constant (kET) using eqn (19).17

kET ¼ pfmax (19)

Conclusions

This manuscript reviewed the scope of EIS analysis for materials
research to attract more researchers to EIS studies and to
expand their knowledge of this technique. Main graphical
methods to analyze EIS data (the Nyquist, Bode phase angle,
and Bode magnitude plots) were introduced. In addition,
capacitance, normalized capacitance and Randles plots were
discussed in detail. It is noted that many of the graphical
methods presented here provide the same parameters or
results. For example, Bode phase angle plots, Nyquist plots, and
capacitance plots can all be used to study capacitive behavior.
Additionally, kinetic information can be obtained through
a series of plots (Nyquist, Bode phase angle, and complex
capacitance plots). Further, RS calculations and normalized
capacitance plots can both be used to monitor changes of the
internal resistance during durability cycling. Therefore, we
hope readers recognize that not each parameter and graphical
analysis must be completed for every material's characteriza-
tion. On the contrary, there is a great number of EIS analyses
that can be executed, and the choice of graphical analysis
depends on the specic material being analyzed.

Furthermore, the scope of the relevant theory behind each
graphical analysis and calculation was included. This was rein-
forced with an additional introductory theory to EIS. Finally, recent
literature examples highlighting applications of the EIS technique
for characterization and performance studies of novel functional
materials were discussed. Despite EIS being able to offer
unmatched information about the surcial properties of an elec-
trochemical material, EIS is commonly overlooked as a leading
characterization technique. There is enormous value in EIS anal-
ysis formaterials characterization, and thus, we hope that with our
all-in-one guide containing the quintessence of EIS theory and
methods of graphical analysis (EIS data plots and equations), new
users to EIS will feel condent to pursue the EIS analysis, and
experienced researchers will learn some new tricks to fully utilize
the technique to get invaluable unique information on the
conductive materials under investigation.
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