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emically induced NADPH- and
NADH-related metabolic responses using phasor
analysis of UV-excited autofluorescence

Audrey H. Short, Nazar Al Aayedi, Madhu Gaire, Max Kreider, Chong Kai Wong
and Paul Urayama *

NADPH and NADH are well known for their role in antioxidant defense and energymetabolism, respectively,

however distinguishing their cellular autofluorescence signals is a challenge due to their nearly identical

optical properties. Recent studies applying spectral phasor analysis to autofluorescence emission during

chemically induced metabolic responses showed that two-component spectral behavior, i.e., spectral

change acting as a superposition of two spectra, depended on whether one or multiple metabolic

pathways were affected. Here, we use this property of spectral behavior to show that metabolic

responses primarily involving NADPH or NADH can be distinguished. We start by observing that the

cyanide-induced response at micro- and millimolar concentrations does not follow mutual two-

component spectral behavior, suggesting their response mechanisms differ. While respiratory inhibition

at millimolar cyanide concentration is well known and associated with the NADH pool, we find the

autofluorescence response at micromolar cyanide concentration exhibits two-component spectral

behavior with NADPH-linked EGCG- and peroxide-induced responses, suggesting an association with

the NADPH pool. What emerges is a spectral phasor map useful for distinguishing cellular

autofluorescence responses related to oxidative stress versus cellular respiration.
Introduction

Reduced pyridine nucleotides (e.g., nicotinamide adenine
dinucleotide phosphate (NADPH) and nicotinamide adenine
dinucleotide (NADH)) are ubiquitous metabolic cofactors
known for their role not only in antioxidant defense and energy
metabolism, respectively, but also calcium homeostasis, gene
expression, immunological functions, aging, and cell death.1,2

Studies of cellular autouorescence have revealed the existence
of multiple conformations for these molecules, signicant
because the change in conformation correlates with metabolic
condition.3–5 The ability to sense conformation indicates that
detailed information regarding metabolism exists in the auto-
uorescence signal, leading to a renewed interest in developing
conformation as a metabolic indicator and endogenous
biomarker6 for monitoring disease,3–5,7–12 for cytotoxicity,13,14

and for investigating NADPH/NADH balance.1,15

Because protein binding affects the excited-state emission
spectrum,16 spectrum shape is a source for contrast when
monitoring cellular reduced pyridine nucleotide conforma-
tion.17 NAD(P)H denotes the uncertain origin of the auto-
uorescence signal15—a challenge in uorescence-based
sensing due to the nearly identical optical properties of
ty, Oxford, OH 45056, USA. E-mail:

-5629; Tel: +1-513-529-9274

the Royal Society of Chemistry
NADPH and NADH. The ability to distinguish their signals
would allow for more precise identication of metabolic state
and response because the metabolic roles of NADPH and NADH
are distinct. Approaches for separating NADPH and NADH
signals include the development of genetically encoded
sensors18 and differentiation based on excited-state lifetimes.15

Here we report an approach for distinguishing emission signals
associated with NADPH- and NADH-related autouorescence
response based on an analysis of spectral behavior.

Previously, spectral phasor analysis on autouorescence
signals was used to assess two-component spectral behavior
(i.e., spectra that can be modeled as a superposition of two
spectra) during chemically induced metabolic change involving
a range of NAD(P)H-linked metabolic pathways.17,19 Because
autouorescence emission is an ensemble average signal of
NAD(P)H conformations present in the system, two-component
behavior suggests the signal arises from a superposition of two
ensembles, e.g., conformational ensembles associated with the
activated and inactivated states of a pathway. Non-two-
component behavior represents situations where more than
two ensembles are needed to describe the observed emission
behavior.

A recent study tested this hypothesis and demonstrated
a correlation between two-component spectral behavior in the
autouorescence and metabolic function.20 In this metabolic
interpretation, responses having the same mechanism follow
RSC Adv., 2021, 11, 18757–18767 | 18757
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two-component behavior, while responses having different
mechanisms may not follow two-component behavior. For
example, the autouorescence response to various alcohols
were observed to follow mutual two-component behavior20

because a general mechanism accounted for alcohol-induced
respiratory inhibition.21 By comparison, respiratory inhibition
using ethanol and cyanide did not follow two-component
behavior,20 consistent with their different inhibitory mecha-
nisms.21,22 Here, “mechanism” refers to the effects of a meta-
bolic response on the NADH(P)H conformational ensemble, not
necessarily to a biochemical pathway. This metabolic interpre-
tation for two-component behavior in the autouorescence
response provides a functionally signicant way of monitoring
cellular metabolism.

Here we use spectral phasor analysis on UV-excited auto-
uorescence to show that metabolic responses primarily
involving NADPH or NADH can be distinguished. We start by
noting a concentration dependent autouorescence response to
cyanide, observing that responses induced at micromolar and
millimolar cyanide concentrations do not follow mutual two-
component spectral behavior. While the millimolar response
is associated with the inhibition of the mitochondrial electron
transport chain (ETC)23 and so is predominantly linked to
NADH, we nd the micromolar response follows two-
component behavior with responses induced by epi-
gallocatechin gallate (EGCG) and oxidative stress, which are
linked to the NADPH pool.1 We hypothesize that the micro-
molar cyanide response is related to reactive oxygen species
(ROS) production by the ETC. Overall, we nd that NADPH- and
NADH-related responses follow distinct phasor behavior which
can be represented on a response map useful for distinguishing
oxidative stress from changes in cellular respiration.

Experimental
Instrumentation

The spectrouorometric system is described previously17,19 and
consists of a nitrogen-gas discharge laser (model GL-3300,
Photon Technology International) operating at a 3 Hz repetition
rate and having a 1 ns nominal pulse width at 337 nmwavelength.
Spectra are acquired using a spectrograph (model MS 125, Spectra-
Physics/Newport) coupled to a nanosecond-gated intensied CCD
(ICCD) (model iStar 734, Andor) with a picosecond-resolution
digital delay generator (DDG) for controlling gate delay. An
optical constant fraction discriminator (model OCF-401, Becker &
Hickl) serves as a low temporal-jitter reference for gate-delay
timing. So that the sample's emission falls within the range of
gate delays accessible by the ICCD/DDG, the excitation pulse is
delayed using a 25 mmultimode optical ber. Emission is ltered
through a 385 nm long-pass lter and collected at 90-degrees from
the excitation using a separate optical ber.

The spectrograph utilizes a 400 l mm�1 grating, and the
system is calibrated for wavelength using amercury–argon lamp
(cat. no. 6035, Newport). The 1024 � 1024-pixel CCD chip is
fully binned along one axis during readout. The measured
spectral width of atomic lines is 2 nm with the 1024-channel
output spanning a 250 nm wavelength range (400–650 nm
18758 | RSC Adv., 2021, 11, 18757–18767
wavelength). The ICCD gate opens 5 ns prior to signal arrival
and integrates for 80 ns, sufficiently long to collect time-
integrated emission. A full spectrum is collected for each exci-
tation pulse, although spectra are averaged over multiple pulses
to increase peak-signal-to-noise ratio. The CCD is temperature
regulated and the CCD dark current is subtracted from
measured spectra prior to analysis.
Sample preparation and data acquisition

The protocols for preparing cellular suspensions and for real-
time autouorescence monitoring are found elsewhere.19

Briey, Saccharomyces cerevisiae is grown on YPD agar medium
(cat. no. Y1000, TekNova) rather than in liquid medium to
minimize background uorescence. Cells are grown for two or
three days, triple washed in phosphate-buffered saline (PBS, cat.
no. 20012, Life Technologies) prior to measurement. Cells are
then resuspended in PBS for a nal volume of 3 ml and
absorbance of 1 (approximately 107 cells per ml, calibrated
using a hemocytometer). Measurements are made every 30 s, on
a sample housed in a UV-transparent plastic cuvette open to air.
Samples are continuously stirred during all measurements to
facilitate mixing, to minimize photobleaching, and to minimize
any UV-induced physiological response. The lack of measurable
photobleaching was conrmed on a representative sample by
varying the time interval between measurements and by varying
the excitation intensity. Samples were not temperature regulated;
room temperature was measured at 22 � 2 �C. An auto-
uorescence response is induced once the emission intensity is
observed to be steady for at least 10 min, about 30 min aer
resuspension in PBS. To induce a response, the chemical is added
to the cuvette using a pipette. Samples grown on agar and sus-
pended in PBS in this manner are conrmed to have a UV-excited
autouorescence intensity that responds to oxygenation and to
additions of cyanide, ethanol, and glucose19 in manners similar to
starved yeast cultures maintained in a batch reactor.24

Unless otherwise stated, chemicals are added from
a concentrated stock solution to the nal concentration indi-
cated such that each addition is limited to a 2% volume
increase. Chemicals used to induce an autouorescence
response are potassium cyanide (cat. no. 60178, Sigma-Aldrich)
in PBS, EGCG (cat. no. E4143, Sigma-Aldrich) in PBS, carbonyl
cyanide 4-(triuoromethoxy)phenylhydrazone (FCCP, cat. no.
C2920, Sigma-Aldrich) in dimethyl sulfoxide (DMSO, cat. no.
41639, Sigma-Aldrich), and hydrogen peroxide (cat. no. 88597,
Sigma-Aldrich) in deionized water. Cyanide is a respiratory
inhibitor that binds to complex IV of the ETC;22 EGCG is an
inhibitor of glucose-6-phosphate dehydrogenase (G6PD), an
enzyme utilizing NADP+ as a coenzyme,25 and known to not
effect NADH binding;15 FCCP is a protonophore known to
uncouple oxidative phosphorylation and increase cellular
respiration;26 and hydrogen peroxide is a physiological oxidant
capable of inducing oxidative stress and limiting NADH avail-
ability via inhibition of a-ketoglutarate dehydrogenase in the
citric acid cycle (CAC).27,28 No more than 1 vol% DMSO is
present in the sample; no autouorescence response is
observed for a DMSO-only control.
© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1ra02648h


Fig. 1 Visualizing spectral phasors. (a) A phasor plot calculated from
simulated Gaussian spectra. Wavelength is expressed as a unitless
quantity between 0–100 over the spectral interval. Red lines connect
spectra of constant width; from the outer to inner loops, the width is
5–20, in uniform increments. Blue lines connect spectra of constant
peak-intensity wavelength; proceeding counterclockwise, the peak-
intensity wavelength is from 0–100, in uniform increments. The green
region provides a sense for scale by showing data from Fig. 3a. (b) A
three-component interpretation. The phasor A calculated using
emission from a three-component system lies within the triangle
formed by the pure-component phasors A1, A2, and A3. The fractional
contribution ai is proportional to the opposing area. (c) Effects of
background on the phasor shift direction. Assuming the fractional
contribution of the background A2 is small, A*1 and A*3 remain near A1

and A3, and so the direction of shifts (A3 � A1) and ðA*3 � A*1Þ is nearly
unchanged.
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Spectral phasor analysis

Initially developed for the rapid identication of regions within
hyperspectral images,29 a spectral phasor is a mathematical
“projection” (inner product) of a spectrum onto a complex
exponential function over one cycle. Phasor analysis is a non-
iterative, computationally rapid approach for graphically rep-
resenting spectrum shape and for analyzing two- and three-
component mixtures.

For N spectral channels, the spectral phasor A is

A ¼
X
j

Fj e
i
2p
N
j (1)

where j is the spectral channel and F is the spectrum normalized
to the spectrally integrated intensity. The phasor can be map-
ped onto a two-dimensional plot of its real and imaginary
components,

ReðAÞ ¼
X
j

Fj cos

�
2p

N
j

�

ImðAÞ ¼
X
j

Fj sin

�
2p

N
j

� (2)

Fig. 1a shows phasors calculated for simulated Gaussian
spectra as width and peak-intensity wavelength are varied.
Phasors for spectra of a given width form circle-like trajectories,
traveling counterclockwise as the peak-intensity wavelength
varies from the long to short wavelength ends of the spectral
interval. Phasors for spectra of a given peak-intensity wave-
length diverge out from the origin as the width decreases and lie
on a unit circle in the limit of an innitely narrow spectrum.
Trajectories of constant width and of constant wavelength are
orthogonal along the negative real axis, corresponding to the
spectral interval being centered on the Gaussian spectrum.

Phasors calculated from a three-components system have
a graphical interpretation (Fig. 1b).29 Phasor A lies somewhere
within a triangle formed by the pure-component phasors A1, A2,
and A3. The fractional contribution ai is proportional to the
opposing area. Phasors for a two-component system are
collinear because one of the areas is zero.

In practice, phasor values calculated from the auto-
uorescence of independently prepared samples show a small
variation. Therefore, when assessing collinearity of spectral
phasors across multiple samples, it is helpful to shi the axes so
that the time-averaged initial phasor is at the origin. Such phasor
plots will have axes labeled DRe(A) and DIm(A) as opposed to
Re(A) and Im(A) for plots showing results of eqn (2). In theory, the
direction of a phasor response depends on this variation. None-
theless, if the sample-to-sample variation is small, the phasor-
shi direction is not signicantly affected as illustrated in
Fig. 1c. Let A1 and A3 represent the “before” and “aer” pure-
component phasors with A*1 and A*3 being the observed phasors
which are shied due to an arbitrary component A2. Assuming
the fractional contribution of A2 is small, A*1 and A*3 remain near
A1 and A3. Thus, the directions associated with shis (A3 � A1)
and ðA*3 � A*1Þ are nearly unchanged.
© 2021 The Author(s). Published by the Royal Society of Chemistry
The collinearity of spectral phasors indicates two-
component spectral behavior in the autouorescence
response. We hypothesize a metabolic interpretation17,20 in
which two-component behavior occurs when metabolic change
involves the same response mechanism and non-two-
component behavior is possible when metabolic change
involves different response mechanisms. This behavior has
been shown for a range of chemically induced autouorescence
responses and could not be explained as an artifact of the
chemical addition.20 For example, sequential chemical addi-
tions of ethanol and cyanide into a sample gave non-two-
component responses while sequential additions of D-glucose
and deoxyglucose gave two-component responses. Further, L-
glucose (a metabolically inactive enantiomer) gave no response
with subsequent D-glucose and deoxyglucose additions once
again giving a two-component response. Other controls
RSC Adv., 2021, 11, 18757–18767 | 18759
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demonstrated how the autouorescence response was not an
artifact of the chemical addition, e.g., a given chemical (i.e.,
cyanide) gave different, non-collinear responses depending on
sample incubation in glucose and, conversely, that different
chemicals (i.e., various alcohols) gave collinear responses of
varying magnitude correlating to the degree of respiratory
inhibition by each alcohol.
Fig. 2 Autofluorescence response to cyanide. (a) Change in emission int
is averaged over 10 min intervals prior to and after cyanide addition to
equation. Error bars are the standard deviation of measurements from
intensity. Red/square is prior to any cyanide addition to the cellular sam
5 mM (green/triangle) cyanide. Right plot shows the sequential additions
normalized to its value averaged over a 10 min interval prior to cyanide ad
Plot color matches the sequence in (b). Spectra in the top row are normali
bottom row are scaled to minimize least-square difference.

18760 | RSC Adv., 2021, 11, 18757–18767
Results

Fig. 2a shows that the autouorescence response to cyanide
added to a cellular sample is concentration dependent with the
change in intensity showing a good empirical t to an expo-
nential. A comparison of the autouorescence responses at
micromolar and millimolar cyanide concentrations within
ensity versus cyanide concentration. The spectrally integrated intensity
the cellular sample. The fit is to a one-phase exponential association
independently prepared samples. (b) Spectrally integrated emission

ple. Left plot shows the sequential additions of 10 mM (blue/circle) and
of 50 mM (blue/circle) and 5 mM (green/triangle) cyanide. Intensities are
dition. (c) Representative emission spectra for the dataset shown in (b).
zed to the fitted peak intensity prior to chemical addition. Spectra in the

© 2021 The Author(s). Published by the Royal Society of Chemistry
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a given cellular sample is possible by sequentially inducing
autouorescence responses (Fig. 2b and c), rst at 10 or 50 mM
concentration then at 5 mM concentration.

A spectral phasor analysis on emission spectra (Fig. 3a)
shows that sequentially induced phasor shis are not collinear,
indicating that a two-component model cannot account for the
overall spectral response. When sequential micromolar and
millimolar cyanide additions are repeated in independently
prepared samples, spectral phasors calculated from emission
aer the micromolar cyanide response and aer the millimolar
cyanide response are separately collinear (Fig. 3b). Thus,
emission spectra over multiple samples follow two-component
behavior when cyanide concentrations are low and high sepa-
rately, but not over the entire range in concentration,
evidencing that the cyanide response for the two concentration
regimes utilizes different metabolic mechanisms.

It is known that the millimolar response is associated with
the inhibition of themitochondrial ETC23 and so predominantly
linked to NADH emission. Thus we seek an interpretation for
the response at micromolar concentration.
Fig. 3 Phasor plots for the autofluorescence response to cyanide. (a) P
cyanide addition to the cellular sample. Left plot shows the sequential ad
plot shows the sequential additions of 50 mM (blue/circle) and 5 mM (
independently prepared samples. Phasor values are shifted so that the ph
the cellular sample is at the origin. Blue and green symbols are phasor valu
Circles are for the 10 mM, 5 mM cyanide sequential additions. Triangles a
error bars are the average and standard deviation of phasor valuesmeasur
least-squares fits to the blue and green symbols, respectively. For the en
500 nm wavelength range).

© 2021 The Author(s). Published by the Royal Society of Chemistry
A comparison of emission spectra from 5 mMNADH inMOPS
buffer without cyanide and with 10 mM cyanide added shows
that NADH solvatochromism does not account for the micro-
molar cyanide response. In considering metabolic interpreta-
tions for the micromolar cyanide response, we consider the
possibility of NADPH-linked pathways. EGCG competitively
inhibits NADPH-binding enzymes25 and so it can be used to
induce a metabolic response affecting cellular NADPH emission
only.15 Fig. 4a shows the cellular autouorescence intensity in
response to sequential additions of EGCG (20–60 mM), micro-
molar cyanide (10 or 50 mM), then millimolar cyanide (5 mM) to
the cellular sample. The addition of EGCG results in a concen-
tration-dependent increase in autouorescence intensity.
Subsequent micromolar and millimolar cyanide responses
show a fractional increase in intensity that is similar to the no-
EGCG case (Fig. 2b). Emission spectra for a representative case
(30 mM EGCG, 10 mM cyanide, 5 mM cyanide) are shown in
Fig. 4b with the phasor plot shown in Fig. 5a. The EGCG-
induced phasor shi is large and in roughly the opposite
direction as the shi induced by millimolar cyanide. Addition-
ally, phasors for the millimolar cyanide response follow an
hasor plots for datasets shown in Fig. 2b. Red/square is prior to any
ditions of 10 mM (blue/circle) and 5 mM (green/triangle) cyanide. Right
green/triangle) cyanide. (b) Comparison of spectral phasor values for
asor value averaged over 10 min prior to the first chemical addition to
es after themicromolar- andmillimolar-cyanide addition, respectively.
re for the 50 mM, 5 mM cyanide sequential additions. The symbol and
ed during 10min after chemical addition. Blue and green lines are linear
tire figure, phasor analysis is performed over the first 400 pixels (400–

RSC Adv., 2021, 11, 18757–18767 | 18761
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altered dynamic (Fig. 5a, arrow) as compared with the same
response but without EGCG (Fig. 3a). Fig. 5b and c show phasor
plots for multiple samples using the same range of chemical
additions found in Fig. 4a.

Least-squares ts (Fig. 6) show a collinear relationship for
phasors aer the EGCG and micromolar cyanide additions to
the cellular sample. Note that these phasors also share
a collinearity with phasors aer the micromolar cyanide addi-
tion without EGCG, i.e., the best-t line from the no-EGCG case
(Fig. 3b) is nearly identical with best-t lines from the EGCG-
containing data (Fig. 6). Because the autouorescence aer
EGCG and micromolar cyanide additions follow two-
component behavior and because EGCG action specically
affects the cellular NADPH pool, we hypothesize that the
micromolar-cyanide autouorescence response is associated
with metabolic processes predominantly affecting the NADPH
Fig. 4 Autofluorescence response to sequential EGCG, micromolar
cyanide, millimolar cyanide additions. (a) Spectrally integrated emis-
sion intensity. Color/symbol indicates different sequences of addition
to the cellular sample: red/square – 30 mM EGCG, 10 mM cyanide,
5 mM cyanide; blue/circle – 20 mM EGCG, 50 mM cyanide, 5 mM
cyanide; green/triangle – 60 mM EGCG, 10 mM cyanide, 5 mM cyanide.
EGCG added at time 0 min. Micromolar and millimolar cyanide are
added at the first and second arrows, respectively. Intensities are
normalized to its value averaged over a 10 min interval prior to the first
chemical addition. (b) Representative emission spectra. Dataset is the
same as for the red/square plot in (a). Color indicates the chemical
addition to the cellular sample – red (prior to addition), blue (30 mM
EGCG), green (10 mM cyanide), and orange (5 mM cyanide). Spectra in
the top plot are normalized to the fitted peak intensity prior to
chemical addition. Spectra in the bottom plot are scaled to minimize
least-square difference.

18762 | RSC Adv., 2021, 11, 18757–18767
pool. These results suggest two mechanisms for the cyanide-
induced autouorescence response – one that primarily
affects the NADPH pool at micromolar cyanide concentration
Fig. 5 Phasor plots for sequential EGCG, micromolar cyanide, milli-
molar cyanide additions. (a) Representative phasor plot showing the
same dataset as in Fig. 4b. Red/square is prior to any chemical addition
to the cellular sample. Subsequent chemical additions are 30 mM
EGCG (blue/circle), 10 mM cyanide (green/upright triangle), and 5 mM
cyanide (orange/inverted triangle). The millimolar cyanide response
shows significant variation over time, shifting the length of the arrow in
the first 5 min after chemical addition. (b) Phasor plots showing values
for multiple samples. Symbols and colors indicate different sequences
of addition to the cellular sample, which are the same as for Fig. 4a.
Red/square – 30 mM EGCG, 10 mM cyanide, 5 mM cyanide; blue/circle
– 20 mM EGCG, 50 mM cyanide, 5 mM cyanide; green/triangle – 60 mM
EGCG, 10 mM cyanide, 5 mM cyanide. Two datasets are shown for each
condition, indicated by filled or open symbols. The dataset from (a) is in
open red/square symbols. (c) Phasor plots showing data for multiple
samples, shifted so that the phasor value averaged over 10 min prior to
the first chemical addition to the cellular sample is at the origin. The
datasets, colors, and symbols are the same as for (b). The symbol and
error bars are the average and standard deviation of phasor values
measured during 10 min after chemical addition. The larger error bars
for the millimolar-cyanide phasor values are due to large variations,
e.g., as seen in (a). For the entire figure, phasor analysis is performed
over the first 400 pixels (400–500 nm wavelength range).

© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1ra02648h


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
M

ay
 2

02
1.

 D
ow

nl
oa

de
d 

on
 8

/1
6/

20
24

 1
1:

05
:1

6 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
and another that primarily affects the NADH pool at millimolar
cyanide concentration. Metabolic pathways which account for
the two mechanisms are considered in the Discussion section.

Phasor values also retain a collinear relationship aer the milli-
molar cyanide addition to the cellular sample (Fig. 6). Here again,
datasets with and without the initial EGCG addition are collinear,
i.e., the best-t line aer the millimolar cyanide response without
EGCG (Fig. 3b) is nearly identical with the best-t line aer the
millimolar cyanide response with EGCG (Fig. 6). The millimolar-
cyanide response does not change the sample ordering along the
best-t lines in Fig. 6, suggesting that cumulative changes to the
cellular NAD(P)H conformational ensemble are additive.

With these results, a map of NADPH–NADH phasor space
emerges such that the location along the collinearity line
represents cellular NADPH status and shiing between collin-
earity lines represents a change in cellular respiration. In this
way, we demonstrate that NADPH-related (i.e., EGCG and
micromolar-cyanide induced) and NADH-related (i.e.,
millimolar-cyanide induced) responses are distinguishable.

As examples of navigating this NADPH–NADH “map” and as
demonstration that cellular micro- and millimolar cyanide
responses remain distinguishable even when the initial meta-
bolic condition is altered, we consider two additional sequences
of chemical additions. The rst sequence of FCCP, micromolar
cyanide, thenmillimolar cyanide added to the cellular sample is
used to illustrate spectral behavior at an increased respiration
rate. A second sequence of hydrogen peroxide, micromolar
Fig. 6 Phasor plots comparing data from Fig. 3b and 5c. Phasors and
fit lines are color coded by condition: red – after EGCG addition to the
cellular sample; blue – after micromolar cyanide addition; green –
after millimolar cyanide addition. Open symbols are data from Fig. 3b.
Closed symbols are data from Fig. 5c. Top plot, fit lines using data from
Fig. 3b only. Lines are linear least-squares fits. Data from Fig. 5c (closed
symbols, dimmed) appear consistent with fit lines based on data from
Fig. 3b. Bottom plot, fit lines using data from Fig. 5c only. Lines are
linear least-squares fits. Data from Fig. 3b (open symbols, dimmed)
appear consistent with fit lines based on data from Fig. 5c.

© 2021 The Author(s). Published by the Royal Society of Chemistry
cyanide, thenmillimolar cyanide added to the cellular sample is
used to directly compare a response due to oxidative stress with
the micromolar-cyanide response.

Fig. 7a shows a representative response for the FCCP and
hydrogen peroxide sequences. There is a decrease in cellular
Fig. 7 Autofluorescence response to sequential additions involving
FCCP and hydrogen peroxide. (a) Spectrally integrated emission
intensity. Color/symbol indicates different sequences of addition to
the cellular sample: red/square – 20 mM FCCP, 10 mM cyanide, 5 mM
cyanide; blue/circle – 0.02% hydrogen peroxide, 10 mM cyanide, 5 mM
cyanide. FCCP or hydrogen peroxide added at time 0 min. Micromolar
and millimolar cyanide are added at the first and second arrows,
respectively. Intensities are normalized to its value averaged over
a 10 min interval prior to the first chemical addition. (b) Phasor plots
showing data for multiple samples. Color (red or blue) indicates
different sequences of addition to the cellular sample, which is the
same as for Fig. 7a. There are three independently prepared samples
for each sequence, distinguished by symbol (square, circle, triangle)
and color intensity. (c) Phasor plots showing data for multiple samples,
shifted so that the phasor value averaged over 10 min prior to the first
chemical addition to the cellular sample is at the origin. Shown are the
same datasets as from (b). Symbols, color, and color intensity are the
same as for (b). The symbol and error bars are the average and stan-
dard deviation of phasor valuesmeasured during 10min after chemical
addition. For the entire figure, phasor analysis is performed over the
first 400 pixels (400–500 nm wavelength range).

RSC Adv., 2021, 11, 18757–18767 | 18763
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Fig. 8 A comparison of data from Fig. 7c with the collinearity lines
from Fig. 6. (a) Details of the autofluorescence response to sequential
additions to the cellular sample involving FCCP (top plot) and peroxide
(bottom plot). Symbol color indicates the chemical addition: black
(prior to the addition, starting phasor value has been shifted to the
origin), red (after FCCP or peroxide addition), blue (after micromolar-
cyanide addition), and green (after millimolar-cyanide addition). Three
independently prepared samples are shown for each plot, corre-
sponding to the square, circle, triangle symbols. The upper and lower
lines are the red and green fit lines from Fig. 6, bottom. (b) Comparison
of micromolar-cyanide shifts. Only the phasor shift associated with the
10 mM cyanide response is plotted. Color/symbol indicates conditions:
red/square – without prior chemical addition to the cellular sample
(from Fig. 3); blue/circle – after addition of FCCP; green/upright
triangle – after addition of hydrogen peroxide. Two additional
responses are shown: orange/open-inverted triangle – 144 mM
methanol; and magenta/open diamond – 2 mM diamide. Methanol
and diamide responses are from ref. 20. For the entire figure, phasor
analysis is performed over the first 400 pixels (400–500 nm wave-
length range).
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autouorescence intensity aer FCCP addition due an
increased ETC ux, an NADH oxidizing pathway. There is
a slight decrease in intensity aer hydrogen peroxide addition,
a physiological oxidant. The micromolar- and millimolar-
cyanide responses for both sequences appear similar to the
response in Fig. 2b. Fig. 7b and c also show phasor plots for
three samples each using sequences of FCCP (20 mM), micro-
molar cyanide (10 mM), millimolar cyanide (5 mM); and
hydrogen peroxide (0.02%/vol), micromolar cyanide (10 mM),
millimolar cyanide (5 mM) being added to the cellular sample.

Fig. 8 compares results from Fig. 7 with the proposed
NADPH–NADH map (Fig. 6), conrming that phasor values for
the FCCP and hydrogen-peroxide sequences show a relation-
ship with the two collinearity lines. For the FCCP sequence
(Fig. 8a, top), the phasors aer the FCCP-induced response are
above the upper collinearity line, consistent with an increased
respiratory rate. Interestingly, the FCCP-induced shi is oblique
to the millimolar-cyanide-induced shi, consistent with the two
chemicals not following the same mechanism. NAD(P)H
conformations involved in one of the autouorescence
responses are not involved in the other response or the
proportions of conformational involvement differ.

For the hydrogen-peroxide sequence (Fig. 8a, bottom), the
peroxide- andmicromolar-cyanide-induced responses are in the
same direction, further supporting an interpretation that the
micromolar-cyanide response is associated with oxidative stress
and so primarily affecting the cellular NADPH pool.

The micromolar-cyanide responses for both sequences
appear collinear (Fig. 8b) with the micromolar-cyanide
responses from Fig. 3b, suggesting the same response mecha-
nism for each. Further comparisons of the micromolar-cyanide
response to two chemicals associated with oxidative stress, meth-
anol30 and diamide,31 are made using previously published
results.20 The methanol-induced response is in the same general
direction as the micromolar-cyanide responses while the diamide-
induced response is primarily in the positive real phasor-axis
direction. Note that diamide quenches NADH emission in solu-
tion,20 which may account the altered shi direction.

Finally, returning to Fig. 8a, phasors aer the millimolar-
cyanide response for both the FCCP and peroxide sequences
lie below the upper collinearity line consistent with a decrease
in cellular respiration.

Discussion and conclusions

Fig. 3 shows the cellular autouorescence response to micro-
molar and millimolar cyanide concentrations does not follow
two-component spectral behavior, evidencing their different
origins. The micromolar-cyanide response follows two-
component behavior with the EGCG response (Fig. 5 and 6),
suggesting involvement of the cellular NADPH pool. As the
primary catechin in green tea, EGCG is known to have a range of
biological effects.32,33 Nonetheless, it is an effective inhibitor of
NADPH binding25 and has been shown to preferentially
decrease the amount of protein-bound NADPH but not protein-
bound NADH during live-cell microscopy.15 By comparison, the
millimolar-cyanide response is known to primarily involve
18764 | RSC Adv., 2021, 11, 18757–18767
NADH-linked pathways.23 Thus, Fig. 6 also demonstrates how
autouorescence responses linked to NADPH and NADH are
distinguishable. Fig. 6 and 8 describe a proposed NADPH–

NADH phasor map for which position along a collinearity line
indicates NADPH status while a response going between
collinearity lines indicates a change in cellular respiration.

Next, we consider whether such a phasor map and spectral
behavior are consistent with the metabolic effects of the various
chemicals used. FCCP, a protonophore and mitochondrial
© 2021 The Author(s). Published by the Royal Society of Chemistry
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uncoupler, increases cellular respiration,26 while cyanide
inhibits cellular respiration at complex IV of the ETC;22 these
chemicals produce spectral phasor shis above and below the
initial collinearity line consistent with cellular respiration being
activated and inhibited, respectively. The non-two-component
behavior between FCCP and millimolar-cyanide responses
(Fig. 8) suggests their different mechanisms. Because only
reduced pyridine nucleotides are uorescent,34 there is also an
associated decrease or increase in emission intensity due to the
activation or inhibition of the electron transport chain (an
oxidizing pathway) by FCCP or cyanide, respectively.

EGCG and hydrogen peroxide both have a metabolic
response associated with the NADPH pool. EGCG competitively
inhibits NADP+ binding to G6PD.25 Hydrogen peroxide oxidizes
NADPH as part of antioxidant defense pathways involving
glutathione peroxidase or peroxiredoxin antioxidant systems via
the glutathione and thioredoxin reductase enzymes.1 Hydrogen
peroxide concentrations used here (0.02 vol% H2O2) are above
the physiological regime and so are associated with oxidative
stress rather than signaling.28 Notably, the hydrogen-peroxide-
induced phasor response is similar to methanol- and
diamide-induced responses reported previously,20 suggesting
this may be a spectral phasor signature for oxidative stress.

A metabolic link between the micromolar-cyanide response
and NADPH also exists. Superoxide production occurs with
electron leakage from the mitochondrial ETC35,36 and there is
only partial inhibition of complex IV at micromolar cyanide
concentrations.37,38 Because cyanide inhibition (at complex IV)
occurs downstream of ROS production (at complex III), partial
inhibition results in greater electron transport leakage,39

resulting in increased superoxide production. Subsequent
conversion to hydrogen peroxide via superoxide dismutase
results is a rapid peroxide accumulation in response to
cyanide.40 We hypothesize that this rapid peroxide accumula-
tion is the reason for the micromolar-cyanide autouorescence
response. Because there is only a partial inhibition of respira-
tion37,38 and because hydrogen peroxide inhibits the CAC,27 the
NADH-related response may not be signicant at micromolar
cyanide concentrations, leaving the NADPH-related response as
the predominant effect. As evidence, FCCP treated samples
exhibit a larger micromolar-cyanide response suggesting
a larger electron leakage due to the partial inhibition of a higher
ETC ux (Fig. 8b).

Note that although EGCG, hydrogen peroxide, and
micromolar-cyanide responses share two-component spectral
behavior, the autouorescence intensity increases for EGCG
and decreases for hydrogen peroxide and micromolar cyanide
(Fig. 4 and 7). The intensity increase may be due to the inhibi-
tion by EGCG of the associated NADPH oxidizing reactions and
the intensity decrease may be due to the peroxide-induced
oxidation of NADPH. The lack of correspondence between
intensity and spectral response indicates information con-
tained in the two signals are complementary; intensity is
generally sensitive to NAD(P)H concentration while spectrum is
sensitive to NAD(P)H conformation.

Thus, the proposed NADPH–NADH phasor map is consistent
with the metabolic effects of the various chemicals. We have
© 2021 The Author(s). Published by the Royal Society of Chemistry
utilized a metabolic interpretation for the two-component
spectral behavior in a cellular autouorescence response,17,20

that two-component behavior occurs when metabolic change
involves the same mechanism and non-two-component
behavior can occur when metabolic change involves different
mechanisms. Note that a “mechanism” does not refer to
a biophysical or biochemical pathway, but rather to the effect
a metabolic response has on the cellular NAD(P)H conforma-
tional ensemble. In this sense, the two-component spectral
behavior between EGCG, hydrogen peroxide, and micromolar-
cyanide responses indicate that they effect the same NAD(P)H
conformations which is not inconsistent with their effects
occurring via different biochemical pathways.

Since this idea is central to the interpretations here, it is
worth considering the physical origins of two-component
spectral behavior. Because cellular autouorescence emission
is an ensemble average of NAD(P)H conformations present, two-
component behavior occurs when there is a superposition of
two ensembles, e.g., the conformations associated with the
activated and inactivated states of a pathway. Non-two-
component behavior means more than two conformational
ensembles are needed to describe the observed emission
behavior.

Note that two-component behavior is not equivalent to
saying the emission is comprised of two spectral components.
In fact, the emission may be comprised of many spectral
components, perhaps identiable using an approach such as
singular value decomposition. Two-component behavior can
result if spectral components change in a correlated manner,
e.g., because the components are due to conformations asso-
ciated with the same metabolic response.

The cellular autouorescence response may also include
solvatochromic effects, e.g., due to changes in the intracellular
environment, as opposed to a change in the NAD(P)H confor-
mational ensemble. If present here, solvatochromic effects are
either correlated with the metabolic response, e.g., a change in
solvent condition like pH that is part of the metabolic response,
or are small compared with the change in emission associated
with conformation.

We assess two-component behavior by observing the collin-
earity of spectral phasors. While linearity cannot be proven
formally (mathematically) from real observations, the collinear
relationships reported here can be extrapolated well beyond the
t range and have agreement among ts using various data sets
(Fig. 6). Nonetheless, further analysis may reveal additional
features of the autouorescence response and so the two-
component determination here is meant to provide a zeroth-
order description.

Spectral phasors are a straightforward, real time analysis,
providing information on NAD(P)H conformation for a more
precise description of the metabolic response than the
commonly used “free vs. bound” description of NAD(P)H
conformation. In addition to a two-component interpretation,
there is also a three-component interpretation for spectral
phasors29 where a phasor from such a mixture lies within the
triangle formed by the three pure-component phasors (Fig. 1b)
RSC Adv., 2021, 11, 18757–18767 | 18765
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and so it may be that conformations associated with multiple
NAD(P)H pools can be distinguished simultaneously.

In addition to spectroscopy, cellular NAD(P)H conformation
can be sensed from excited-state, energy-transfer, and
anisotropy-decay measurements of autouorescence
signals.3,41,42 Phasor analysis for uorescence lifetime signals is
well established,34,43–46 initially applied to imaging microscopy
for multicomponent calculations on uorescence lifetime
imaging microscopy (FLIM) data47 and for simplifying FLIM/
uorescence resonance energy transfer (FRET) analysis.48 With
regards to autouorescence signals, it can be used to distin-
guish different metabolic states during label-free FLIM
imaging49 with a path in phasor space representing a “metabolic
trajectory” of changing cellular behavior.9,50,51 Phasor FLIM can
also identify pharmacological disruptions to mitochondrial
function in cerebral tissue.52

“Phasors” generally describe the (graphical) representation
of a complex quantity with a phasor analysis existing for both
spectral and lifetime signals. Despite the similar nomenclature
however, the physical origins for conformational contrast differ
and so spectral and lifetime approaches do not contain iden-
tical information, i.e., one cannot be calculated from the other.
Spectral change occurs when there is a change in the electronic
energy level structure, e.g., due to coupling with the environ-
ment, whereas lifetime change is associated with a change in
relaxation rates, e.g., due to dynamical quenching. Spectral and
lifetime phasor approaches may therefore be complementary in
providing metabolic information.

In conclusion, a phasor approach was used to show that
chemically induced cellular autouorescence responses linked
to NADPH and NADH pathways can be distinguished. Consid-
ering the NADPH- and NADH-linked spectral responses
together allows for a more precise identication of metabolic
state because the metabolic roles of NADPH and NADH are
distinct. A phasor map of NADPH/NADH status is proposed and
tested using sequences of chemically induced metabolic
responses. This approach may be useful for distinguishing
cellular autouorescence response related to oxidative stress
versus cellular respiration.
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