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The origins of charge separation in anisotropic
facet photocatalysts investigated through first-
principles calculationsy

Shun-Chiao Chan,? Yu-Lin Cheng,? Bor Kae Chang {2 ** and Che-Wun Hong

It was recently discovered that the oxygen evolution reaction (OER) and hydrogen evolution reaction (HER)
can be completed on the {110} and {001} facets, respectively, of a 18-facet SrTiOs mono-crystal. The
effective charge separation is attributed to the facet junction at the interface between two arbitrary
anisotropic crystal planes. Theoretical estimation of the built-in potential at the facet junction can greatly
improve understanding of the mechanism. This work employs density functional theory (DFT)
calculations to investigate such potential at the (110)/(100) facet junction in SrTiOs crystals. The
formation of the facet junction is verified by a calculated work function difference between the (110) and
(100) planes, which form p-type and n-type segments of the junction, respectively. The built-in potential
is estimated at about 2.9 V. As a result, with the ultra high built-in potential, electrons and holes can
effectively transfer to different anisotropic planes to complete both photo-oxidative and photo-reductive

rsc.li/rsc-advances reactions.

1. Introduction

Photoelectrochemistry has great potential for storing solar
energy. Sunlight is absorbed by a photocatalyst to produce fuels
such as oxygen and hydrogen through the oxygen evolution
reaction (OER) and hydrogen evolution reaction (HER)." The
process is clean and does not need external electrical energy
input, but so far, the efficiency of photoelectrochemical reac-
tions is still very low due to low efficiency of charge separation.
The photogenerated electrons and holes recombine too easily to
reach active sites in the photoelectrochemical reaction, even if
they have sufficient Gibbs free energy for water splitting.

To enhance the charge separation efficiency, previous strat-
egies include: (1) combining the photocatalyst with a cocatalyst
to form a p-n heterojunction and introduce a built-in potential
on the photocatalyst surface to promote charge separation
during photocatalysis.>™*® For instance, Afshar et al. put p-type
tetrahexahedron-SrTiO; cocatalyst on n-type TiO, to form
a heterojunction to improve the efficiency of the photocatalytic
reaction."” (2) Introducing different types of defects in photo-
catalyst crystals to control the distribution of surface photo-
generated charges and resulting charge separation.'®>° Defect
engineering exploits the interesting fact that the properties of

“Department of Power Mechanical Engineering, National Tsing Hua University,
Hsinchu City 300, Taiwan. E-mail: cwhong@pme.nthu.edu.tw

*Department of Chemical & Materials Engineering, National Central University,
Taoyuan City 320, Taiwan. E-mail: BKChang@ncu.edu.tw
(ESI) available. See DOI:

T Electronic  supplementary  information

10.1039/d1ra01711j

18500 | RSC Adv, 2021, 11, 18500-18508

TiO, are closely related to defect disorder in structure or
composition, first proposed by Bak et al.**

For strategy (1), however, heterojunctions will gradually
encounter morphological degradation, interface degradation,
and photo-oxidation in time, resulting in the decrease of sepa-
ration efficiency.’*** For strategy (2), the size and location of
defects are the most important factors in defect engineering.'®*®
However, systematic investigations into the identity and distri-
bution of defects before and after photocatalytic reactions have
not been comprehensively performed for understanding the
role of vacancies. Moreover, the stability of defects under light
illumination and after photocatalytic reactions is still a ques-
tion because the concentration of defects will gradually reduce
after every cycle.*®

Recently, it was reported that semiconductors with charac-
teristic anisotropic facets, such as TiO, and BiVO,, can effec-
tively separate photogenerated electrons and holes into
different facets.**** The phenomenon results in selective
reductive or oxidative reactivity on different crystal facets. Later,
it was experimentally verified that built-in potential exists at the
interface between adjacent anisotropic facets of BiVO,.*
Moreover, Mu et al. even successfully used “nanocrystal
morphology tailoring” strategy to transform an isotropic 6-facet
SrTiO; photocatalyst into an anisotropic 18-facet SrTiO; crystal
and improved the electron/hole separation to a great extent.*’
They found that OER and HER will occur on different crystal
facets after forming an anisotropic-facet SrTiO;. Therefore, the
new concepts of “facet engineering” and “facet junction” were
introduced.*"*° Facet engineering not only effectively avoids the
recombination of electron holes, but also reduces the need to
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find different semiconductors to form a heterojunction. Hence,
it is the most promising way to enhance photocatalytic ability.

Theoretical estimation of the built-in potential in such an
anisotropic-facet photocatalyst is still lacking and cannot
provide details of the mechanism. In this work, to challenge this
issue, SrTiO; is chosen as the system of interest due to its easily
calculated cubic unit cell. Density functional theory (DFT)
calculations have been employed to elucidate the mechanism of
charge separation and calculate the built-in potential at the
facet junction between the anisotropic facets in SrTiO;.
Although band offsets have been calculated for a facet junction
demonstrated with TiO,,* built-in potential calculations have
not been attempted on such materials. This work is the first
instance of estimating the value of built-in potential at a facet
junction and not just the band offsets, demonstrated with
SrTiO;, and verifies that the built-in potential is the driving
force for charge separation for the facet junction.

2. Computational method
2.1 Details of the DFT simulations

All the DFT calculations were performed using the CASTEP
code, which uses plane waves basis sets.*”** The generalized
gradient approximation (GGA) with the Perdew-Burke-Ernzer-
hof (PBE) method is utilized as the exchange-correlation func-
tional.” The GGA+U approach is adopted to describe the
correlation effects in transition metal oxide semiconductors.*®
Typically, the on-site +U correction is only applied on the d and f
orbitals in transition metals. However, it has been found that in
certain cases the band gap is still underestimated compared
with the experimental result even with high U values. To obtain
the ideal band-structure, in addition to the d orbitals in tran-
sition metals (Uy), a few theoretical studies of the +U effect on p
orbitals (Up) in oxygen have been discussed and has been shown
to be crucial in oxides.*** Therefore, in this work, the
GGA+U,+tUg method is used to best describe the localized
transition and generate the most reliable result of band gap of
SrTiO;, with the Uy, (4.20 €V) on O 2p and Uq (5.95 €V) on Ti 3d.
On-the-fly generated (OTFG) ultrasoft pseudopotentials are
employed to describe the interactions of ionic core and valance
electrons.*® Also, Koelling-Harmon relativistic treatment is
used for spin-polarised calculations.”” The density mixing
electronic minimization algorithm is chosen for variable occu-
pancy calculations.®® A 550 eV cut-off energy and 6 x 6 X 6 k-
point Monkhorst-Pack grid have been used.** Convergence
criteria of 0.03 eV A~! maximum force, 0.05 GPa maximum
stress, 10 > A maximum atomic displacement, and self-
consistent field (SCF) tolerance of 10~® eV per atom have been
used in all the calculations.

2.2 Average potential method

The theoretical model for estimating the conduction band
offset (CBO) and the valence band offset (VBO) at a non-polar
semiconductor-semiconductor interface was described by Van
de Walle.®*®* Combined with DFT or hybrid DFT calculations,

this model has been successfully verified for various
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heterojunction materials and is the most widely used one. For
instance, it was combined with hybrid DFT to calculate the
band offsets for SrTiO;/TiO, (anatase) heterojunction by Liberto
et al.*® Furthermore, it has been employed to study the band
offsets at the (001)/(101) facet junction in anatase TiO,.*® In this
work, GGA+U was employed, as it is one of the most reliable and
cost-effective method for electronic band correction, allowing
for calculation of larger facet models. To estimate a band offset
of a non-polar heterojunction, the electrostatic potential V(x,y,z)
throughout the simulated structure should be averaged with
respect to the area of a unit cell S perpendicular to the direction
of the extended superlattice. It was set to the xy-plane in this
work. Therefore, the planar average electrostatic potential
(PAEP) V(z) can be expressed as eqn (1) proposed by Van de
Walle and Martin.**
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Fig.1 Models of cubic SrTiOs: (a) unit cell with lattice constanta =b =
c=3905A a=8=1vy=090.0° (b) (100) plane, (c) (110) plane, and 8-
layered superlattices of (d) (100) plane and (e) (110) plane.
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Table 1 The calculated lattice constants and band gap of cubic SrTiOs unit cell compared with other simulations or experiments. The super-
scripts denote the references: [a: ref. 54; b: ref. 55; c: ref. 64 and 65; d: ref. 66; e: ref. 67; f: ref. 68]

Lattice constants

Computational
XC-Functional method a/blc (A) a/Bly (°) Eq (eV)
Present work PBE GGA+U,+Uy 3.905 90.00 3.252
Other simulation results PBE GGA+UL+Uq 3.919% 90.00 3.222%
PBE GGA+U,+Uq 3.952P 90.00 3.220°
Experimental data NA NA 3.905°¢ 90.00 —
NA NA 3.9101 90.00 —
NA NA — — 3.220°
NA NA — — 3.250"
~ 1 o 1 z+p/2 -~ ,
V(z) = < || V(x,p,2)dxdy 1) V== V(z)dz (2)
S
p z—p/2
Then, the macroscopic average electrostatic potential (MAEP) V
is the average of V(z) over one period with the period length p:
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Fig.2 Calculated (a) band structure and (b) PDOS of cubic SrTiOs. The Fermi levelis set to 0 eV. GGA+U,+Uq4 correction is used to describe the
localized transition with U, (4.20 eV) on O 2p and Uy (5.95 eV) on Ti 3d. The calculated band gap is 3.252 eV, and the VBM and CBM are
characteristic of O 2p and Ti 3d.
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Finally, the CBO and VBO of a junction A/B can be deter-
mined by eqn (3). The first two terms describe the band
discontinuity across the interface between materials A and B
lattice segments, and the last term is the band lineup at the
interface.

BOcv = [Ecivia — [Ecvls + AV 3)
AV =[Va — Valam (4)

where Ecy is the conduction band minimum (CBM) or valence
band maximum (VBM) relative to the original MAEP V of A and
B segments respectively. The band lineup AV, which accounts
for the built-in potential, is described as the difference of MAEP
between materials A and B after the junction is formed.

3. Results and discussion

The structure model for cubic SrTiO; is from experimental data
recorded in the inorganic crystal structure database (ICSD:
23076).** In this work, the final equilibrium structure, shown in
Fig. 1(a), with lattice constants of a = b = ¢ = 3.905 A, 8 = 90.00°
are consistent with the experimental results found by Nelmes
et al®* For comparison, other experimental and theoretical
lattice constants along with the band gap are listed in Table
1.545%6%66 The band structure of cubic SrTiO; is shown in
Fig. 2(a), and the calculated indirect band gap of 3.252 eV is very
close to the experimental data of 3.22-3.25 eV at room
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temperature.®*® Without considering anharmonic effects in
nuclear motion and full vibronic coupling, this work may be
further improved with the state-of-art “band-resolved spectral
function” approach,® especially for high temperature (7 > 300
K) in the future. However, for calculations in the range of low
band energy and temperature (0 to 300 K), the conventional
perturbative harmonic method with appropriate correction still
closely follows experimental results.®” The corresponding
partial electron density of states (PDOS) is shown in Fig. 2(b),
where it clearly shows that the valence band (VB) is dominated
by O atom characteristics, and the conduction band (CB) is
dominated by Ti and Sr. The VBM and CBM are mainly
contributed by O 2p and Ti 3d, respectively. The result is
consistent with previous published research.”

According to the results of Takata et al., the oxidative and
reductive reactions primarily happen on {110} and {100} facets
of 18-facet SrTiO;, respectively.” Hence, in this work, the (100)
and (110) crystal planes of SrTiO3, shown in Fig. 1(b)-(e), were
chosen as representative models for the built-in potential esti-
mation of the facet junction at the (110)/(100) interface. For
each plane, the convergence of sufficient number of layers was
tested to avoid surface reconstruction due to the different forces
exerted on the internal atoms and the surface atoms. Theoret-
ically, the MAEPs of the inner slab, the potential on the side of
the vacuum region, for layered (110) and (100) should be iden-
tical after reaching convergence, as they are the same material.
Therefore, the difference of the inner slab MAEPs between (100)
and (110) are calculated for different layered structures shown

SrTiO4(100)
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Fig. 3 The average potential and work function (difference between vacuum level and Fermi level) of (a) (100) and (b) (110) planes. Green dashed
line is vacuum level, red dashed line is Fermi level, dark blue dashed lines denote the upper/lower converged values of the side of the vacuum
region, i.e., the inner slab, while black dashed line represents the MAEP of the inner slab.
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in Fig. S1.7 It can be seen that the difference of inner slab
MAEPs between (100) and (110) will gradually reduce as the
layers increase. However, when the MAEP difference reduces to
about 0.885 + 0.006 eV, it becomes almost steady and
converged. Hence, the eight layered structure was chosen as
Fig. S17 revealed that eight layers are enough to reach conver-
gence of work function calculated for both (100) and (110)
planes.

The formation of a facet junction is different from that of
a conventional homojunction. The former is a result of different
ordering of atoms in the crystal planes. The surface potentials of
the two planes will be located at different positions, with the
potential drop driving the charge flow. The latter is formed by
doping holes or electrons in a host material to cause a differ-
ence in chemical potential (Fermi level) between p-type and n-
type semiconductors and thus forming a p-n junction.
However, the facet junction can be seen as a homojunction
because it is only composed of one material. Therefore, in this
work, eqn (1)-(4) are employed to calculate the built-in potential
at the (110)/(100) facet junction in SrTiOj.

Normally, the built-in potential of a homojunction can be
calculated by the work function difference between the two
segments in conjunction. Therefore, the built-in potential at the
(110)/(100) facet junction can be estimated with eqn (5).

(5)

Veiaioyio0) = $a10) — P00

The work function of the two planes are calculated based on
electrostatic potential shown in Fig. 3, with values of 3.098 eV
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(100) and 6.168 eV (110), respectively. The resulting built-in
potential is 3.07 V.

In addition, the electrostatic potential and band calculations
of (110) and (100) facets are shown in Fig. S2 and S3.} The use of
five repeating units for (110) and seven repeating units for (100)
for construction of super lattice segments ensures the stability
of energy variation for enough cycles. It can be seen that the
PAEPs of (110) and (100) are very stable, and the MAEPs are both
about —11.319 eV. The calculated band edges of (100) and (110)
are the same, with VBM at 5.682 eV and CBM at 8.933 eV. Thus,
the band gaps of both planes are 3.251 eV, which is consistent
with the fact that they are just different arrangements of the
same mono-crystal plane.

To further estimate the band offset of the (110)/(100) junc-
tion, a superlattice was built by joining the two segments, as
shown in Fig. 4(a). The formation energy of the facet junction,
Ef(110)/(100), has been calculated by eqn (6).

Ef(HO)/lOO = ALL (Em())/mo - E{ﬁ()) - E}?)B) [6)
where E{S10)(100), E(ti0), and ESoo) represent the total energy of
the relaxed structure of facet junction and the two segments
respectively, because the junction was built by joining them.
And A, represents the cross-section area of the facet junction.
The calculated formation energy is 3.069 eV A~2, showing the
relative ease with which the (110) and (100) facets can
combine.

After aligning the Fermi level, a clear potential drop of the
MAEP exists across the (110)/(100) facet junction seen in
Fig. 4(b), resulting in the generation of a built-in electric field.

SITi0,(110) SrTi0,(100)

L L L I L L L n T n 1

1

1 n

Position (z)

Fig. 4

100 125 150 175 200 225 250 275 300 325 350 375 400 425

(a) Schematic and relaxed superlattice, (b) average electrostatic potential, and (c) band diagram of the (110)/(100) facet junction. The built-

in potential is estimated at 2.913 eV, which is equal to the VBO and CBO. The p-type and n-type segments are formed by (110) and (100),

respectively.
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As the work function of (110) is higher than that of (100), the
MAEP of (110) is higher as well. The values of the MAEPs are
—9.736 eV for the (110) segment and —12.649 eV for the (100)
segment, with a resulting built-in potential of 2.913 V calculated
by eqn (4). This value is very close to the work function differ-
ence between pure (100) and (110) planes, with an error of about
5.39%. The complete band diagram of the junction is shown in
Fig. 4(c). The values of CBO and VBO in the (110)/(100) facet
junction are the same as the built-in potential since the facet
junction is a homojunction, with no contribution of the band
discontinuity, ie., only built-in potential contributes to the
band offsets. Additionally, the CBM and VBM of (110) segment
is higher than that of (100) segment after forming the (110)/

View Article Online
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(100) facet junction, indicating that the p-type and n-type
roles are played by (110) and (100) planes, respectively.

The electronic structures of the (110) and (100) planes are
evaluated in the same manner as bulk SrTiOj;, with Fig. 5(a)-(h)
showing that in both of (110) and (100) planes, the VBM is
determined by O 2p, and the VB is mainly composed of O 2s, O
2p, Sr 4p with small contribution from Ti 3d. On the other hand,
the CBM is dominated by Ti 3d, and the CB is mainly contrib-
uted by d orbital in Ti and Sr atoms with slight O 2p contribu-
tion. From the calculations, it can be seen that both the VBM
and CBM values of (110) are higher than that of (100), verifying
the p-type and n-type characteristics of (110) and (100) after the
facet junction is formed. In addition, compared with bulk
SrTiO;, the peaks of all the atomic orbitals of the two planes are
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Fig.6 PDOS of bulk atoms compared to those located near or on the facet junction for (a) Ti-4s, (b) Ti-4p, (c) Ti-3d, (d) Sr-5s, (e) Sr-5p, (f) Sr-4d,
(g) O-2s, and (h) O-2p orbitals. Peaks for atoms in the junction are all shifted to lower energies compared to bulk. The width of Ti 3d and Sr 4d
broadens after the facet junction is formed. The Fermi level is set to 0 eV.

similar in energy as the bulk, with slight shifts as expected of
surfaces. Also, the PDOS of the atoms in the bulk are compared
with the atoms locate near the facet junction (atom selections
are shown in Fig. S41), shown in Fig. 6(a)-(h). The peaks of all
atomic orbitals shifted to lower energy by approximately 2 to
5 eV after facet junction formation. Moreover, the PDOS of Ti 3d
and Sr 4d in the (110)/(100) facet junction are broadened
compared to that in bulk SrTiO3, shown in Fig. 6(c) and (f), with
the same trend found in normalized total DOS of the bulk and
the facet junction shown in Fig. S5.1 The broadening in the
PDOS of these orbitals provides more energy states for trapping
electrons and promote charge separation in the facet junction.
As a result, holes and electrons will mainly concentrate on (110)
and (100), respectively, to form an effective p-n junction to
separate charges. This interesting phenomenon is due to the
varying work function of these crystal planes, caused solely by
different atom distribution in the planes. Hence, the photo-
generated electrons will migrate from (110) to (100), and pho-
togenerated holes migrate in opposite direction. The simulation
result is consistent with experimental results showing that the
OER and HER will occur on {110} and {100} facets respectively,
reported by Takata et al.”*

18506 | RSC Adv, 2021, 11, 18500-18508

In this work, the result of estimated built-in potential of
approximately 2.9 V for SrTiO; which is very large compared to
a standard silicon diode with a built-in potential of 0.7 V. This is
also much higher than the many reported SrTiOs-based heter-
ojunction structures, where values usually fall in the range of
0.9-1.2 V.”>7 Therefore, the built-in potential at the (110)/(100)
facet junction is a very strong driving force for charge (electron/
hole) separation, which is very important to the reaction effi-
ciency of OER and HER. The results verified that the sponta-
neous forming of a built-in potential at the interface of
anisotropic facet SrTiO; can provide significant charge separa-
tion enhancement and can be completed in a mono-crystal
without any dopant or band modulation.

4. Conclusions

The facet junction formed in anisotropic-fact catalyst is very
important to charge separation in the photocatalysis. Though
the band offsets at the facet junction in anatase TiO, have been
calculated, there is no direct theoretical estimation of built-in
potential in such an anisotropic-facet photocatalyst. In this
work, SrTiO; is chosen, and the calculated band gap is in good

© 2021 The Author(s). Published by the Royal Society of Chemistry
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agreement with experimental data. The result verified the reli-
ability of calculation with GGA+U,+Uy method presented in this
work. The built-in potential at the (110)/(100) facet function is
estimated at 2.9 V using first principles calculations. It was
revealed that different atom distribution on the crystal planes
will cause a difference in work functions, and lead to the
formation of a facet junction. The VBM and CBM of (110) and
(100) were also calculated, and it was verified that the holes and
electrons preferentially migrate to (110) and (100) planes,
respectively. Thus, the OER and HER will occur on different
planes with the separated electrons and holes. Through this
work, the mechanism of the charge separation at the facet
junction was elucidated, and demonstrated for the first time
a method for estimation of built-in potential at the junction in
anisotropic-facet materials. The technique can help in further
design and development of efficient photocatalysts by means of
anisotropic-facet engineering.
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