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Molecular scale understanding of the mechanism of solution-mediated nucleation and the growth of crystalline materials in the presence of growth inhibitors together with the process parameters continues to attract the interest of the scientific community though much headway has been made in recent years. Growth inhibitors can be added to solution of a crystallizing parent molecule to alter the rate of growth of different crystal faces, size and shape of the crystalline materials. In this work, we investigated the effects of a number of shape-controlling inhibitors, such as acetone, biuret and biurea, on the growth kinetics of the various faces of aqueous-grown urea crystals as a means to predictably control the crystal growth morphology. We combined the adsorption energy landscape of various auxiliaries with the kinetics of the molecular growth processes to develop an analytical model to compute the rate of growth as a function of supersaturation and the additive concentration. The model relates the kinetic and thermodynamic aspects of the adsorption of the solute, solvent and additive to provide a quantitative description of the crystal growth. Ab initio periodic dispersion-corrected density functional theory using the hybrid exchange–correlation functional was employed to determine the interfacial structure of the adsorption of various auxiliaries at crystalline surfaces. The calculated adsorption energies of different auxiliaries were employed to examine the role played by these auxiliaries during the aqueous crystallization of urea crystals containing small amounts of additives. Our results showed that the growth of (110), (111) and (111) faces were nearly unaltered by the addition of moderate amounts of acetone as it has lower adsorption energies with the surfaces of these faces. Nevertheless, the presence of acetone in the solution reasonably impeded the growth of the (001) face. The addition of biuret or biurea in the solution led to a higher adsorption energy at (001) and (111) faces. Consequently, the low concentration of these additives severely obstructed the growth of (001) and (111) faces as most of the adsorption sites were occupied by these additives. On the other hand, these additives were weakly adsorbed at the (110) face and, hence, the growth of the (110) face largely remained unaltered. Moreover, unlike biuret, biurea considerably inhibited the growth of the (111) face. Our results are in agreement with the experimental and computational results reported in the literature.

1 Introduction

Controlling the polymorphism and particle morphology of fine chemicals and active pharmaceutical ingredients poses a difficult challenge to the chemical and pharmaceutical industries in order to regulate key properties, such as the growth/dissolution kinetics and bioavailability. 1,2 It is becoming increasingly clear that shape-controlling growth inhibitors (hereafter referred as additives) – a foreign molecule that selectively binds to the growing face –, the solvent, composition of the mother phase and crystallization conditions, such as supersaturation, temperature, and cooling rate, play primary roles in determining the kinetics of the growing surface, properties, shape and size of the material. However, the ability to design crystalline materials with desired properties based on their structural understanding is still limited. During crystallization, particular (or tailor-made) additives or solvents selectively interfere with the growing crystal surface (hereafter referred as the surface) because of the high degree of specificity in the interaction of the additives with different growing surfaces. As a result, the relative growth rates of crystal faces can be altered largely, leading to drastic changes in the growth morphology. The adsorption energies of a number of auxiliaries present in the mother phase and their corresponding concentrations greatly affect the kinetics of the growing surface by inhibiting the crystal growth perpendicular to these faces. 3–9 Molecular scale understanding
of the role of the solvent, additive and crystallization conditions would allow us to control the evolution of the growth morphologies and polymorphism. Inevitably, our ability to control the crystallization and polymer formation can take the form of a careful choice of solvent, additive and accurate monitoring of the crystallization process parameters.\textsuperscript{10,11} The rate of incorporation of the crystalline solute material (hereafter referred as the solute) into the growing surface steps depends on supersaturation, the temperature, additive concentration and adsorption energies of the solute, solvent and additive. On the other hand, auxiliaries, such as the solvent and additive adsorbed on the kink sites in a step ledge or surface terrace, either by blocking the movement of the growing steps or by incorporating in the surface, can disrupt the intermolecular interactions. The monomolecular surface steps generally have regular structures in pure solution. However, the presence of additive in the growth solution often generates irregular macro steps, which results in a reduction in the step velocity. To this end, a quantitative understanding of this will not only lead to being able to engineer the crystal growth morphology and desired properties\textsuperscript{2,3,4} with the judicious use of the right solvent and additive, but will also help us to design new crystalline materials with the desired properties. The accurate prediction of the evolution of the growth morphology requires precise control over the kinetics and of the thermodynamic factors during the crystallization process, which will ultimately control the rate of growth and growth morphology.

Predicting the role of the solvent, additive and external growth parameters to elucidate the face-dependent growth and dissolution dynamics has attracted considerable interest over the past two decades. Nevertheless, the present understanding of the crystallization mechanism through which the solvent interacts with the surface is still far from complete.\textsuperscript{12} Also not well understood is the role of the solvent during crystallization, such as whether the solvent inhibits\textsuperscript{4,5} or promotes\textsuperscript{6,7} the crystal growth. In the inhibition model hypothesis, solvent molecules preferentially adsorb on the growth sites, which would disrupt the attachment of the solute to that particular crystal face.\textsuperscript{8,9} The incorporation of the solute requires the removal of the bound solvent from the surface, which would require overcoming an additional energy barrier. The alternative hypothesis proposes that the interaction of the solvent with specific crystal faces lower the energy barrier for the 2D nucleation by reducing the edge energy and this would cause a resultant increase in the growth rate of the crystal faces.\textsuperscript{13-17} For some systems, e.g. (R,S)-alanine and \(\gamma\)-glycine crystallizing from aqueous solution, the experimentally observed faster growing face along their polar axis can only be explained using a complex and distinct relay-type mechanism.\textsuperscript{3} Nevertheless Tilbury et al.\textsuperscript{18} proposed mechanistic models that go well beyond the inhibition mechanism, and that can capture rough growth, 2D nucleation, and BCF spiral growth. On the computational front, Nielsen et al.\textsuperscript{19,20} investigated the attachment and detachment frequencies of solvated growth units to determine the rate of displacement normal to the face. Woenkregt\textsuperscript{21} depicted the solvent as an impurity that is preferentially adsorbed on the crystalline interface. Liu et al.\textsuperscript{22-26} carried out molecular dynamic simulations to predict the growth shape of urea crystals from water and put forward the idea of an effective growth unit. Subsequently, Gnanasambandam and Rajagopalan\textsuperscript{27} extended this idea to predict the shape of aqueous-grown \(\alpha\)-glycine crystals by fully accounting for the effects of the solvent. On the other hand, Doherty et al.\textsuperscript{28-30} predicted the supersaturation-dependent shapes of many organic crystals by examining the detailed Burton–Cabrera–Frank growth mechanism\textsuperscript{31} and by considering additional terms to represent the solvent-induced surface energy. Wiorek et al.\textsuperscript{32} and Anwar et al.\textsuperscript{33,34} performed molecular dynamic simulations to examine the effect of the solvent towards asymmetrical growth along the polar axis of \(\alpha\)-resorcinol crystal and showed that water has a stronger interaction on the slower growing face and, thus, their results supported the inhibition model of crystal growth. Piana et al.\textsuperscript{35,36} exploited multi-scale modelling to study the effect of the solvent, degree of supersaturation and extended defects to predict the growth shape of a urea crystal grown from a water and methanol solution. Tóth\textsuperscript{37} determined molecular rate constants to obtain the growth of urea in water and methanol by combining a genetic algorithm with kinetic Monte Carlo simulations. Recently, we employed density functional theory to calculate the adsorption energies of the solvent and solute at the solvent–surface interface to study the solvent-induced habit modification of different molecular crystals.\textsuperscript{38-41} A comprehensive account of molecular modelling techniques and computational chemistry was made by Myerson\textsuperscript{42} and Doherty and Meenan.\textsuperscript{43}

In general, additives can affect the nucleation and growth of flat faces in two distinct ways, either by impeding the incorporation of crystalline materials by hindering the subsequent absorption of further layers of the solute,\textsuperscript{44,45} or, in some instances, they can even promote\textsuperscript{46-50} the rate of crystallization by decreasing the surface free energy. With some exceptions, it is generally thought that the increase in an additive's concentration would result in a decrease in the particle size.\textsuperscript{49} These effects of growth additives are generally related to a decrease in the kinetic coefficient, resulting in a change in the free energy of the growing surface. We envisage that the additive plays a similar role as the solvent during crystallization and it can either inhibit\textsuperscript{5} or promote\textsuperscript{46} the nucleation and crystal growth. The selective adsorption of tailor-made additives at a given face causes growth inhibition of the face, which is consistent with the mechanism of action of a solvent on crystal growth. In contrast to the solvent effect on the crystallization mechanism, it has been observed that trace amounts of additives can greatly alter the rate of crystallization, where even the magnitude of the interactions of the additive and solvent to a specific surface are comparable. The effect of additives on the morphology can be fairly explained by a two-step mechanism of adsorption and inhibition of growth of that specific face.\textsuperscript{50} Accordingly, additives bind to surface steps in the growth spirals, leading to a drastic reduction in the growth of specific faces, consequently altering the crystal morphology. The pinning models\textsuperscript{51-55} of impurity adsorption offer a qualitative understating of the effect of adsorption of a low impurity concentration on the growth kinetics. The
immobile impurity is adsorbed all over the surface terrace and obstructs the advancing step edge caused by its structure becoming deformed, which ultimately leads to the altered step velocity.\(^\text{3}^\) Nevertheless, Kubota–Mullin’s model\(^\text{33–35}\) was used to investigate the adsorption of mobile impurities on the crystal surface, which retard its growth by blocking the available active growth sites. Relatively large and immobile impurities, such as organic dyes, eventually hamper the growth of surface steps, ultimately leading to a reduction in the growth velocity. However, observations made by atomic force microscopy\(^\text{56–58}\) showed an abrupt increase in step velocity. This evidently raises serious question about the validity of the Gibbs–Thomson effect, which is the basis of the pinning model. It is also noteworthy that pinning models can be reasonably successfully used to study the kinetic aspect of the adsorption of impurities, but ignore the thermodynamics of the crystallization process. In recent years, the stereochemical approach\(^\text{55,59}\) has been put forward to investigate the role of tailor-made additives on the crystallization and dissolution of many molecular crystals. A computational molecular modelling technique\(^\text{60,61}\) was developed by Clydesdale et al.\(^\text{62–64}\) to study the effect of additives on the crystal morphology. Recently, Poornachary et al.\(^\text{65–67}\) studied the influence of the solution speciation of “tailor-made” additives to control the stereoselective habit modification in molecular crystals. Recently, Sangwal\(^\text{68}\) compiled a comprehensive description of the role played by additives during the nucleation, growth and aggregation of crystals. Amjad\(^\text{69}\) discussed in detail the interaction of polymeric and non-polymeric inhibitors with a variety of scale-forming crystals.

With the motivation to glean insights into the role of different additives to determine the rate of growth and, hence, the morphology of crystals, we examined the growth of a urea crystal in an aqueous medium containing small amount of acetone, biuret and biurea as habit modifiers. In the present work, we addressed the local concentrations of the solute, solvent and additive at the surface and their corresponding adsorption energies, as well as externally controllable crystallization parameters, such as supersaturation and temperature, to determine the rate of growth of a number of faces of the urea crystal. Biurea and biuret were chosen due to their higher structural compatibility to the urea crystal. Biurea and biuret as habit modifiers with a variety of scale-forming crystals.

As stated earlier in the introduction to this paper, we aimed to examine how the kinetics and thermodynamics of the molecular growth processes containing different growth inhibitors affect the rate of crystallization. In order to study the kinetic and thermodynamic factors on the solvent and additive-controlled crystallization, we briefly describe an analytical model employed to calculate the rate of growth. The surface comprised flat regions and raised partial layers called terraces and steps, respectively.\(^\text{73}\) The solvated solute molecule in solvent-assisted crystallization diffuses towards the interfacial region through the mother nutrient before it is adsorbed into the surface steps. It also re-orient itself according to the surface structure before being absorbed. The surface-adsorbed solvent and additive then obstruct the movement of advancing steps, resulting in a delay in growth. The growth of crystal faces, \(R_{\text{red}}(hkl)\) is usually governed by a spiral growth mechanism and given by\(^\text{71,74,75}\)

\[
R_{\text{red}}(hkl) = \frac{v^\text{kink}_{\text{step}(hkl)} d_{\text{hkl}}}{\lambda_{\text{hkl}}} 
\]

where \(v^\text{kink}_{\text{step}(hkl)}\), \(\lambda_{\text{hkl}}\) and \(d_{\text{hkl}}\) are the step velocity, step spacing and inter-planner distance of the \((hkl)\) face, respectively. The net flux of solute molecules entering \((N_{\text{step}(hkl)})\) and leaving \((N_{\text{step}(hkl)}^\text{out})\) at the kink sites in the ledges and kink density affect the step velocity.\(^\text{76}\) Considering the kinetics and thermodynamics aspects of the adsorption of the solute in the ledges, the surface-adsorbed solvent and additive, and keeping in mind that the crystallization is a thermally activated process and, as such, usually characterised by the Arrhenius equation, the rate of growth, \(R_{\text{red}}(hkl)\) can be expressed as,\(^\text{41}\)
where, $R$, $T$ and $\sigma$ are the gas constant, temperature and supersaturation, respectively. A more precise expression for the kink density has been reported elsewhere\(^{27}\) for low kink energies. The surface-adsorbed additive creates an additional energy barrier during growth; thus, the steps energy increases with the increasing adsorption energy and concentration of the additive. With a lattice energy of $E_{\text{latt}}$, bulk enthalpy of dissolution $\Delta H_{diss}$, coordination number $n_{(hkl)}$, adsorption energy of solute $E_{\text{solute/surf}}^{(hkl)}$, adsorption energy of solvent $E_{\text{solvent/surf}}^{(hkl)}$, adsorption energy of additive $E_{\text{additive/surf}}^{(hkl)}$ and surface coverage $\theta_{(hkl)}$, the average step energy $\phi_{\text{step}}^{(hkl)}$ can be expressed as,

$$
\phi_{\text{step}}^{(hkl)} = \left\{ E_{\text{latt}} - c_{\text{solvent/surf}}E_{\text{solvent/surf}}^{(hkl)} + \frac{1}{c_{\text{solvent/surf}}} + \frac{1}{c_{\text{additive/surf}}} \right\} \Delta H_{\text{diss}}^{\text{additive}} \frac{1}{n_{(hkl)}}
$$

The fourth term in the numerator of the above expression represents a growth hindrance from the adsorption of the additive on the surface. With a saturated mol fraction of the solute concentration $c_{eq}$, the supersaturation $\sigma$ can be approximated as,

$$
\sigma = (c - c_{eq})c_{eq}
$$

At a given temperature, $c_{eq}$ is estimated from the solubility data. In thermal equilibrium, the surface coverage is defined as,$^{78,79}$

$$
\theta_{(hkl)} = \frac{K_{\text{additive/(hkl)}}c_{\text{additive}}}{1 + K_{\text{additive/(hkl)}}c_{\text{additive}}}
$$

where $K_{\text{additive/(hkl)}}$ and $c_{\text{additive}}$ are the Langmuir constant and mol fraction of the additive concentration per solute, respectively. The Langmuir constant is given by,$^{78}$

$$
K_{\text{additive/(hkl)}} = \exp\left(\frac{\Delta H_{\text{ad}}^{\text{additive/(hkl)}} - \Delta H_{\text{diss}}^{\text{additive}}}{RT}\right)
$$

The third term in the denominator of eqn (7) represents the growth hindrance contributed by the surface-adsorbed additive. Detailed derivation of the above growth rate expression is described in detail elsewhere.$^{11}$ It is evident from eqn (2), (3) and (7) that the step energy and rate of growth greatly depend on several kinetic and thermodynamic factors, like the supersaturation, solubility, surface coverage of the additive, and adsorption energy different auxiliaries present during crystallization. These energetics are accurately obtained using periodic \textit{ab initio} density functional theory.

### 3 Computational method

We now provide a brief description of the computational details employed to calculate the adsorption energies and interfacial structures of the solute–surface, solvent–surface and additive–surface on various faces of the urea crystal. With this in mind, we employed periodic dispersion-corrected density functional theory with the B3LYP exchange–correlation functional (hereafter referred as DFT-B3LYP-D) as implemented in CRYSTAL14 (ref. 80 and 81) code to calculate the structure and energies. It has been widely demonstrated that the hybrid functionals and, in particular, the B3LYP functional can precisely determine the structure, energy and vibrational properties of molecules and solids.$^{82-84}$ Civalleri \textit{et al.}$^{84}$ showed that the adsorption energy
and vibrational frequency shift of CO adsorbed on the MgO(001) surface could be accurately obtained with the DFT-B3LYP-D method. The computed structures and lattice energies of different molecular crystals using the B3LYP functional are in good agreement with experimental data.\textsuperscript{85-87} This clearly shows that the results obtained with the DFT-B3LYP-D level of theory are better than the Hartree–Fock or exchange–correlation functional within the local density approximation and the generalized gradient approximation. In the present calculations, we employed finite atom-centred basis sets that lead to a basis sets superposition error (BSSE). This gives a spurious extra-binding that mimics the dispersion energy and, thereby exaggerates the dispersion correction.\textsuperscript{88-89} Ordinary BSSE tends to cancel the missing dispersive interactions in small and moderate basis sets. The dispersion-corrected density functional theory using the B3LYP exchange–correlation functional with BSSE correction has been employed to study the structure and the lattice energies of different molecular crystals and the results have shown that the computed lattice energies and lattice parameters are in good agreement with the corresponding experimental results.\textsuperscript{84} We also show that the crystal cell parameters and lattice energy of different molecular crystals obtained with DFT-B3LYP-D using a moderate basis set (6-31G(d,p)) gave close agreement with the corresponding experimental value.\textsuperscript{87} The application of smaller basis sets yields a larger basis set superposition error that leads to an over-correction of the lattice energy. On the other hand, the application of larger basis sets, like triple zeta polarization, gives structural parameters close to the experimental results, but the lattice energy is largely exaggerated. Taking all this into account, we employed the DFT-B3LYP-D method with the 6-31(d,p)\textsuperscript{66} all-electron basis set (hereafter referred as DFT-B3LYP-D/6-31G(d,p)) for all the calculations reported in the paper. The counterpoise (CP) method, as proposed by Boys and Bernardi,\textsuperscript{91} was used to obtain the BSSE. The massive parallel implementation of CRYS
tAL14 code is ideally suited to study a larger assembly of atoms with lower symmetry. The implementation effectively utilized high-performance computing resources and showed that a nearly linear scaling was achievable with large processor counts.\textsuperscript{92} The shrinking factor of 64 was used to define a mesh of points in the irreducible Brillouin zone to meet the convergence criteria.\textsuperscript{93,94} The detailed description of the computational parameters employed in the present calculation has been reported elsewhere.\textsuperscript{41} The energy optimization of the lattice parameters and atomic coordinates was carried out by means of analytical energy gradients.\textsuperscript{95,96}

\textit{Ab initio} determination of the structure and adsorption energy of the auxiliaries adsorbed on the surface also required a consideration of the dispersion forces in the DFT calculations.\textsuperscript{82,84,86,97} An empirical correction term proposed by Grimme\textsuperscript{98} for long-range dispersion interactions in DFT calculations was thus added to the total energy and is given by,

\[
E_{\text{disp}} = -6 \sum_{g} \sum_{g'} \sum_{j} \sum_{j'} \frac{C_{ij}^{gj} g_{ij} g_{ij}^{*}}{R_{ij}^{6} g_{ij} g_{ij}^{*}} \left( \frac{1}{1 + e^{2}(R_{ij}/R_{\text{cut}} - 1)} \right) \tag{10}
\]

where \(C_{ij}^{gj}\) denotes the dispersion coefficient, \(R_{ij}\) is the inter-atomic distance between the \(i^{th}\) atom in the reference cell and the \(j^{th}\) atom in the neighbouring cell, \(R_{\text{cut}}\) represents the sum of the van der Waals radii and \(d\) is the steepness of the damping function. A cut-off distance of 25.0 Å was used to truncate the summation over the lattice vectors \(g\) to obtain an accuracy of the order 0.02 kJ mol\(^{-1}\) to calculate the energy.\textsuperscript{99} The data of the sum of the van der Waals radii, steepness of the damping function and dispersion coefficient were obtained from ref. 98. The scaling factor, \(s_{g}\), depends on the adopted exchange–correlation functional and following ref. 98, we chose it to be \(s_{g} = 1.05\) for the B3LYP method. We note that despite the semi-empirical nature of the expression of the dispersion energy (eqn (10)), the approach gave a quite accurate thermochemistry for the case in which dispersion forces dominate.\textsuperscript{99} It also required less computational time and yielded an average correct bond length. The calculated lattice energy of the urea crystal at the DFT-B3LYP-D/6-31G(d,p) level of theory was \(-104.3\) kJ mol\(^{-1}\), which is in close agreement with the experimental enthalpy of sublimation\textsuperscript{100} corrected at 0 K (\(-103.6\) kJ mol\(^{-1}\)).\textsuperscript{100} The calculated lattice cell parameters \((a = 5.677\) Å and \(c = 4.674\) Å) were in agreement with the experimental result \((a = 5.576\) Å, \(c = 4.684\) Å).\textsuperscript{101}

4 Results and discussion

Having discussed the computational method to obtain the adsorption energy of the additive, we now briefly describe the adsorption of a low coverage of different additives, like biurea, biuret and acetone, on the different faces of the urea crystal. In Fig. 1, we show the structures of: (a) acetone, (b) biuret and (c) biurea. It is evident from Fig. 1 that biurea and biuret molecules have a higher structural compatibility to the urea molecule, and it is expected that they would play a dominant role in affecting the growth morphology of the urea crystal. On the contrary, acetone has a lower structural compatibility with the urea molecule, and would not alter the growth morphology to a large extent. The interaction between these molecular additives and urea surfaces are primarily dominated by hydrogen bonding at the interface. The potential energy surface, particularly for

\begin{figure}[h]
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\caption{Molecular structures of three structurally related additives: (a) acetone, (b) biuret and (c) biurea molecules, showing the structural incompatibility/compatibility with the urea molecule.}
\end{figure}
hydrogen-bonded complexes, would comprise many local minima and predicting the most stable structure is crucial to accurately determine the adsorption energy.

It has been shown that each symmetry site on the crystalline surface has an equal opportunity for additive adsorption closest to the surface. The adsorption of a low coverage of additives on various faces of the urea crystal was achieved by constructing a $3 \times 3$ supercell and exchanging the host molecule (urea) with a single additive molecule at each symmetry site and removing all other host molecules from the molecular layer that contain the additive. The 3D unit cell of the urea crystal comprises two urea molecules and, therefore, a 2D unit cell of (001), (110), (111) and (111) faces would comprise two distinct orientations of urea molecules, and, consequently, it is anticipated that the additive could also be adsorbed on the surface of these faces in two different orientations. To determine the most stable interfacial structures, we employed the ab initio evolutionary-based algorithm as implemented in USPEX code. The interfacial structures constructed by exchanging the host molecule with an additive molecule served as guess structures for the USPEX code. The application of suitable heredity, mutation and transmutation operators yielded next-generation trail interfacial structures that were structurally relaxed: first using the GULP code at the atomistic scale and subsequently, all the stable and metastable structures obtained using GULP were further relaxed using CRYSTAL14 (ref. 80 and 81) at the DFT-B3LYP-D/6-31G(d,p) level of theory. The energy ranking provided by the CRYSTAL14 code was used to obtain the lowest energy configuration. The 2D cell parameters of the crystal faces were fixed to their experimental value during the energy minimization process.

Before we proceed to compute the rate of growth of different faces of the urea crystal in an aqueous solution containing a small amount of additives, we first present the results of our calculated adsorption energies ($E_{\text{additive/surf}}$) of different additives adsorbed on the (001), (110), (111) and (111) faces in low coverage. The fully relaxed structures of the adsorption of acetone, biuret and biurea on different faces of urea crystal can be seen in Fig. 2–4, respectively. In Table 1, we compiled the calculated adsorption energies in different configurations of acetone, biuret and biurea in partially and fully relaxed interfacial structures on the above-mentioned faces. For the partially relaxed additive–surface interface, the geometry of the additive molecule adsorbed on different faces was only allowed to relax; whereas, in the structure of the additive and other urea molecules that constitute a slab, only the bottom layer of the slab was relaxed in full relaxation. As noted earlier, the unit cell of a urea crystal comprises two urea molecules; consequently, in the partially relaxed structure, we obtained two distinct configurations of the additive molecule on each face. We carried out full structural relaxation of the interfacial structure as we noted that the adsorption of the additive on the surface would also alter the surface structure, particularly in the case of a strongly interacting additive. Interestingly our results showed that the two configurations of the additive adsorbed on either (110),
The adsorption energies of the strongly bound acetone molecule in the fully relaxed structure comprising either acetone, biuret or biurea adsorbed on the (001) face retained two distinct configurations, namely configuration 1 and configuration 2.

The adsorption energies of the strongly bound acetone molecule in the fully relaxed structure on (001), (110), (111), and (111) faces were $-23.6$, $-15.7$, $-17.8$ and $-15.4$ kJ mol$^{-1}$, respectively. On the other hand, the corresponding adsorption energies of biuret and biurea were $-32.7$, $-24.5$, $-34.5$, $-30.4$ kJ mol$^{-1}$ and $-44.4$, $-28.8$, $-40.4$, $-38.5$ kJ mol$^{-1}$, respectively. These can be compared with the adsorption energies of the strongly bound water molecule adsorbed in a liquid-like structure on the (001), (110), (111) and (111) faces, which were $-9.8$, $-28.3$, $-10.1$ and $-6.5$ kJ mol$^{-1}$, respectively. Our calculated adsorption energy of biuret on different faces of the urea crystal were in good agreement with the results obtained using well-tempered meta-dynamics simulation. These results gave us confidence to employ the above-mentioned method to carry out calculations of the adsorption energy for acetone and biurea on the above-mentioned faces. It is worth mentioning that our previous calculations of the adsorption energies of biuret on different faces of urea crystal were slightly higher than the results reported in the present paper. This could be anticipated as the structure of the different interfaces were predicted by the ab initio evolutionary-based method. Note that the method employed in this paper for obtaining the interfacial structures is more rigorous in nature than the method employed previously. Nonetheless, in our previous study, we constructed several configurations of biuret positioned on different faces by exchanging the host molecule for a biuret molecule on a symmetry site.

It is evident from Fig. 2 and Table 1 that acetone would be positioned lying flat on the surfaces of (110), (111), (111) and (001) in the configuration and, thus, it would result in a lower adsorption energy of acetone on the surface of these faces. Moreover, it is evident from Fig. 3 and 4 that biuret and biurea would also be lying down flat on the surface of the (110) face, which would also result in a lower adsorption energy. On the contrary, biuret and biurea were strongly adsorbed on the (001), (110), (111) faces were reduced to a single configuration. However, it is evident from Fig. 2–4(a, b) and Table 1 that the fully relaxed interfacial structure comprising either acetone, biuret or biurea adsorbed on the (001) face retained two distinct configurations, namely configuration 1 and configuration 2.

The adsorption energies of acetone, biuret and biurea (kJ mol$^{-1}$) in configurations 1 and 2 on different faces of a urea crystal are as follows:

<table>
<thead>
<tr>
<th>Configuration no.</th>
<th>Partially relaxed</th>
<th>Fully relaxed</th>
<th>Partially relaxed</th>
<th>Fully relaxed</th>
<th>Partially relaxed</th>
<th>Fully relaxed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(001) 1</td>
<td>-11.6</td>
<td>-17.9</td>
<td>-27.8</td>
<td>-29.7</td>
<td>-28.7</td>
<td>-32.1</td>
</tr>
<tr>
<td>2</td>
<td>-42.1</td>
<td>-23.6</td>
<td>-30.9</td>
<td>-32.7</td>
<td>-56.2</td>
<td>-44.4</td>
</tr>
<tr>
<td>(110) 1</td>
<td>-14.3</td>
<td>-15.7</td>
<td>-21.2</td>
<td>-24.5</td>
<td>-23.1</td>
<td>-28.8</td>
</tr>
<tr>
<td>2</td>
<td>-14.9</td>
<td>-22.4</td>
<td>-22.4</td>
<td></td>
<td>-34.7</td>
<td></td>
</tr>
<tr>
<td>(111) 1</td>
<td>-14.5</td>
<td>-17.8</td>
<td>-22.0</td>
<td>-34.5</td>
<td>-29.9</td>
<td>-40.4</td>
</tr>
<tr>
<td>2</td>
<td>-17.5</td>
<td>-29.8</td>
<td>-29.8</td>
<td></td>
<td>-31.4</td>
<td></td>
</tr>
<tr>
<td>(111) 1</td>
<td>-18.8</td>
<td>-16.5</td>
<td>-16.5</td>
<td>-30.4</td>
<td>-34.3</td>
<td>-38.5</td>
</tr>
<tr>
<td>2</td>
<td>-19.7</td>
<td>-29.5</td>
<td>-29.5</td>
<td></td>
<td>-35.6</td>
<td></td>
</tr>
</tbody>
</table>
(111) and (111) faces. We employed eqn (5) to compute the surface coverage of the adsorption of acetone, biuret and biurea on the different faces relative to the (110) face in the fully relaxed structure, and the same is reported in Table 2. At lower concentrations of acetone in the aqueous solution of urea, the surface coverages on the (001), (111), and (111) faces were 42.1, 2.4 and 0.9 times higher than those of the (110) face, respectively. On the other hand, the corresponding relative surface coverages at a low concentration of biuret and biurea on these faces were 27.6, 57.1, 10.7 and 539.4, 108.0, 50.4, respectively. Our results show that the surface coverage is increased by increasing the additive concentrations. At moderate concentrations of acetone, the relative surface coverages on the (001), (111) and (111) faces were in the same order of magnitude. Nonetheless, the relative surface coverage at a moderate concentration of biuret and biurea on these faces followed the same trends as at a low concentration of these additives. It is worth noting that the incorporation of biuret to the aqueous solution will severely impede the growth of (001) and (111) faces. Moreover, it also slightly delays the growth of (111) faces because of the huge difference in relative surface coverage on these faces. Furthermore, the growth of (001), (111) and (111) faces was severely inhibited by the addition of biurea in the aqueous solution. However, in either case the growth of the (110) face was hardly affected by the addition of these additives.

Having calculated the adsorption energy and relative surface coverage of the different additives, we now turn to compute the rate of growth of the different faces of urea from an aqueous medium containing a small amount of additive. The adsorption energies of the solute and solvent (water) on the different faces of urea crystal are reported elsewhere. It is evident from eqn (2) that the enthalpy of dissolution of an additive ($\Delta H_{\text{additive}}$) is an important quantity to determine the step energy and rate of growth from a solution containing such an additive. The aqueous enthalpies of dissolution of acetone$^{111,112}$ and biuret$^{113}$ were $-10.5$ and $-26.1$ kJ mol$^{-1}$, respectively. Nevertheless, the dissolution enthalpy of biurea is not readily available in scientific literature, and as a result, we estimated the same from the aqueous solubility data, and it was found to be $-28.0$ kJ mol$^{-1}$. We employed eqn (2) along with the results presented in Table 1 and the adsorption energies of solutes and solvents discussed elsewhere$^{14}$ to compute a reduced rate of growth of the aforementioned faces as a function of the supersaturation and additive concentrations at 25 °C, as shown in Fig. 5 (top). The growth hindrance arising primarily due to the additive in the vapour phase was obtained by subtracting the growth rate in a pure aqueous solution containing the solute and solvent (binary phase) from the rate of growth in an impure aqueous solution comprising the solute, solvent and additive (ternary phase), as shown in Fig. 5 (bottom). In Fig. 6, we show the relative rate of growth as a function of the supersaturation and additive concentration, which represents the ratio of the growth rate in the impure and pure aqueous solutions.

Before we discuss the effect of different additives and their concentrations on the aqueous crystallization of urea crystal, we first briefly discuss the growth of different faces of urea crystal in pure aqueous solution in order to put our work into proper perspective. It can be concluded from eqn (2) that the higher adsorption energy of either the solvent or additive would inhibit the growth of the face, as solute molecules need to cross a high-energy barrier before getting absorbed. It is readily clear from Fig. 5 that the reduced aqueous growth rate of (001) and (110) faces in the presence of different additives was the highest and lowest, respectively, as the adsorption energy of a water molecule on these faces was the lowest and highest, respectively. The disruption of the solvent–surface interface on the (110) face leads to difficulty in the direct incorporation of the solute to the
lattice and consequently the growth is rate-determined by the nucleation of a stable crystalline 2D nucleus on its surface. In contrary, the lower adsorption energy of water on the (001), (111) and (111) faces would eventually lead to a continuous growth of these faces and the rate-determining step of the growth is controlled by the diffusion of the solute towards the surface, which is consistent with the results of MD simulations.35,36,71

We now discuss the additive-controlled crystallization of aqueous growth of urea crystal. It can be seen from Fig. 5a and 6 and the results presented in Table 1 that the addition of even moderate amounts of acetone in the growth medium did not appreciably obstruct the growth of even the fastest growing (001) face. It is also evident from Fig. 6a that the growth of the (111) face remained practically independent of the addition of a moderate amount of acetone in the growth medium. On the other hand, the presence of acetone marginally reduced the growth rate of (111), (110) and (001) faces. It is interesting to note that the adsorption energy of acetone on the (110) face was lower than the adsorption energy of water. However, the adsorption energy of acetone on the (001), (111) and (111) faces was higher than the adsorption energy of water on the respective faces. It is clear from Fig. 6 that the addition of acetone in the aqueous solution of urea slightly affected the rate of growth of these faces. It is clear from Table 1 that the adsorption energies of either biuret or biurea were considerably higher than that of water on the (001), (111) and (111) faces, which enable a better efficacy of these additives in controlling the rate of growth of the above-mentioned faces. It can be seen from Fig. 5b and c and the results presented in Table 1 that the presence of biurea in the aqueous solution of urea most severely reduced the rate of growth of the (001) face than that of biuret even at their lower concentration. This was largely due to the fact that the former has more adsorption energy than the latter. On the contrary, it is evident from Fig. 5 and 6 that the reduce growth and relative growth rate of the (110) face were nearly unaffected by the adsorption of biuret, which is in agreement with the experimental observation.71 This can be rationalised by considering the higher adsorption energy of the strongly bound water molecule than the adsorption energy of biuret (see Table 1); thus the adsorption sites available at the (110) face were largely occupied by the water molecules. Interestingly, even a higher concentration of biuret did not appreciably impede the growth of the (110) face. Moreover, the modest increase in biuret concentration substantially decreased the growth rate of the (001) and (111) faces. On the other hand, the adsorption energy of biurea at (110) was slightly higher than the adsorption energy of the strongly bound water molecule at the surface and thus, growth was barely obstructed by the addition of a moderate amount of biurea (cf. Fig. 6c). The growth of the (001) and (111) and (111) faces were exceedingly hindered by the increase in biurea concentration. From the above observation, it

Fig. 6  Calculated relative growth rate of different faces of urea crystal containing (a) acetone (b) biuret and (c) biurea as functions of the impurity concentration and supersaturation at 25 °C.
can be concluded that the adsorption of a small amount of either biurea or biuret at the (001) face at a lower supersaturation absolutely terminated the growth of that face.

Nevertheless, Salvalaglio et al. observed a slight decrease in the rate of growth of the (110) face by the addition of acetone in the aqueous growth of urea crystal in their MD simulation, which was primarily attributed to steric hindrance. It is also interesting to note that increasing the additive concentration in the aqueous solution of urea decreased the aqueous solubility of urea and, hence, it is anticipated that the rate of growth would be further reduced by increasing the additive concentration. It is noteworthy that the steric hindrance arising due to the presence of the additive near the interface and the reduction in aqueous solubility of urea that occurs due to the addition of the additive were neglected in our calculations. It is also apparent from Fig. 6 that the rate of growth of the (111) face is lower than its Freidel opposite (I11) face at all supersaturations, additive concentrations and saturation temperatures, and, hence, the (I11) face is never observed in additive-assisted aqueous-growth morphologies of the urea crystal. This could be attributed to the fact that the former face possesses a higher adsorption energy of water and additives than the latter face (see Table 1). It can be concluded from Table 1 and Fig. 6 that the additives considered in this paper would strongly retard the growth of the (111) face more than that of the (I11) face.

Considering the above discussion, we envisage that the growth morphology of urea would be drastically modified by the addition of either biurea or biuret by ceasing the growth along the [001] and [111] directions. The top and bottom of Fig. 7 show the predicted aspect ratio $AR_1 = \frac{R_{red(001)}}{R_{red(110)}}$ and $AR_2 = \frac{R_{red(111)}}{R_{red(110)}}$, respectively, of aqueous-grown urea crystals at different saturation temperatures containing (a) acetone, (b) biuret and (c) biurea as functions of $s$ and different additive concentrations. Fig. 7a clearly demonstrates that $AR_1$ was slowly decreased and $AR_2$ became nearly independent with increasing the acetone concentration. Moreover, our results show that the aspect ratio also decreased with increasing the degree of supersaturation. Notwithstanding, it is clear from Fig. 7b and c that the presence of a small amount of either biurea or biuret drastically reduced the aspect ratio. It also became clear that biurea could more severely reduce the aspect ratio than biuret. The shape of urea crystal became plate-like at a moderate concentration of either biurea or biuret. It is quite clear that an increase in saturation temperature also resulted in an increase in the growth rates but a decrease in the aspect ratio.

5 Summary and conclusions

In summary, we examined different growth additives like acetone, biuret and biurea in order to study the aqueous crystallization of the urea crystal. The additive–surface configurations on different faces were obtained using an evolutionary-based algorithm. The structure and adsorption energies of various configurations of additives on different faces of urea crystal were calculated using a periodic dispersion-corrected density functional method. The kinetic and thermodynamic aspects of the adsorption of various auxiliaries present in the crystallizing media were related to the kinetics of the molecular growth processes on the flat faces of the crystals. We derived an analytical growth rate expression related to the kinetic and thermodynamic aspects of the adsorption of the solute, solvent and additive on the flat faces of the crystals to compute the rate.
of growth of the different faces of urea crystal as functions of the additive concentration and supersaturation.

Our results show that the lower bonding of acetone with the surfaces of the (110), (111), (111) and (001) faces were due to the geometry of the adsorbed acetone molecule that was positioned lying flat on the surfaces. Consequently, the rate of growth of the (110), (111) and (111) faces were nearly unaltered by the presence of moderate amounts of acetone in the solution. However, a moderate concentration of acetone reasonably hampered the growth of the (001) face. The optimized interfacial structure showed that biuret and biurea attained flat positions on the (110) face, which resulted in a weak interaction with the face and, hence, it was expected that the growth of the face would remain largely unaltered. On the other hand, the adsorption of biuret and biurea on the (001) and (111) faces was remarkably stronger than that on the (110) face. Additionally, biurea also inhibited the growth of the (111) face significantly. Our results show that the growths of the (001) and (111) face were severely hampered by the addition of a small amount of biurea or biuret additive. This was largely due to the higher adsorption energy of these additives at the (001) and (111) faces and, thus, the available adsorption sites were mostly occupied by either biurea or biuret additive. We believe that our results presented in the paper will enable experimentalists to control the various process parameters for the predictive design of crystal growth experiments as well as the additive-controlled nucleation and growth processes. We are currently applying the methodology discussed in this paper to investigate the experimentally observed asymmetrical growth and dissolution along the polar axis of many acentric materials to elucidate the role played by different solvents and tailor-made additives towards the unidirectional growth and dissolution of these materials. Details will be published in due course.
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