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In heterogeneous catalysis, the determination of active phases has been a long-standing challenge, as
materials' properties change under operational conditions (ie. temperature (T) and pressure (p) in an
atmosphere of reactive molecules). As a first step towards materials design for methane activation, we
study the T and p dependence of the composition, structure, and stability of metal oxide clusters in
a reactive atmosphere at thermodynamic equilibrium using a prototypical model catalyst having wide
practical applications: free transition metal (Ni) clusters in a combined oxygen and methane atmosphere. A
robust methodological approach is employed, where the starting point is systematic scanning of the
potential energy surface (PES) to obtain the global minimum structures using a massively parallel cascade
genetic algorithm (cGA) at the hybrid density functional level. The low energy clusters are further analyzed
to estimate their thermodynamic stability at realistic T, po> and pcps USINg ab initio atomistic
thermodynamics (aiAT). To incorporate the anharmonicity in the vibrational free energy contribution to the
configurational entropy, we evaluate the excess free energy of the clusters numerically by
a thermodynamic integration method with ab initio molecular dynamics (aiMD) simulation inputs. By
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Accepted 16th November 2020 analyzing a large dataset, we show that the conventional harmonic approximation miserably fails for this
class of materials, and capturing the anharmonic effects on the vibration free energy contribution is

DO 10.1039/d0na00669f indispensable. The latter has a significant impact on detecting the activation of the C-H bond, while the
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1 Introduction

Methane is the primary component of natural gas, which is one
of the simplest, nearly ubiquitous, low-cost, clean and easily
extractable energy sources found in nature."® Additionally,
methane is also a prominent greenhouse gas. Therefore, it is
highly desirable to convert methane into valuable products.”
Synthesis gas (syngas, a mixture of CO and H,) production from
methane is an important route for the effective utilization of
abundant natural gas in producing methanol, liquid hydrocar-
bons, ammonia and dimethyl ether.>** The efficient activation
of methane has been a major challenge as C-H bonds in
methane possess high bond strength (4.5 eV), low polarizability
and negligible electron affinity making it a least reactive
hydrocarbon.'** Since methane is extremely inert, its conver-
sion to chemical products is difficult. To circumvent this
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harmonic infrared spectrum fails to capture this, due to the wrong prediction of the vibrational modes.

problem, a suitable catalyst must be developed. Hence, the
catalytic conversion of methane is one of the most appealing
fields of study in both academia and industry.**¢

Numerous experimental and theoretical studies have estab-
lished that the reactivity of small metal clusters (as catalysts) in
the gas phase varies with the number of atoms.***=° It has been
found that reducing particle size in the cluster reveals the possi-
bility of several interesting size effects.**** Particularly, transition
metal (TM) clusters are well known for their efficient homoge-
neous and heterogeneous catalytic activity.***° This is primarily
ascribed to the presence of partially occupied d-shells, which
assist in exhibiting multiple oxidation states in their
complexes.®***** Note that the properties of a material change
substantially in the operational environment, particularly in an
atmosphere of reactive molecules. Under reaction conditions, the
catalyst consists of a wide range of structures including different
numbers of atoms with various oxidation states, all of which could
be active to some extent in the catalytic reaction. As a result, some
inevitable questions arise naturally, e.g., “what are the species
present in the real catalyst and what are their structures?”, and
“how do those catalysts change their structure and catalytic
properties upon adsorption of different ligand molecules?”.

In order to address the above questions in the context of
heterogeneous catalysis, one of the most important aspects is to
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identify the active species and to determine the structure of the
catalyst.** In light of this, there is a justified need to provide
theoretical guidance to experiments on the stoichiometry and
stability of the clusters under realistic conditions, ie. at a finite
temperature (7) and pressure (p). To better understand the situa-
tion theoretically, we consider a prototypical model system of
nickel (Ni,, which has already been experimentally synthesized
and has high selectivity™) in a reactive atmosphere of O, and
CH, gas molecules under realistic conditions. Note that Ni-based
catalysts, owing to their low cost, high selectivity and high activity,
have been extensively employed experimentally in catalysis in the
past.**>* Typically, in the presence of a reactive atmosphere,
clusters adsorb surrounding gas molecules and form intermediate
phases [Ni O,(CH,),] at thermodynamic equilibrium. The latter
generally proves to be an active material for various applications in
the field of heterogeneous catalysis. However, determining such
stable phases (stoichiometries) theoretically has never been an
easy task. This requires a comprehensive understanding of all the
possible structures of [Ni,O(CH,),] and their thermodynamic
stability at a given T'and p. This demands a robust methodological
approach that integrates various levels of theory combined into
one multi-scale simulation.> Moreover, at a finite temperature,
anharmonicity may play a role in molecular vibrations and
quantum oscillations. The atoms in a molecule or a solid vibrate
around their equilibrium positions. At low temperature, when
these vibrations have smaller amplitudes, they can be described by
harmonic oscillators. However, when the vibrational amplitudes
are large, for example at high temperatures, anharmonicity
becomes important. Studying vibrating anharmonic systems using
quantum mechanics is a computationally demanding task
because anharmonicity not only makes the potential experienced
by each atom (oscillator) complicated, but also introduces
coupling between the oscillators. It is, therefore, more feasible to
use first-principles methods such as those within the framework
of density functional theory (DFT)***® to map the anharmonic
potential experienced by the atoms. Accurate anharmonic vibra-
tional energies can then be obtained numerically from first-
principles calculations. This helps in determining the correct
thermodynamic stability of the active species (i.e. catalysts)
responsible for driving a favourable reaction kinetics.

In this article, we have investigated the role of environment
[i.e., temperature (T), partial pressure of oxygen (po,) and partial
pressure of methane (pcp4)] to understand the thermodynamic
stability of different configurations of Ni,O,(CH,), (0 = x = 8,
0 = y = 3) clusters in a reactive atmosphere of O, and CH,
molecules. As a first step, a systematic scanning of the potential
energy surface (PES) is done via a cascade genetic algorithm
(cGA)** approach to obtain the global minimum (GM)
configurations of Ni,O(CH,), clusters. Subsequently, we
employ ab initio atomistic thermodynamics (aiAT)*”**** in the
framework of DFT to determine the thermodynamic stability of
those configurations under operational conditions. To incor-
porate the anharmonicity in the vibrational free energy contri-
bution to the configurational entropy, we evaluate the excess
free energy of the clusters numerically by a thermodynamic
integration method®* with ab initio molecular dynamics (aiMD)
simulation inputs. By analyzing a large dataset, we try to

576 | Nanoscale Adv., 2021, 3, 575-583

View Article Online

Paper

establish the important contribution of vibrational free energy
to predict potential catalysts for C-H bond activation. We have
thoroughly addressed the contribution of vibrational free
energy using harmonic approximation and compared the same
after inclusion of anharmonic effects at a moderately high
temperature (relevant for the catalysis). We further validate our
findings through infrared (IR) spectrum analysis.

2 Methodology

We proceed very systematically to solve this problem - (i) the
first step is an extensive and efficient scanning of the potential
energy surface (PES) by an efficient well-established global
structure optimization procedure; (ii) subsequently, the influ-
ence of the experimental conditions (here, temperature and
pressure of a reactive atmosphere) is included. For the latter, we
have shown three suites of three different approaches to
establish the importance of accurate estimation of the contri-
bution of free energy of vibration in determining the thermo-
dynamic stability of the concerned material.

2.1 Efficient scanning of the potential energy surface

As a first step, we have generated a large data set of Ni,O,(CH,),
(0 =x =38,0 =<y = 3)clusters. Here, we have varied the value of
x and y (x = no. of oxygen atoms, y = no. of CH, molecules) from
zero to the saturation value, which means that x and y values are
increased with all possible combinations until no more O
atoms/CH, molecules can be adsorbed by the cluster. To do
this, we used a massively parallel cascade genetic algorithm
(cGA) to thoroughly scan the PES in determining all possible
low-energy structures including the global minimum (GM).*”-*°
GA is a global optimization technique based on the principles of
natural evolution. In general, this algorithm includes the
following steps — an initial population is formed with a group of
individuals, created as absolutely random. The individuals in
the running population are then evaluated via a fitness func-
tion, i.e. lower energy structures have a higher fitness function
and vice versa. This algorithm aims to optimize this (scalar)
fitness function. Two individuals (i.e. structures) are then
selected at random, with their respective weights based on their
fitness - i.e. the higher the fitness, the higher the chance of
being selected. These individuals then ‘mate’, ie., they are
combined to create one candidate offspring that can in turn be
‘mutated’ randomly. In the next selection for ‘mating’, this new
individual is included in the pool of candidates and can be
selected on the basis of its fitness. This algorithm continues
until a convergence criterion is met.f{

} First, we have provided typically about 50-100 random structures in the initial
pool of c¢GA to start the scanning. Clusters with more atoms were scanned for
more isomers owing to their more complex PES to determine the GM structure.
Typically, for a PES with 15+ atoms, we have scanned about 800-1000 structures.
However for a system with less than 10 atoms, we could figure out the minimum
after scanning ~500 structures. For even smaller clusters (less than 5 atoms), this
number is even smaller. We have taken the best 20-30 structures having low
energies from the total pool of structures within a 1 eV energy window for further
post processing to confirm the stable conformers separately.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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The term “cascade” means a multi-stepped algorithm, where
successive steps employ a higher level of theory and each suc-
ceeding level takes information obtained at its immediate lower
level. Typically, a cGA algorithm starts with a classical force field
and goes up to density functional theory (DFT) with hybrid
exchange and correlation (e) functionals. Note that the
prototypical model system that we have chosen here is a repre-
sentative of a class of systems for which very accurate evaluation
of the PES is mandatory for meaningful experimental predic-
tions. Incidentally, we have already explained that hybrid &,
functionals are required®® since, as we have reported, the PBE ¢,
functional®® highly overestimates the stability of clusters con-
taining larger concentrations of O atoms.?******* This results in
a qualitatively wrong prediction of O, adsorption for O-rich
cases. Such behavior is not confirmed by more advanced
hybrid ¢, functionals [e.g. HSE06,° PBE0®]. Moreover, the spin
states of the clusters are also different as found by PBE and
PBEO/HSEO06 &, functionals. However, doing everything at the
level of high-accuracy hybrid e,. functionals is computationally
very expensive. This is why a hierarchical scheme for an efficient
scanning of the PES (starting from a classical force field and
going up to DFT with hybrid &) is thoroughly benchmarked
and proposed in order to avoid wasting time and computational
resources with high-accuracy calculations in uninteresting
regions of the configurational phase space [see details in ref.
57-59].

In view of this, in this cascade GA algorithm, after preparing
a crude database of structures using GA at the level of classical
force field (ReaxFF), we start our DFT-GA. In DFT-GA, we opti-
mize the structures with PBE but the energetics are computed
with an advanced hybrid ¢, functional to evaluate the fitness
function of the cluster correctly. This is due to the reason that in
optimization of the structures, we basically compute the forces
amongst atoms, which are determined by the gradient of energy
i.e. precisely the differences of energies in order to compute the
derivatives. As a result, the electron's self-interaction error
present in the PBE ¢ functional gets canceled out. Therefore,
there is not much difference in the structures that we get from
PBE and/or HSEO06 ¢,. functionals. In addition, the HSE06 &,
functional is computationally much more expensive than the
PBE ¢,. functional making the PBE ¢,. functional an efficient
choice for structural optimization in our system. However, to
evaluate the fitness function PBE energetics cannot be used.
Thus we need to perform additional single point energy calcu-
lations at the level of hybrid &, on top of the PBE optimized
structure. We have incorporated all these settings in cGA
implementation. For details of this cGA implementation,
accuracy and validation, we recommend our previous studies as
given in ref. 57-59.

All DFT calculations are performed using the FHI-aims code,
employing an all-electron code with numerical atom centered
basis sets.”” Considering the fact that first-principles based
calculations are computationally demanding, lighter (viz. light
settings with a tier 2 basis set®”) DFT settings are implemented in
the cGA to find the global minimum structures. The atomic zero-
order regular approximation (ZORA) is used for the scalar rela-
tivistic correction.®® The vdW correction is calculated according to

© 2021 The Author(s). Published by the Royal Society of Chemistry
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the Tkatchenko-Scheffler scheme.®® The low energy structures
obtained from the cGA are further optimized with PBE at higher
level settings (viz. tight settings with a tier 2 basis set®). The
atomic forces are converged up to 10> eV A~*. Finally, the total
single point energy is calculated on top of this optimized structure
using the HSE06 hybrid &, functional (see further details for
validation of ¢, functionals in Section I in the ESIY).

2.2 Accurate estimation of free energy of formation

After the cGA search is completed, with each of these selected
structures (within an energy window of 1 eV from the GM), we
have performed calculations of the harmonic vibrations using
finite differences of the analytic forces. This step is necessary to
achieve the following two objectives. The immediate purpose is
to identify the unstable structures, i.e., those having imaginary
vibrational frequencies. The other objective is to note down the
frequencies to determine the vibrational free energy (Fyip)*”*
within harmonic approximations. Next, to capture the anhar-
monic effects using a thermodynamic integration method,* we
have carried out ab initio molecular dynamics (¢iMD) simula-
tions for 8 ps each at different temperatures viz. T= 50K, 100 K,
300 K, 600 K and 800 K in a canonical ensemble (i.e., one with
constant temperature and volume). We have employed the
velocity Verlet scheme” for the integration of Newtonian
equations with a time-step of 1 fs and the temperature of the
system is controlled using the Nose-Hoover thermostat™ (for
details see Section II in the ESIT). In the following section this
whole procedure is explained in steps to determine the ther-
modynamically stable components at different levels of accu-
racy to estimate the free energy of formation of the candidate
structures under realistic conditions.

2.3 Determination of stable phases of the [Ni,0,(CH,),]
clusters

After obtaining all low energy isomers corresponding to
different configurations of Ni,O,(CH,), clusters from cGA, we
study their thermodynamic stability under realistic conditions
using the aiAT approach. Here, we assume that there is an
exchange of atoms between the system (Ni, cluster) and the
surroundings (consisting of O, and CH, gas molecules) at finite
temperatures and pressures, via the following reaction:

Niy + %oz + yCH,=Ni,0,(CHy), (1)

Note that adsorption and desorption of O,, H,, H,O and CO,
moieties are also taken into account by cGA, where all sorts of
mutation and crossover operations take place giving rise to all
possible structural moieties. Therefore even if the configuration
stoichiometrically reads as NiO,(CHy),, it does include all
possible moieties.

The Gibbs free energy of formation (AG) of all the Ni O,(-
CH,), structures is then evaluated as a function of T, po, and
Pcua by applying aiAT. The composition (for a particular value
of x and y) having the minimum Gibbs free energy of formation
is most likely to be found in the experiments at a specific T, po,
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and pcus. AG(T,p) is therefore calculated as per the following
equation:

AG(T,po2.pcus) = Frisoxccaa(T) — Fris(T) — x X uo(T,poo)
— ¥ X ucua(T,pcua) (2)

where Fyisox(cray(T) and Fyia(T) are the Helmholtz free energies
of the cluster + ligands [Ni,O,(CHy4),] and the pristine [Nig]
cluster, respectively. x and y represent the number of oxygen
atoms and methane molecules that are exchanged with the
environment in the reactive atmosphere, respectively.

The Helmholtz free energies Fyjsoxcrap(T) and Fyia(T)
consist of the respective total DFT energy along with their free
energy contributions from translational, rotational, vibrational,
symmetry and spin-degeneracy terms.*”*® The contributions of
different terms in the expression of Helmholtz free energies F
are given as follows:*”

F = Fians + Frot + Fuip + Fsymm + Fspin + EDFT (3)
3 21Tm
Ftrans:—szTln[<7kBT):| (4)

1
Frot = _kBT In - EkBT ln(lAIBIC) (5)

h2

3
o (wq, T) 2

armonic h h
Jharmonie 27” + ZkBT In {1 - exp( - kB—yT)] (6)

where the summation runs over all the vibrational modes of the
concerned structure. I,, Iy and I are the moments of inertia of
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respect to both geometry and spin state. The rest of the terms,
except the contribution from the vibrational degrees of freedom
(Fyip), are usually considered as invariant since they do not
change much (and even if they change, the order is insignifi-
cant) due to the dependence on most of the constant terms viz.
mass, moment of inertia, universal constants, etc. However, the
vibrational contribution is dependent on the frequencies of
vibration, which are unique for a given structure. Thus, the
Helmbholtz free energy can be written as follows:

F(T) = EP™" + Fy, + 4 (9)
where 4 is considered to be a constant term. At low tempera-
ture, F,;, usually contributes 1-5% for a small cluster of few
atoms (for detailed contribution of F,, at different tempera-
tures, see Section III in the ESIf). Thus, while computing
AG(T,p), since we take differences of two free energy expressions
(i.e. a system with ligands and a system without ligands), we
assume this to be very small and therefore, it can be neglected.
However, there exist some systems where F, contributes signifi-
cantly even after taking the difference of two such terms to
compute AG(T,p).”” In view of this, though a significant number of
studies have neglected F,p, it is not recommended. Here, we
estimate the role of F;, via state-of-the-art theoretical techniques at
various levels of accuracy. uo(T\po,) and ucua(T,Pcua) represent the

. . 1
chemical potential of an oxygen atom (,uo = E’uOZ) and

a methane molecule, respectively. The relation of uo(T,po,) with T
and pq, is governed by the ideal (diatomic) gas approximation. The
expression is as follows:*

the structure along a, b and c axes. 3
2wm)\ 2 5
/~LOZ(T>pOz) = _kBT In <—h2 ) (kBT)z
Fsymmetry = kBTln a (7)
Fspin = _kBT In.« (8) 87T21Ak3 T
+kBT In Po, — kBT In T (10)

where ¢ is the symmetry number and .# is the spin multiplicity.
kg, h, and EPFT are respectively the Boltzmann constant, Planck
constant, and total DFT energy.

It has been noticed that the total DFT energy is the dominant
term, which is evaluated in its ground state configuration with

hvoo hvoo
+ 5 +kBTln{lfexp<kaT)}

+EPT(0,) — kpT Intt + kT In o

For the CH, molecule, I, = Iz = I = I, and therefore,

v T T T T 105 T T X E % z 105 T T T T 105
” Ni 3 dez Ni,O.(CH .
Ml Ni,O,(CHy), - NiOJCH),  NiO(CHJ), - OCHa):  Ni,Os(CHi)
Ni; 04 CHJ} Niy(CH,); . . T .
~1 G0 ‘H@p\c} 105 _ @G 10
g L ’ ] é E 1 g Ni,05CH ]
<, Ni,05CH 1 105" I NioscH: {105E NI, 04CH, 4 1015
= i,05CH, . x, 2z NigOsCH, | Ni,0,CH, :E Ni,04CH,
QU.‘ Ni,0,CH, Ni O5CH,] & = g é)‘ N
T 1102 LNy G 11025 11025
e =g .
B H O' - L =] = ] 140, d
Z Ni,0, Ni 0,
" ! L L 1 L 1035 L L n N L f 1035 i L i 1035
103 102 10% 10° 10° 103 102 10 10° 10° 1035 1025 101 10° 10°
(a) Po, (atm) () Po, (atm) © po, (atm)

Fig.1 2D projection of the 3D phase diagram obtained for NijO,(CHa), clusters in the reactive atmosphere of O, and CHa. In this plot AG(T,p) is
computed when (a) only DFT total energies are included, (b) DFT + FI2™°"¢ are included and (c) DFT + F3R@"™ONC are included to compute F(T) of
the respective configurations as shown in egn (2). Colored regions show the most stable compositions in a wide range of pressure at T = 800 K.
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5 3
7tm \ 2 5
:uCH4(TapCH4) = —kgT In [(hz) (kgT)2
2nlksg T 3
P 2
+kgT In pey, — kT In | 870 (TB) (11)

hven hvcn
3 —Q—ZkBTln{l—exp(—kBT)}
+EDFT(CH4) — kBT In . + kBT In o

Using eqn (2), we have obtained the 3D phase diagram (po, vs.
Pcua V8. AG(T,p)) at an experimentally relevant T (here, 800 K).
The 2D projection of this 3D phase diagram is shown in Fig. 1
after aligning the negative AG(T,p) axis to be vertically up. We
have considered all the configurations of Ni40x(CH4)y clusters.
Note that only those phases that minimize the AG(T,p) at
a specific po,, pcus and T'= 800 K are visible in Fig. 1. Each color
in the phase diagram represents a stable configuration of the
catalyst. All the phase diagrams are constructed at 7= 800 K as
it is a suitable temperature for methane activation.

3 Results

3.1 Comparing the role of F;;, in AG(T,p): importance of
capturing anharmonic effects

Herein, we have implemented a suite of three state-of-the-art
techniques to compute AG(T,p). The first one is without any
explicit contribution of F;, (as in eqn (9)), i.e. only the total DFT
energy (E°FT) of the cluster with and without ligands is
considered (see Fig. 1a). In the second case, we duly consider
Fyip, but up to harmonic approximation to calculate AG(T,p).
Fhamenic s computed using eqn (6). Note that after adding
pharmonic with EOFT (35 in eqn (9)), a new phase is introduced
along with slight rearrangement of the existing phases, espe-
cially near the boundary region of competing configurations
(see Fig. 1b). However, despite some small changes in Fig. 1a
and b, we do not see any significant difference to identify the
most stable phases in the experimentally realistic pressure
range. In this region, Ni;OsCH,, Ni,O,(CH,), and Ni,OgCH, are
the stable phases and if we look at the region where po, = pcua
= 107" atm (T = 800 K), Ni,O,(CH,), turns out to be the most
stable phase (see Fig. 1a and b), irrespective of whether
Fharmonic i taken into consideration or not.

Now here, it is assumed that at T= 800 K, the oscillations are
constrained to vibrate at a harmonic potential. However, the
real system does not necessarily follow this assumption. And if
so, the real anharmonic potential can be very different from the
harmonic potential. In such case, the expression for F,;, can
vary from one configuration to the other.

Therefore, in an attempt to refine the expression of AG(T,p)
at finite T,p, we include anharmonic effects in the PES (see
Fig. 1c). In order to quantitatively account for the anharmonic
effects, we perform the thermodynamic integration® taking
input from aiMD simulations to evaluate the excess free energy
of clusters. Here, we have assumed that at low T (e.g. 10 K),
neither harmonic nor anharmonic potentials diverge much.
Taking such low T as our reference state, the Helmholtz free

© 2021 The Author(s). Published by the Royal Society of Chemistry
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energy F(T) is calculated according to the following equation
(for a detailed derivation, see Section IV in the ESIf):
T L armonic
F(T) — EDFT + UZPE +?F\2(};rm0mc(T0)
0
—
yref

T
QZ«UM—LWQ—@Tthz

T
)y, T? 2 T,

(12)

thermodynamic integration

where T, and T represent the initial and final temperatures,
respectively. EPFT, U, pharmonic(t ) N and (U), are respectively
the total DFT energy, zero point energy, Helmholtz free energy
at temperature T, (10 K) under harmonic approximation, total
number of atoms and canonical average of the total energy at
temperature T (800 K) of the clusters. We have run the aiMD
simulations in the canonical ensemble for 8 ps at five different
temperatures, from 7= 10 K to T'= 800 K, to obtain the average
energy ((U)g). After that, we have performed quadratic curve
fitting for this dataset and numerically integrated the corre-
sponding function over the limits T, = 10 K to T = 800 K to get
the value of F(T) at T = 800 K. After evaluating F(T), we have
minimized AG(T,p) using the same aforementioned procedure
and obtained the phase diagram with the anharmonic effects
(see Fig. 1c). Interestingly, we notice that a completely new
phase viz. Ni,O6(CH,), appears to be stable alongside the three
existing phases [viz. NizO¢CH,4, NijOgCH, and Ni O,(CH,),]
under reaction conditions (po; = pcus = 107> atm and T = 800
K). On comparing Fig. 1a-c, we conclude that not only have the
stable phases been destabilized erroneously but also the new
phases have a high probability of being missed under reaction
conditions, if the anharmonic effects are not taken into
consideration for this class of materials. Hence, it indicates that
the inclusion of anharmonicity in these clusters affects the
thermodynamic stability under operational conditions.

To clearly examine the relative probability of all the
competing isomers simultaneously, we have estimated the
probability of occurrence of all (meta)stable phases using all
three methods (viz. DFT, DFT + FOg™°M¢ and DFT +
F@{{,harm""ic) under different reaction conditions. It is calculated
using the following equation (see the detailed derivation in
Section V of the ESIT):

Nn exp(BAG,)

N 14 exp(BAG,) (13)

Here, we assume that a total of N different configurations are
possible out of which N, is the number of a given type (say n)
and its occurrence is given as per Fermi-Dirac statistics. Thus

N,

W“ is the probability of occurrence of the type-n configuration.”

AG, is the Gibbs free energy of formation of the type-n config-
. Ny C

uration. As the range of ~ = 100% is significantly large, we

have taken the logarithm of the above equation in the plots (see
Fig. 2). Therefore, the maximum possible value on the y-axis is
~2 when N, = Nj i.e. type-n is the most dominant configura-
tion. In Fig. 2a, we can clearly see by all three methods that the
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first structure [viz. NiO;(CH,),] is most likely to be stable. But
after that, for the next three structures (viz. NisOgCHy,
Ni,O¢CH, and Ni,O¢(CH,),), DFT + FMmenic and DFT +
Fapharmonic oo counter to each other. Moreover, if we see
Fig. 2b, the situation is even worse and inclusion of DFT +
papharmonic. 3¢ absolutely essential as both DFT and DFT +
pharmonic finq different structures to be thermodynamically
more stable and vice versa.

Next, we show two important applications of these findings
by computing the IR spectra of two test cases: (i) Ni;O¢(CH,),
and (ii) Ni,O,(CHy),.

3.2 Ni O¢(CH,), cluster: harmonic IR vs. anharmonic IR

IR spectroscopy covers the infrared region of the electromag-
netic spectrum with frequencies ranging from 4000 cm™"' to
40 cm '7*7% In IR spectroscopy, specific frequencies are
absorbed by the molecules which are characteristic of their
structure. Here, we have simulated the IR spectra of one of the
clusters, viz. Ni,O¢(CH,),, that are explicitly stable on including
the anharmonic contribution to the free energy, to determine its
characteristic vibrational normal modes. For this, we have run 8
ps @iMD simulation in the canonical ensemble with the Bussi-
Donadio-Parrinello (BDP)” thermostat. From Fig. 3, we notice

(a) Ni,0,(CH,), Ni,O4CH, Ni,OCH, Ni,O4CH,),
] 100%
0 = g = I 1%
g -2 I i 0.01%
= -4F i
Z ol ]
Z
= 3 T
2 -10} ]
12 I ~i DFT+F]:}13)};armonic |
5] . DFT+FL'3};”0ME
-14H B DFT -
H < 2.7
ce 0
O e
Ni @ > 5
(b) Ni,0,(CH,), Ni,O3CH, Ni;O(CH; Ni,O4(CH,),
2 ll 100%
0 L 1%
g -2 0.01%
2 4
Z ol
Z
= 9
& -10f
plE DFT+Fgjharmonic
- B DFT+F:)L&7TSmonic
_14} B DFT i

Fig. 2 Logarithm of probability of occurrence (in %) of NizO7(CH,),,
NizOgCH4, NizOgCH4 and NigOg(CH4), clusters in all three cases (DFT,
DFT + Fi3™°™ and DFT + Fofy ™) at (a) T = 800 K, po, = 1 atm, and
pch, = Latm, and (b) T = 800 K, po, = 107'% atm, and pcy, = 1 atm.
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significant dissimilarities between the harmonic and anhar-
monic IR spectra of Ni;Og(CH,),. Aside from the usual differ-
ence in peak intensities, the O-H stretching mode as per
harmonic IR analysis near 2300 cm ™" (see Fig. 3 upper panel) is
just a negligible hump in the anharmonic IR spectrum (see
Fig. 3 lower panel). Similarly, the C-H stretching mode at
around 3000 cm " also does not contribute to the anharmonic
IR spectrum. Hence, it is evident that there is a fundamental
difference in the characteristic frequencies of vibration of this
structure when computed with harmonic approximation and
after capturing the anharmonic effects. As a result, they
contribute differently to the free energy of vibration. This makes
Ni O4(CH,), stable in the anharmonic case, but unstable under
the harmonic approximation. Note that we have taken just
a prototypical model system here viz. Ni, cluster to study its
stable phases under the reactive atmosphere of O, and CH,.
Nevertheless, this model system is relevant and sufficient for
conveying the underlying message that there is a high chance of
leaving important stable phases of the catalyst while ignoring
the anharmonic effects under reaction conditions.

3.3 Ni O,(CH,), cluster and C-H bond activation

Apart from the above important facts, we note that incorporation
of anharmonic effects helps in predicting the potential catalyst for
C-H bond activation. For this, we have considered a test case, viz.
Ni,O,(CH,), cluster, which is stable in all three cases as shown in
Fig. 1a—c. We plotted its IR spectra (harmonic vs. anharmonic) and
compared them in Fig. 4a. From Fig. 4a, we notice that O-H
stretching presents significant anharmonic red-shifts in compar-
ison to that of the harmonic case at around 273 cm ™. These red-
shift corrections lead to a change in the IR spectrum shape due to
a reorganization of the vibrational modes. Primarily, we observe
some remarkable dissimilarities between harmonic and anhar-
monic IR spectra, e.g., the intensity of the C-O stretching peak has
reduced significantly after the inclusion of anharmonic effects.
Moreover, in the anharmonic IR spectrum, we find an intense
peak at around 995 cm ™' corresponding to the C-H bending
vibration. This type of highly intense IR absorption is due to the
change in dipole moment that occurs during a vibration,

T T T
co — Harmonic
O-H
)
k=]
=}
_g C-AH O-H
= 0 1000 2000 3000 4000
2 ' I ' — An‘harmlonic
2
=] o C-0
— . c-0
O_HNl-H
O-H
1 =il
0 1000 2000 3000 4000

Frequency (cm!)

Fig. 3 Infrared (IR) spectra of NisOg(CH,), for both the harmonic
(upper panel) and the anharmonic (lower panel) case. The possible
vibrational modes corresponding to those respective peaks are also
shown.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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(a) Infrared (IR) spectra of Ni4O7(CH,), for both the harmonic and the anharmonic case. Contour plots of electronic charge density

associated with the (001) plane of (b) CH,4 (delocalization of charge within C—H bonds) and (c) Ni4O7(CHa), cluster (localization of charge within

C—-H bonds).

especially when the bond is highly polar in nature so that its
dipole moment changes considerably as the bond stretches.
However, the harmonic IR spectrum completely fails to capture
this information. To validate this enhanced dipolar interaction in
this structure, we have plotted the charge density of the
Ni, O,(CHy,), cluster and compared it with that of CH, (see Fig. 4b
and c). To perform the charge density contour analysis, we have
plotted the electron charge density for CH, and the Ni,O,(CH,),
cluster for the electronic levels near the respective Highest Occu-
pied Molecular Orbital (HOMO). The constant slicing plane is
chosen such that both the C and H atoms of the C-H bond are
covered. The value of electron charge density varies from
a maximum (red color) to a minimum (blue color). Now, if we pay
attention to the nature of the C-H bond in either case, we can
clearly see the difference in charge localization. In conventional
CH,, the C-H bond is purely covalent, which makes it rather inert
to be functionalized easily. However, in the Ni,O,(CH,), cluster,
the C-H bond is very polar with the localized charge on C and H,
respectively. This unusual localization of charge in the C-H bond
gives rise to enhanced dipolar interactions (see Fig. 4c), and as
a consequence of this, Ni, is expected to be a reliable catalyst in
activating the C-H bonds in methane. It should be noted that
there are indeed various other factors that also play an important
part to confirm whether the catalyst is good for C-H bond acti-
vation or not and finding them needs further in-depth study
through performing Nudged Elastic Band (NEB) calculations fol-
lowed by kinetic Monte Carlo (kMC) simulations. But prior to that,
this type of sharp peak of C-H stretching mode helps to identify
possible structures for further analysis. However, if this entire
analysis is done using only harmonic approximation, this stable
configuration would not even be considered for C-H bond acti-
vation as its peak in the IR spectrum is pretty small and delo-
calized. This further confirms the importance of capturing the
anharmonic contribution to this class of materials.

4 Conclusions

In summary, we have carried out state-of-the-art hybrid density
functional theory (DFT) calculations combined with ab initio

© 2021 The Author(s). Published by the Royal Society of Chemistry

atomistic thermodynamics (aiAT) and ab initio molecular
dynamics (@iMD) simulations to see how the thermodynamic
stability of TM oxide clusters changes as a function of temper-
ature and pressure (7, po, and pcus). While finding the accurate
thermodynamic stability, we have seen that the inclusion of
anharmonicity introduces new stable phases that are entirely
ignored by DFT and DFT + FI&™°¢ This has a significant
impact on detecting the activation of the C-H bond, where the
harmonic IR is unable to capture the correct vibrational modes.
The key point that emerges out of these studies is that to
understand the activation of the stable C-H bonds in methane
using a metal oxide cluster as a catalyst, capturing the anhar-
monic effects is essential for this class of materials.
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