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tivity measurements of thin films
by non-contact scanning thermal microscopy
under ambient conditions†

Yun Zhang, Wenkai Zhu and Theodorian Borca-Tasciuc *

Thermal conductivity measurements using Scanning Thermal Microscopy (SThM) usually involve heat

transfer across the mechanical contact and liquid meniscus between the thermal probe and the sample.

However, variations in contact conditions due to capillary effects at probe–sample contact and probe

and sample wear due to mechanical contact interfere with accurate determination of the thermal

conductivity. This paper presents measurements of thin film thermal conductivity using a SThM method

employing a Wollaston probe in non-contact mode in synergy with detailed heat transfer analysis. In this

technique, the thermal probe is scanned above the sample at a distance comparable with the mean free

path of the ambient gas molecules. A Three-Dimensional Finite Element Model (3DFEM) that includes

the specifics of the heat transfer between the sample and the probe in transition heat conduction

regime was developed to predict the SThM probe thermal resistance and fit the thermal conductivity of

the measured thin films. Proof-of-concept experimental in-plane thermal conductivity results for

240 nm and 46.6 nm Au films deposited on glass and silicon substrates were validated by experimental

measurements of their electrical conductivity coupled with the Wiedemann–Franz law, with

a discrepancy < 6.4%. Moreover, predictions based on a kinetic theory model for thin-film thermal

conductivity agreed with the experimental results for the Au films with <6.6% discrepancy. To reduce the

time and complexity of data analysis and facilitate experimental planning, an analytical model was also

developed for the thermal transport between the Wollaston probe, ambient, and film-on-substrate

samples. The accuracy of thin film thermal conductivity measurements using the analytical model was

investigated using 3DFEM simulations. Fitted functions were developed for fast data analysis of thermal

conductivity of thin films in the range of �100–600 W m�1 K�1 and thickness between �50–300 nm

deposited on the two types of substrates investigated in this work, which yielded results with

a discrepancy of 6–16.7% when compared to the Au films' thermal conductivity values.
1. Introduction

The ability to accurately and versatilely determine the thermal
conductivity (kf) for thin lms is critical for the performance
and thermal management of devices based on these low-
dimensional materials.1 However, measuring high thermal
conductivity materials at the nanoscale is a challenging task.2–4

Over the last two decades various techniques had been
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02
developed to characterize the thermal conductivity with
improving adaptability and spatial resolution. Among them
Scanning Thermal Microscopy (SThM) based techniques
employ thermal probes with superior spatial resolution and/or
with no sample preparation when compared to photo-
thermoelectric technique,5,6 time-dependent thermo-
reectance (TDTR) method,7 the photo-acoustic (PA) tech-
nique,8 and bridge techniques.9 SThM measures local thermal
lm on silicon substrate. Fig. S7 and S8: Comparisons between data and
tted functions of the product between lm thickness and thermal
conductivity vs. probe thermal resistance for Au on glass and Au on Si
substrate samples, respectively. Fig. S9: photodetector signals for Au on glass
and Si substrate samples. Fig. S10: Heat ux ratio (in-plane vs. cross-plane)
for the thin lm samples. Fig. S11: Optical microscopy image of the probe
and 3DFEM temperature distributions for the Wollaston probe–air–sample
system. Eqn (S7-S13): Boundary conditions for the analytical model of the
lm-on-substrate sample. See DOI: 10.1039/d0na00657b
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Fig. 1 Optical microscopy image of patterned Au thin film on silicon
substrate.
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properties with a specialized thermal probe functioning as
a thermometer and local heat source when in active heating
mode and can scan with nano-scale spatial resolution.10,11

Contact or non-contact mode is distinguished by whether the
probe eliminates mechanical contact by a non-zero tip-sample
clearance. Several contact-mode SThM techniques combined
with analytical models or numerical simulations were devel-
oped for thermal conductivity characterizations of thin-lm
materials including 3u-SThM12–14 and interpolation on a cali-
bration curve.15,16

3u-SThM determines the thermal conductivity of the thin
lm quantitatively by deducing the probe temperature from the
voltage signal at the 3rd harmonic and solving an analytical
expression of sample spreading thermal resistance.12,17–19 The
analytical expression assumes dominant cross-plane heat
transfer since samples involved in these works are mostly low kf
thin lms on a substrate with high thermal conductivity
(ks).6,12–14,20,21 However, this method has a limited measuring
range of kf < 100 W m�1 K�1, where the deviation and uncer-
tainty compared to literature increases dramatically when the
in-plane heat transfer within the thin lm starts to dominate
the overall thin lm thermal transport.

Alternatively, a calibration curve can be constructed by
tting the SThM signal, such as probe voltage, probe power
ratio, or average probe temperature drop on reference bulk
samples with known thermal conductivities to help interpolate
the thermal conductivity of unknown bulk samples.2,4 For
a lm-on-substrate sample, a nite element simulation was
used to decouple the thin lm thermal conductivity from the
interpolated total effective thermal conductivity of the entire
sample. In this case, the total effective thermal conductivity
should be within the sensitive region of the reference curve (1–
100 W m�1 K�1).15,16 Ref. 22 combined classical heat transfer
nite element modeling and the calibration curve for a Wollas-
ton wire probe to determine the effective thermal conductivity
of suspended silicon lm samples in contact mode, with the
method being sensitive for lm thermal conductivities up to
80 W m�1 K�1. However, suspending the lms may not be
feasible in many situations. In addition, the tted calibration
curve for bulk samples contains uncertainties that may lead to
enhanced uncertainty of the measured kf.

The extant SThM techniques discussed above were used to
measure kf from 0.1 W m�1 K�1 to 1000 W m�1 K�1 for lms
with thicknesses from tens of nanometres to several mm.4,23

However, these techniques involve mechanical contact between
the probe and samples and possible variations of tip-sample
thermal interactions during scanning due to varying mechan-
ical contact conditions and sample-dependent liquid
meniscus2,24–28 which induces additional uncertainties.29,30

A non-contact SThM method that avoids probe–sample
mechanical contact and liquid meniscus was demonstrated in ref.
31 to measure low thermal conductivity samples. This paper
extends the method to high thermal conductivity nanoscale thin
lms on substrate. In this technique, the thermal probe thermal
resistance is measured above thin lms at a distance comparable
with the Mean Free Path (MFP) of air molecules, which leads to
heat transfer in the non-classical transition regime between the
© 2021 The Author(s). Published by the Royal Society of Chemistry
probe and the sample. We adapted for thin-lm thermal
conductivity measurements a Three-Dimensional Finite Element
Model (3DFEM) initially developed in ref. 32 for sample tempera-
ture prole sensing experiments using non-contact SThM. The
newly developed 3DFEM captured the heat transport phenomena
in the SThM probe with Joule heating, in the multilayer lm-on-
substrate sample, and through the gap between the probe and
sample in the transition heat conduction regime. This numerical
model was used to determine the lm thermal conductivity for
lm on substrate samples. The technique is demonstrated by
experimental thermal conductivity measurements of 240 nm and
46.6 nm Au thin lms deposited on glass and silicon substrates
respectively, and also for a low thermal conductivity silicon dioxide
lm deposited on the silicon substrate. The experimental thermal
conductivity results for the Au lms are validated by four-probe
electrical conductivity measurements33 coupled with Wiede-
mann–Franz (WF) law34,35 and are also conrmed by a theoretical
model of kf.36 To reduce the time and complexity of data analysis
and facilitate experimental planning, an analytical model was
developed for the thermal transport between the Wollaston probe
and lm-on-substrate samples under ambient conditions and was
validated by 3DFEM. Thin lm thermal conductivitymeasurement
results using the analytical model and the 3DFEM were simulated
and compared. Fitted functions between the SThM probe thermal
resistance and lm thermal conductivity were developed in order
to enable faster data analysis of thermal conductivity for lms
deposited on the two types of substrates investigated in this work.
2. Experiments
2.1 Sample preparation

The samples used for the proof-of-concept SThM kf measure-
ments are e-beam deposited metallic (Au) thin lms patterned
(using cleanroom microfabrication techniques) into 40 mm
width and mm length lines on glass and silicon substrates, as
shown in Fig. 1. A SiO2 layer with a thickness of 102 nm
measured by interferometer is sandwiched between the Au thin
lm and the silicon substrate and is acting as electrical insu-
lation. The thicknesses of the Au thin lms on silicon and glass
substrates were measured using a prolometer as 46.6 and
240 nm respectively. The conguration of the thin lm samples
is summarized in Table 1. The sample surfaces are cleaned by
acetone and deionized water before the SThM experiments.
Nanoscale Adv., 2021, 3, 692–702 | 693
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Table 1 Patterned thin-film geometrical parameters

Middle-section
length (mm)

Line width
(mm)

Film thickness
(nm)

Au on glass 1000 40 240 � 4.1
Au on silicon 1000 40 46.6 � 5.8
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2.2 SThM experiments

2.2.1 Setup. Fig. 2 shows the schematic of the non-contact
SThM thin-lm thermal conductivity measurement system. The
sample is mounted on an XYZ nano-positioning system which
enables three-dimensional scanning. A photodetector senses
the deection of the cantilever by a laser reected from a small
mirror on the probe cantilever. The probe is based on the widely
known resistive Wollaston wire probe consisting of a Pt/Rh core
of 5 mm diameter and a 75 mm diameter silver shell. The
Temperature Coefficient of Resistance (TCR) of the wire is
0.00165 K�1.12 The average probe temperature rise T*

ave is
determined from the measured electrical resistance and the
calibrated temperature coefficient of resistance, TCR, of the
probe. While AC current is used in Fig. 2 for electrical resistance
measurement and for Joule heating of the probe, DC current
can be used instead for the same purposes. Using AC current
becomes advantageous when the experiment is extended to
contact mode in order to allow for the measurement of the DC
Seebeck voltage generated at the probe sample contact without
interference from the AC excitation signal, as demonstrated in
ref. 37. In a typical SThM thermal conductivity measurement the
SThM probe is scanned above the center of the gold thin lm
line and in the active heating mode, where an AC current is
applied to the probe. A second probe connected in a parallel
circuit with the measurement probe is placed far away and acts
as a reference to monitor the ambient conditions.

Fig. 2 shows there are separate channels used to monitor the
voltages across each probe and each shunt resistor (2.2 U) in the
two branches. This allows to monitor the powers dissipated and
Fig. 2 Schematic of the non-contact SThM experimental setup. The
voltage signal across the measurement probe (Vprobe), series resistor
(VR), reference probe (Vprobe,ref), and reference series resistor (VR,ref) are
recorded for thin-film thermal conductivity measurement. The voltage
across the photodetector (Vphotodetector) is recorded to control the
probe–sample clearance during the experiment.

694 | Nanoscale Adv., 2021, 3, 692–702
electrical resistances of the measurement and reference probes
independently.

2.2.2 Scanning procedures. The contact point was located
rst by monitoring the photodetector signal when approaching
the sample towards the probe with a 50 nm step size. The
average probe temperature rise T*

ave decreased with decreasing
the tip-sample distance while the photodetector signal was
constant until the probe contacted the sample surface. At the
contact point, there was a voltage jump of the laser detector
signal due to the cantilever deection and a simultaneous
sudden temperature drop due to additional solid–solid and
water meniscus heat transfer. The photodetector outputted
a rising signal and T*

ave was constant aer the contact point (see
ESI†). The vertical coordinate of the contact point was recorded.
The probe was then raised far above the substrate to break the
contact. Next, a vertical scanning for thermal resistance
measurements was started with the sample 800 nm away from
the determined probe–sample contact point. The probe signals
were collected aer each vertical step size of 100 nm and the last
point before contact was referred to as the non-contact point
used for data analysis. At each vertical position, the input AC
voltage at a frequency of 6 kHz was ramped and the probe
thermal resistance was measured. The distance from the non-
contact point to the sample is 100 � 50 nm with the uncer-
tainty caused by the step size. The vertical scanning experiment
for thermal resistance measurements was repeated several
times.

2.2.3 Probe thermal resistance measurement. The probe
thermal resistance can be calculated from eqn (1),

Rth
p ¼ T*

ave

P
(1)

where the T*
ave is probe average temperature rise above ambient

and P is the Joule heating power. T*
ave is determined from the

measured electrical resistance and the calibrated temperature
coefficient of resistance, TCR, of the probe. When the probe is
close to the sample, T*

ave decreases due to the increasing heat
transfer from the probe to the sample under the same input
power, leading to a reduction of probe thermal resistance. A
three-dimensional nite element model (3DFEM) was devel-
oped and used to model the probe–sample-ambient heat
transfer, aid in the data analysis of the thin lm thermal
conductivity, and investigate the inuence of clearance on Rth

p .
3. 3DFEM for probe–sample-ambient
heat transfer

A 3-dimensional Finite Element Model (3DFEM)38 resembling
the SThM experimental conguration of the probe was devel-
oped. It includes the heat transport processes and geometry of
the essential elements e.g. probe, sample, and ambient air. A
Wollaston probe is placed with the plane of its V-shaped tip
region normal to the sample surface in a conguration similar
to the micrograph shown in Fig. 3. This is the only probe–
sample angle conguration used in this work. The 3DFEM
simulation considers the system at the center of an air box,
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 The micrograph of a Wollaston wire probe in the proximity of
a sample surface. The plane of the probe tip is normal to the sample
surface.

Fig. 4 (a) Schematic showing decomposition of probe–sample air gap
used for 3DFEM. In the transition regime, eqn (4) is used to assign the
effective thermal conductivity of each discretized cylindrical layer
based on its local probe–sample clearance; (b) 3DFEM simulations of
the probe thermal resistance above a Au film sample (same geometry
shown in Table 1) on a glass substrate as a function of thin film thermal
conductivity, when the apex tip-sample clearance is 50–150 nm. The
curves overlap due to the transition heat conduction regime across
apex tip-sample clearances which are similar to the mean free path of
the air.
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which is a cube with side of 5 cm. The surface of the air box and
the two ends of the V-shaped microprobe are set to constant
room temperature as the cold bath. Probe parameters are
summarized in Table S1 (see ESI†). The 3DFEM was performed
in the DC heating regime since AC temperature rise in our probe
is negligible at the high frequency used for the AC current,37 and
the experiment monitors the DC temperature change of the
probe.

In general, the heat conduction between the probe, the
sample, and the surrounding air, and the Joule heating of the
probe are all presented in the form of the heat diffusion
equation,

�V$(kVT) ¼ Q (2)

where k is the thermal conductivity of each part of the domain.
The thermal conductivity of the glass substrate, silicon oxide
layer, silicon substrate, probe, and air are 1.1 W m�1 K�1, 1.2 W
m�1 K�1, 140 Wm�1 K�1,38 38Wm�1 K�1, 0.026Wm�1 K�1,39–41

respectively. Q is the volumetric heat generation. When
applying a current in the probeQ is given by eqn (3), and is set to
zero in all other domains,

Q ¼ J2$r0(1 + TCRp(T � Tref)) (3)

where TCRp is the temperature coefficient of resistance of probe
(K�1), J is the current density (A m�2) and r0 is the electrical
resistivity (U m) respectively. The total Joule-heating power is
compared to the heat ux integrated over the probe surface and
the discrepancy is less than 0.00052% indicating an excellent
energy balance in the 3DFEM.

The initial temperature was set to Tref ¼ 299.05 K for all
the computational domains. Mesh independence studies
were conducted with 12 956 804, 14 636 046, 16 348 113,
17 039 584 and 20 286 444 triangular meshes, respectively.
Since the difference of computation results (probe thermal
resistance) from 14 636 046 meshes to 17 039 584 meshes
was only in the order of 1 � 10�5, 16 348 113 meshes were
chosen.

Since the tip-sample clearance at the apex (50–150 nm) is on
the same order as the MFP of ambient air, particular attention is
© 2021 The Author(s). Published by the Royal Society of Chemistry
given to modeling the heat transfer in the air gap between the
Wollaston probe tip and sample surface to accurately capture
the heat transfer in the transition regime. Similar to the method
used in ref. 32, the air gap at the probe apex is discretized in
concentric cylindrical sections as shown in Fig. 4a. Each section
is then assigned an effective thermal conductivity according to
its local tip-sample clearance Di and a thermal conductivity
model for heat conduction in transition regime,42–44

k ¼ k0

1þ 4g

gþ 1

L=Di

Pr

(4)

where L and k0 are the MFP and the bulk thermal conductivity
of air, and g and Pr denote the ratio of the specic heats, and
the Prandtl number respectively. The thermal accommodation
coefficient is assumed to be unity.44 The air thermal conduc-
tivity in the gap assumes the bulk value if the local clearance is
$300 nm.

In 3DFEM the probe thermal resistance is obtained by taking
the ratio of volumetric averages of probe temperature rise and
its thermal power where the probe power is the same as the
thermal power in the SThM experiment. Fig. 4b shows
a comparison between 3DFEM predictions of Rth

p for apex tip-
sample clearances of 50 nm, 100 nm, and 150 nm and as
a function of thin lm thermal conductivity for a 240 nm lm on
the glass substrate.
Nanoscale Adv., 2021, 3, 692–702 | 695
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Fig. 5 Probe thermal resistance vs. apex tip-sample clearance for Au
thin films on silicon and glass substrates from the experiments and
3DFEM simulations. The non-contact thermal resistance is measured
at an apex tip-sample clearance of 100 � 50 nm. The error bars are
(max � min)/2 that are calculated based on four separate scanning
experiments. The 3DFEM simulations are performed using the fitted
values of the film thermal conductivities as measured at 100 nm tip-
sample clearance (Table 2). The simulations indicate good agreement
with measurements over the entire range of tip-sample distance.
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The overlapping proles indicate the gap-independence of
Rth
p when apex tip-sample clearance is in the transition regime,

similar to the experimental results shown in ref. 31. Thus, small
uctuations of apex tip-sample clearance should cause negli-
gible uncertainties (�0.2%) onto the value of Rth

p .
4. Results and discussion
4.1 Thin lm thermal conductivity measurements by SThM

Fig. 5 shows experimental probe thermal resistances as a func-
tion of apex tip-sample clearance for two Au lm samples on
glass and silicon substrates. The values of the non-contact
Rth
p used for data analysis are collected at 100 nm tip-sample

clearance and are 23 640 � 9.3, 23 778 � 18 K W�1 respec-
tively, for the lms on the glass and silicon substrates. The
Rth
p of the silicon dioxide lm on the silicon substrate is 23 941

� 4.0 K W�1 (see ESI†).
The comparisons shown in Fig. 5 between the experimental

probe thermal resistance and 3DFEM predictions indicate that
the discrepancy between the experiment andmodeling is within
the uncertainty of the experimental results. The 3DFEM simu-
lations are performed using the tted values of the lm thermal
conductivities based on the probe thermal resistances
measured at 100 nm tip-sample distance (the values reported in
Table 2 Summary of Wiedemann–Franz law validation results

Bulk Au sample

rb, r (U m) 2.2 � 10�8 (ref. 48)
kb, k

WF
f (W m�1 K�1) 317 (ref. 33)

kf (W m�1 K�1) —

696 | Nanoscale Adv., 2021, 3, 692–702
Table 2). An abrupt change occurs in the trend of the probe
thermal resistance vs. position at distances <300 nm because
the transition heat conduction in the tip-sample gap starts to
become important. The numerical simulations predict an
invariant probe thermal resistance in the 50–200 nm height
interval which practically eliminates effects due to height
uncertainty (see ESI†).

If the heat ow into the sample is low because the sample
has a high thermal resistance, the probe remains at a high
temperature and results in a higher Rth

p . Although the Si
substrate with SiO2 lm has a lower thermal resistance than the
glass substrate, the overall higher probe thermal resistance in
Fig. 5 shown for Au on Si sample indicates that the probe–
sample heat transfer mainly depends, as discussed later, on the
in-plane lm thermal resistance and the Au lm on Si substrate
sample has a higher thermal resistance than the Au lm on
glass substrate due to the much smaller lm thickness.

The jump of the Rth
p from non-contact point to contact point

is caused by the additional solid–solid conduction and
conduction through the water meniscus. According to ref. 31 and
45, the jumps of the probe thermal resistance were observed to
be smaller for samples with smaller thermal conductivities,
which implied a dependence of solid–solid heat conduction on
sample thermal conductivities and surface artifacts. Thus, the
smaller jump for the Au on Si substrate sample shown in Fig. 5
may be a result of less heat transfer through the solid–solid heat
conduction. More importantly, the non-contact experimental
Rth
p in Fig. 5 remains almost constant in the transition regime

(for the range between 100–200 nm tip-sample clearance at
apex), which means it is solely correlated to the sample thermal
properties rather than contact artifacts. The probe thermal
resistance value at the tip-sample clearance of 100 nm is tted
with 3DFEM simulations in order to obtain the thermal
conductivity of the thin lm sample. The example in Fig. 6
shows 3DFEM simulations of Rth

p performed as a function of kf.
By locating the value of the experimental Rth

p on the 3DFEM
curve, the experimental thin lm thermal conductivity was ob-
tained. The red solid line indicates the average thin lm
thermal conductivity and the red dotted line shows the upper
and lower boundaries of the experimental uncertainties of the
measured lm thermal conductivity due to the uncertainties in
the probe thermal resistance. The results for Au thin lm
thermal conductivity are summarized in Table 2. 3DFEM of the
Au lm on glass substrate shows that the dominant thermal
transport during our experiments is in the radial direction. This
is due to the spreading effect of a large thermal conductivity
lm deposited on a low thermal conductivity substrate (see
240 nm Au lm
on the glass substrate

46.6 nm Au lm on
the silicon substrate

(3.02 � 0.01)$10�8 4.98 � 10�8 � 1.20 � 10�11

229.6 � 1.0 140 � 0.03
240.2 � 5.9 131.0 � 9.9

© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 3DFEM predictions of Rth
p vs. thermal conductivity of the thin

film on (a) glass and (b) silicon substrates with 100 nm apex tip-sample
clearance. Using the values of the experimental Rth

p the thermal
conductivities and uncertainties of the thin films are determined by
fitting, as shown by the red arrows.

Fig. 7 Schematic of thin-film line instrumented for four-probe elec-
trical resistance measurement. The voltage across the thin film line Vs

and known series resistor Vss yields the patterned line electrical
resistance from which the thin film electrical resistivity is determined.

Paper Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
D

ec
em

be
r 

20
20

. D
ow

nl
oa

de
d 

on
 1

1/
18

/2
02

5 
8:

53
:1

5 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
ESI†). A similar conguration occurs for the Au lm deposited
on a low thermal conductivity silicon dioxide layer (see ESI†).
Therefore the thermal conductivity measurements reported
here for the Au lms are for in-plane thermal conductivity. The
measured thermal conductivity of silicon dioxide lm is 1.19 W
m�1 K�1 and has a maximum discrepancy of 3.48% vs. the
literature values.46,47 For the silicon dioxide lm, the dominant
thermal transport is in cross-plane direction (see ESI†).
5. kf validations by Wiedemann–
Franz law and theoretical modeling

The Wiedemann–Franz law states that the ratio of thermal
conductivity and electrical conductivity at a given temperature
is constant for a metal since electrons are the primary carriers
for both thermal energy and charge. As a result, the lm thermal
conductivity can be determined from eqn (5) using bulk thermal
and electrical conductivities from ref. 33 and 48, and the experi-
mental thin lm electrical resistivity.

kWF
f ¼ rbkb

r
(5)

where rb and kb are the electrical resistivity and thermal
conductivity respectively for thin lm material in bulk size.
© 2021 The Author(s). Published by the Royal Society of Chemistry
The electrical resistivity was measured using the four-probe
setup shown in Fig. 7. The thin-lm line was connected electri-
cally in series with an 11.2U resistor. A small DC current (1.5 mA)
was applied to the Au thin lm to minimize Joule-heating
induced resistance change. The voltage drop on the middle
section of the line was collected along with the voltage on the
series resistor to determine the sample's electrical resistance (Rf).
Since the full geometry of the sample is known (Table 1), the
electrical resistivity (r) of the thin lm can be calculated from,

r ¼ Rf$w$tf
Lf

(6)

where Lf, w, and tf are the length, width, and thickness of the
active region of the thin lm sample respectively.

A summary of the Wiedemann–Franz law validation results
is shown in Table 2. SThM thermal conductivity measurements
for both Au lms agree very well with the thermal conductivity
results from Wiedemann–Franz law, with a maximum discrep-
ancy of 6.4%.

A theoretical model for in-plane thin-lm thermal conduc-
tivity based on kinetic theory was proposed by Qiu and Tien,36

kf

kb
¼
�
1þ 3l

8tf
þ 7

5

l

Dg

R

1� R

��1
(7)

where l, Dg, R are the MFP of the electrons in bulk material, the
average grain diameter and the reection coefficient at grain
boundaries. The model is valid when tf/l > 0.1 and (l/Dg) (R/1R) <
10. Using R ¼ 0.17,36 l ¼ 41 nm,33 and Dg from either De Vries
model49 or power law,50 the thin lm thermal conductivities for
46.6 nm and 240 nm predicted by the theoretical model agreed
well with the experimental results, as shown in Fig. 8. The
experiments performed in De Vries are for metallic lms
deposited by evaporation with substrates near room tempera-
ture, similar to the deposition of the Au lms reported here. A
direct proportionally between grain size and lm thickness was
found with proportionality constants of either 1 or 0.2. The
SThM measured kf values are closer to the model predictions
using De Vries based Dg ¼ 0.2tf, yielding deviations <6.62%
between the predictions of eqn (7) and SThM measurements.
The power law model predictions are more general and inde-
pendent of deposition conditions. Researchers use either one or
Nanoscale Adv., 2021, 3, 692–702 | 697
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Fig. 8 Comparisons between the SThM experimental results (dots)
and theoretical model predictions (lines) for thin film thermal
conductivity based on ref. 36. Theoretical predictions employ two grain
size models, De Vries49 and Power law.50

Fig. 9 Schematic of the probe–sample system used for the analytical
modeling of the probe–sample-ambient heat transfer.
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both models for grain size estimates.33,50 The deposition
conditions, including the chamber pressure, the substrate
temperature, and the evaporation rate, may affect the grain
size,36 but are not specically included in these models. The
experimental results presented here are bounded within the
predictions made using these two models for grain size
estimates.

Qiu and Tien's theoretical model helps to explain the phys-
ical mechanisms responsible for the observed thickness
dependence of kf for the Au metallic thin lms investigated in
this work. For the 240 nm lm l/tf and l/Dg are 0.171 and 0.854
respectively, which makes the contribution of grain size the
dominant term in eqn (7). For the 46.6 nm lm l/tf and l/Dg are
0.88 and 4.40 respectively, which also makes the contribution of
grain size the dominant term in eqn (7). When comparing the
two thin lms, the reduction of thickness likely created smaller
size grains and the additional scattering of the heat carriers
resulted in lower in-plane thermal conductivity.51 Similar size
effects have been observed for other types of 2D materials using
different measurement techniques.41,52
6. Analytical heat conduction
modelling

To reduce the time and complexity of data analysis and facilitate
experimental investigations and planning in the absence of
3DFEM, an analytical model was developed for the thermal
transport between the Wollaston probe and lm-on-substrate
samples under ambient conditions. 3DFEM was employed
though to validate the analytical model assumptions and assess
the accuracy of thin-lm thermal conductivity determination
based on analytical modeling.

The thermal model shown in Fig. 9 is used to connect into
a thermal resistance network all three heat transfer domains
(probe, sample, ambient), and includes models for the thermal
resistances of the probe, the air gap, and the lm-on-substrate
thermal resistances. An analytical model for a self-heated
Wollaston probe in air with the probe–sample heat transfer
conned to the apex region was developed in ref. 12 and 31, but
698 | Nanoscale Adv., 2021, 3, 692–702
for different sample congurations than used in this work (for
substrate only samples in ref. 30, and for lm-on-substrate
samples where heat transfer is assumed unidirectional along
the lm thickness direction in ref. 12). For the Wollaston probe,
the model solves a 1D n heat conduction equation along the
length of the Joule heated probe wire to obtain the temperature
rise at probe apex (T*

tip) as a function of probe geometry, probe
thermal properties, effective heat transfer coefficient h and tip-
sample heat transfer rate (QC). In this analytical model a corre-
lation is employed for the tip-sample thermal exchange resis-
tance (Rth

C ) as a function of thermal exchange radius b, probe–
sample clearance and probe wire diameter, which was devel-
oped in ref. 32 for a Wollaston probe in air. This correlation
considers both the classical and non-classical heat conduction
effects in the small tip-sample air gap. Then, using the heat
transfer rate QC through the tip-sample thermal resistance
network and the tip to back-of-substrate temperature differ-
ence, the sum of the tip-sample thermal exchange resistance
with the thermal resistance of the lm-on-substrate sample
(Rth

S ) can be written as,

T*
tip � T*

s

QC

¼ Rth
S þ Rth

C (8)

where the back-of substrate temperature rise was assumed to be
zero, i.e. T*

s ¼ 0.
For large thermal conductivity lms on low thermal conductivity

substrates, in-plane heat conduction is expected to be signicant
and the model developed in ref. 12 and 19–21 will not apply for the
sample congurations measured here. The key challenge remain-
ing for the analytical model is then nding an analytical thermal
resistance model for the lm-on-substrate sample (RthS ), when in-
plane heat conduction in the lm is signicant.

In order to better understand the distribution of heat ux on
the sample surface, results from 3DFEM heat transfer simula-
tions of the probe–sample-ambient system were rst used to
calculate the surface heat ux spatial prole due to SThM probe
heating of a thin lm-on-substrate sample. Although the
geometry of a Wollaston SThM probe is not axisymmetric, the
sample surface heat uxes probed along two perpendicular
directions in the plane of the sample (one parallel and one
© 2021 The Author(s). Published by the Royal Society of Chemistry
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perpendicular to the plane of the SThM probe dened by its V-
shape) were found to have similar Gaussian radii which are
independent of the tip-sample distance when this is in 100–
300 nm range (see ESI†). The characteristic radius of the heat
ux Gaussian prole bGC was then taken as the square root of
the product of the two Gaussian radii (bG). Thus, an analytical
model developed for Gaussian laser heating of a multilayer lm-
on-substrate conguration6 was adapted here to determine the
thermal resistance of lm-on-substrate samples in general, and
was exemplied here for thin lms on glass substrate and on
silicon substrate with an interfacial SiO2 lm.
6.1 Analytical model for the thermal resistance of thin lm-
on substrate samples

As shown in the previous section, in Fig. 9 the heating effect
from the non-contact SThM probe was replaced by a heat ux
with a Gaussian heating distribution acting on the top surface
of the thin lm. Amultilayer anisotropic heat conductionmodel
with Gaussian heating boundary condition was developed in
ref. 6, and was adapted here to the case of a three-layer isotropic
structure consisting of the thin-lm layer, the SiO2 interface
layer and the substrate layer. The bottom of the substrate can be
assumed either thermally insulated or isothermal. For the
substrates investigated in this work the results are practically
identical (<0.21% discrepancy on sample temperature for lm
thickness #540 nm) and the solution below assumes adiabatic
condition at the substrate bottom. The temperature is assumed
to reach the ambient temperature as r goes to innite along the
direction of the radius. The objective is nding the thermal
resistance of the sample.

Based on ref. 6, the governing equation for steady-state heat
conduction in the thin lm and substrate, assuming isotropic
thermal properties and no temperature gradients in the
azimuthal direction is given by eqn (9):

1

r

v

vr

�
r
vT*

i ðr; zÞ
vr

�
þ v2T*

i ðr; zÞ
vzi2

¼ 0 ði ¼ 1; 2; 3Þ (9)

Then, with the boundary conditions described in Section 12
of the ESI,† the steady-state solution for the temperature
distribution on the thin lm surface can be obtained by Hankel
transformation in terms of the Hankel variable b as,
T*
1
¼ A ebt1 þ B e�bt1A ¼ q0ðC2ðk2 � k3Þ þ k2 þ k3Þ

b½ðk1 � k2ÞðC2ðk2 � k3Þ � C1ðk2 þ k3ÞÞ þ ðk1 þ k2Þðk2 þ k3 � C1C2ðk2 � k3ÞÞ� ;B ¼ C1$A (10)
where C1 ¼ e�2bt1, C2 ¼ e�2bt2, and q0 is the transformed
Gaussian heat ux,

q0ðbÞ ¼ Hvðq0Þ ¼
ðN
0

�
rðq0 e�r2=bGC

2
�
J0ðbrÞdr ¼ bGC

2q0

2
e�b

2bGC
2=4

(11)
© 2021 The Author(s). Published by the Royal Society of Chemistry
where bGC, q0, and J0 are Gaussian heating radius, peak heat ux
and the Bessel function of order zero respectively. The nal step
is to solve for the inverse Hankel transformation numerically to
obtain the prole of the temperature rise at z ¼ tf as a function
of radius. The peak temperature rise of the thin lm surface is at
the center of the Gaussian heat ux prole. The heat transfer
rate into the sample is calculated by integrating the Gaussian
heat ux distribution over the entire surface,

QC ¼ 2p

ðN
0

q0r e
�r2=bGC

2

dr ¼ q0pbGC
2 (12)

where QC is the total heat transfer rate into the sample. The
thermal resistance of the sample is dened as the temperature
difference between the sample's peak temperature and ambient
temperature divided by the total heat transfer into the sample,

Rth
S ¼

ðN
0

bT*
1J0ðbrÞdb

|r¼0|

q0pbGC
2

(13)

The value of the thermal resistance calculated from eqn (13)
is independent of the peak ux. The temperature prole pre-
dicted by the analytical model was cross-validated by 3DFEM for
the same sample geometry (see ESI†) using the Gaussian heat
ux prole determined from 3DFEM. The thermal resistance
discrepancy calculated from the analytical and 3DFEM models
was within 0.4%.

The probe tip temperature rise T*
tip can be determined from

the analytical model of the Wollaston wire probe with circular
cross-section and neglecting radiative heat loss as shown in eqn
(14)–(16)12,29,32,53

T*
tip ¼ T*|

x¼L
¼ C3 e

lL þ C4 e
�lL þ G

l2
(14)

where

l ¼
 

2h

kprp
� I2r0TCRp

kpAp
2

!0:5

(15)

G ¼ I2r0

kpAp
2

(16)

The expressions for C3 and C4 and the values12,28,31,52 used for
h, kp, Ap, rp, TCRp, I, and r0 (effective heat transfer coefficient,
thermal conductivity of the probe, cross-sectional area of the
probe, radius of the probe, thermal coefficient of resistance,
applied current and reference electrical resistivity of the probe
respectively) are found in the ESI.† As the Wollaston probe
comes closer to the surface, the effective heat transfer coeffi-
cient is still applied to the probe surface, except in the region
undergoing heat transfer to the sample through the thermal
Nanoscale Adv., 2021, 3, 692–702 | 699
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Fig. 10 Comparisons shown as a function of probe thermal resistance
predicted from 3DFEM for films on glass substrate with tf from 50–
300 nm and kf from 50–600 W m�1 K�1: (a) between the actual kf
values used in the 3DFEM and the kf obtained by fitting with analytical
models; and (b) between the actual product of tf with kf and the
product of tf with kf obtained by fitting with analytical models.
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exchange area. Eqn (17) connects the probe tip temperature rise
to ambient temperature via the RthC and Rth

S , where Rth
S is based

on eqn (13) and Rth
C is a function of b according to the correla-

tion developed in ref. 32.

Rth
S ¼ T*

tip

q0pb2
� Rth

C (17)

The analytical model assumes that the thermal exchange
radius (b) of the probe is the same as bGC. This assumption was
validated (see ESI†) by 3DFEM of the SThM sample system with
bulk samples for kb ¼ 1.1–50 W m�1 K�1 and nding b ¼ bGC ¼
5.4 mm � 0.1 mm. Then (see ESI†) it was found that bG for the
thin lm-on-substrate sample is also almost unchanged when kf
ranges from 10 to 1000 W m�1 K�1 for tf ¼ 240 nm and ks ¼
1.1Wm�1 K�1. It was concluded that b¼ bGC¼ 4.6 mm� 0.1 mm
for thin lm-on-glass samples.

Using the tip-sample thermal exchange resistance correla-
tion developed in ref. 52, the sample–probe thermal exchange
resistance at the tip-sample clearance of 100 nm yields Rth

C of
126 626 K W�1 for b ¼ 4.6 mm. The unknown kf can be then
obtained based on eqn (17) by numerically tting kf as ks, tf, ts,
b and Rth

C are known.
The lateral spatial resolution in SThM measurements using

heated probes is indicated by the diameter of the heat diffusion
region in the sample, resulting from the heat transfer between
the heated probe and the sample. This region is ultimately
limited by 2b, the diameter of the probe–sample thermal
exchange area,25 which is typically considered the limit of the
spatial resolution. For contact mode SThM performed under
ambient conditions, air conduction contributes signicantly to
the probe–sample heat transfer (�10 mm thermal exchange
diameter for a Wollaston probe22) and therefore the spatial
resolution of the contact mode may not be signicantly smaller
than in non-contact mode.54 The spatial resolution of SThM
non-contact mode in air is controlled by the dimension and
geometry of the probe tip. Smaller probe tips will generally have
a smaller thermal exchange radius. For SThM experiments
performed under vacuum conditions, the thermal exchange
area for contact mode is controlled by the solid–solid contact
area and thus results in an improved spatial resolution.4
6.2 Analytical model validation and tf$kf tted functions
development

To validate the analytical heat transfer model for the SThM
measurements shown in Fig. 9, 3DFEM was used rst to
determine the probe thermal resistance for various thin lm
thermal conductivities for a disk-shaped thin lm on a glass
substrate sample. The value of the probe thermal resistance was
used next to perform data analysis using the analytical model.
The value of b¼ bGC¼ 4.6 mmwas initially used by the analytical
model. The T*

tip was obtained from probe's analytical model,
and with Rth

C ¼ 126 626 K W�1 for b ¼ bGC ¼ 4.6 mm, then the
unknown kf was determined by tting eqn (13) and eqn (17).
The tted kf from the analytical model was compared to the
input kf of 3DFEM. The values of kf vs. R

th
p for different tf are
700 | Nanoscale Adv., 2021, 3, 692–702
plotted and compared in Fig. 10a. The maximum discrepancy
between the analytical result and the true value of kf is less than
34% if kf is between 100–700 W m�1 K�1 for thin lm thickness
between 50–300 nm. A lower discrepancy of <9.4% is obtained
in the range of 200–500 Wm�1 K�1 for kf and 240–300 nm for tf.
When multiplying tf with kf from Fig. 10a, and replotting their
product vs. Rth

p the obtained curves are almost overlapping for
both the analytical model and 3DFEM as shown in Fig. 10b.
Similar to the trends shown in Fig. 10a, a larger discrepancy of
tf$kf is observed at higher kf.

Based on the data from Fig. 10b, three numerical correla-
tions were developed by tting the 3DFEM and analytical results
for tf$kf (m W m�1 K�1) vs. Rth

p (K W�1) with eqn (18).

tf$kf � 109 ¼ A1 exp

 
� Rth

p � A2

A3

!
þ A0 (18)

The tted parameters in eqn (18) and the goodness of t are
summarized in Table 3 for each case. Plots comparing the
3DFEM and analytical results from Fig. 10b vs. eqn (18) ts are
shown in ESI.†

Using the experimentally obtained probe thermal resistance
for the measured sample and eqn (18) t of the analytical model
with b ¼ bGC ¼ 4.6 mm, the kf of Au lm on glass substrate was
calculated as 205.2 W m�1 K�1, which has a 10.6% discrepancy
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Table 3 The fitted parameters and goodness of fit for eqn (18) for thin
films on glass substrate obtained from fitting the 3DFEM and the two
analytical models (AM) with different b

AM bGC ¼ 4.6 mm 3DFEM AM bGC ¼ 4.78 mm

A1 190 848.80 210 153.80 201 554.71
A2 21 855.57 21 850.29 21 847.14
A3 1424.99 1265.99 1406.76
A0 �5318.05 822.06 �3804.22
R 0.99919 0.99951 0.99974
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compared to kWF
f shown in Table 2. Using eqn (18) t of the

3DFEM yields kf ¼ 216.4 W m�1 K�1 which has a 5.7%
discrepancy compared to kWF

f shown in Table 2. The deviation
from the 3DFEM simulation result from Fig. 6a is due to the
different geometry of the lm used in the modelling (patterned
line vs. un-patterned lm). If the 3DFEM results on glass
substrate (Fig. 10b) are used to re-calibrate the value of b in the
analytical model, then b ¼ 4.78 mm. Then the discrepancy
between the 3DFEM result and the result obtained using eqn
(18) tted function of the analytical model with the new
b reduces to 0.8%.

The kf for the Au lm on the silicon substrate sample can be
quickly evaluated using a tted function developed by tting the
three-layer analytical model predictions (see ESI†). The tted kf
¼ 116.6 W m�1 K�1 for the gold lm on silicon substrate using
this tted function has a 16.7% discrepancy compared to the
kWF
f shown in Table 2.
While the data analysis based on 3DFEM provides the most

accurate thermal conductivity measurement results, tted
functions avoid repeating the 3DFEM simulations for lms
deposited on the same substrates. The tted functions reported
in this work provide faster ways to perform data analysis or
investigate feasibility of future experiments for lms deposited
on the two types of substrates investigated here. For lms
deposited on different substrates or for different probe geom-
etries, the experimentalist has to nd the new t functions.
Moreover, analytical modelling can prove useful (vs. 3DFEM
and developed tted functions) due to its speed and exibility,
for instance, new tted functions can be developed faster based
on analytical modeling for cases when the probe has different
dimensions or thermal properties that are different from those
used in this work, or for lms on other types of substrates, or if
the sample conguration requires additional layers to be added
to the 3-layer model developed in this work. Then 3DFEM and
t-functions based on 3DFEM can be used for ne-tuning or
validating the nal thermal conductivity result.

7. Conclusions

In conclusion, a quantitative method was established to
measure thin lm thermal conductivity in non-contact mode in
ambient conditions and in transition heat conduction regime
across the tip-sample gap. With the help of 3DFEM for data
analysis, the thermal conductivities of Au thin lms deposited
on the glass and silicon substrate were measured as 240.2 �
© 2021 The Author(s). Published by the Royal Society of Chemistry
5.9 W m�1 K�1 and 131.0 � 9.9 W m�1 K�1 respectively. The
validation by experimental electrical resistivity measurements
using Wiedemann–Franz law and in addition by theoretical
thermal conductivity modeling (Qiu and Tien) showed
a maximum deviation of less than 6.4% from SThM experi-
mental results. While the 3DFEM based modelling provides the
most accurate thermal conductivity measurement results,
convenient tted functions for SThM on the lm-on-substrate
sample were developed by the recalibrated analytical model
and 3DFEM to assist in fast and accurate (<16.7% discrepancy
compared to experimental values) thin lm thermal conduc-
tivity measurements for �50–300 nm lms deposited on glass
and Si substrates with 100 < kf < 600 W m�1 K�1. The analytical
models developed here for measurements on one-lm and two-
lms on substrate samples can prove useful (vs. 3DFEM and
developed tted functions) due to their adaptability when
sample conguration or probe parameters change.
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