Molecular dynamics investigation of the structural and energetic properties of CeO$_2$–MO$_x$ (M = Gd, La, Ce, Zr) nanoparticles†


CeO$_2$-based materials have played a critical role in catalysis, where the substrate particles have reduced in size year by year due to experimental achievements in synthesis control. Thus, there is increasing interest to improve our atomistic understanding of the structural and energetic properties of mixed CeO$_2$-based nanoparticles of 1 nm to 5 nm. Here, we employed classical molecular dynamics (MD) simulations to study the following solid solutions, CeO$_2$–Gd$_2$O$_3$, CeO$_2$–La$_2$O$_3$, CeO$_2$–Ce$_2$O$_3$, and CeO$_2$–ZrO$_2$, using 5 compositions (0, 25, 50, 75, and 100%). The amorphization and re-crystallization process via MD simulations was employed to generate the nanoparticles, which were characterized by several analyses. We found that even in small CeO$_2$ concentrations, the systems maintain the cubic fluorite structure and the truncated octahedron shape found in pure ceria, evidencing the strong influence of Ce$^{4+}$ on the nanoparticle morphology due to the higher phase transition temperature of the CeO$_2$ compound. On the other hand, the addition of the 3+ species leads to the spontaneous appearance of higher concentrations of solvated cations and vacancies near to the surface of the CeO$_2$-based solutions. Beyond that, the 3+ species also influence the electrostatic potential in the nanoparticle surface, and hence controlling the 3+–4+ ratio may be an interesting approach to control the nanoparticle physicochemical properties for catalytic purposes.

1 Introduction

Cerium-based oxides have played an important role in several industrial applications, which spread from catalytic to biomedical applications. Recently, G. Lu et al. highlighted their importance in electrocatalysis, namely, in the hydrogen and oxygen evolution reactions. Those applications have been possible due to the high figures of merit of cerium oxides (CeO$_x$), in which each cerium atom is bound to 8 oxygen atoms, while each oxygen is bound to 4 Ce atoms, and its reduced form (CeO$_2$) crystallizes in the hexagonal La$_2$O$_3$-type structure. The CeO$_2$(111) surface has the lowest surface energy, and hence it is the most abundant surface on ceria particles, while the (100) and (110) surfaces are less stable. Those less stable surfaces have been found in large truncated octahedron-like particles with diameters from nano up to micro size. Several studies have indicated a direct correlation between the morphology of cerium oxide particles and their applications, especially in the field of catalysis, in which the surface termination and defects play a crucial role in the presence of oxygen vacancy formation, oxygen diffusion, low-coordination sites, oxidation state of the Ce cations, etc.

Although ceria has high figures of merit, its applications in particular fields require higher stability, easiness to create oxygen vacancies, higher oxygen diffusion, etc. In the literature, we can see that some recent applications of ceria are built taking advantage of the tunability and engineering of those properties in nanoparticles. For example, it is already known that ceria can be used to build hydrophobic nanoparticles for coating, although powder or bulk ceria is slightly hydrophilic. The CeO$_2$(111) surface is more hydrophobic and the edges are the main factor in the surface–water interaction, so this
application is only possible because of the particle edge abundance. However, our atomistic understanding of the CeO$_2$ surface-edge relation is far from satisfactory when compared with surface-edge effects in metallic nanoparticles.$^{16-19}$ Additional to that, Tarnuzzer et al.$^{20}$ proposed the use of ceria nanoparticles with diameters from 2 up to 5 nm to repair cell damage induced by radiation, which explores the antioxidant properties of ceria particles with a similar ratio of Ce$^{3+}$ and Ce$^{4+}$ cations on the particle surfaces.

Doping or mixing of CeO$_2$ with different oxides is an alternative strategy to tune its physical-chemical properties.$^{21-25}$ For instance, it is already established that the formation of a solid solution of ZrO$_2$ with CeO$_2$ can enhance the reducibility of Ce$^{4+}$ towards Ce$^{3+}$ cations; at the same time, solid solutions with different lanthanide atoms can enhance the oxygen conductivity.$^{21,26}$ Furthermore, the formation of solid solutions of CeO$_2$ with Gd$_2$O$_3$, La$_2$O$_3$, and ZrO$_2$ has attracted attention for catalysis applications. For example, Gd$_2$O$_3$ doped CeO$_2$ has already been reported as a good ionic conductor for catalytic applications$^{27}$ and its properties can be improved with co-doping with different rare-earth elements.$^{28}$ Since these materials are applied typically at high temperatures, the phase diagram is also of interest and some important insights have been obtained in this direction. For example, Andrievskaya et al.$^{29}$ reported the La$_2$O$_3$–CeO$_2$ phase equilibrium on large systems for temperatures of 1100 °C to 1500 °C,$^{30}$ while Zguns et al.$^{31}$ theoretically predicted similar results for Gd$_2$O$_3$–CeO$_2$ mixtures.$^{30}$

In theoretical studies, ceria-based mixed oxides can be approached in many different methodologies and scales. To cite a few examples, Balducci et al.$^{32}$ studied the surface and reduction energies of CeO$_2$–ZrO$_2$ using slab models,$^{33}$ while Bulgakov et al.$^{34}$ analysed the solution stability and oxygen diffusion in CeO$_2$–ZrO$_2$ bulk models$^{35}$ and Koleva et al.$^{36}$ studied the impact of Zr on the reducibility of small CeO$_2$ clusters.$^{37}$ On the other hand, little is known about the behavior of those mixtures in large solid solution particles with more than 1000 atoms.$^{38}$ Based on density functional theory (DFT) calculations, Felicio-Sousa et al.$^{39}$ studied the energetic stability of small Ce$_{15.3}$Zr$_{15.3}$O$_{30}$ nanoalloy particles, where they reported a negative excess energy (stable) for all compositions,$^{40}$ while Mucellini et al.$^{41}$ addressed the formation of ZrO$_2$-like structures on CeO$_2$(111).$^{42}$ Although DFT calculations yield an accurate description of the electronic and structural properties, those calculations have an expensive computational cost, and hence the study of temperature effects via molecular dynamics is forbidden for large particles.

A less expensive alternative, based on force field molecular dynamics (MD), was employed by Sayle et al.$^{43}$ to study the amorphization and recrystallization of ceria particles, in which it was possible to address successfully CeO$_2$ particles with diameters up to 8 nm with different shapes, such as nanorods, polyhedral nanoparticles and mesoporous ceria, with a good correlation with the experimental findings.$^{44-46}$ Using MD simulations, Sayle and coworkers were also able to correlate the reactivity, morphology, and composition of CeO$_2$ nanoparticles in different applications such as supercapacitors and the oxi-reduction process.$^{47,48}$ Beyond that, the amorphization and recrystallization methodology can be easily extended to mixed particles and other systems with an adequate force-field.$^{49,50}$

Therefore, all those experimental$^{51-55}$ and theoretical$^{56-59}$ studies have provided a great contribution to improve our atom-level understanding of mixed CeO$_2$–MO$_x$ nanoparticles; however, our atomistic understanding is far from complete. To improve our atomistic understanding, we employed classical MD simulations to investigate the crystallization process of mixed ceria-based nanoparticles, namely, CeO$_2$–Gd$_2$O$_3$, CeO$_2$–La$_2$O$_3$, CeO$_2$–Ce$_2$O$_3$, and CeO$_2$–ZrO$_2$. For that, we employed nanoparticles formed by 500 or 864 cations combined with the appropriate number of oxygen anions, which generates particles with sizes from 1 nm to 5 nm.

We found from our analyses that the CeO$_2$ morphology and structure (fluorite crystal truncated octahedron-like particles) are preserved for all mixed nanoparticles, which can be explained as an equilibrium mechanism between the crystal lattice and the surface energy of each pure material. For CeO$_2$–M$_2$O$_3$, M$^{4+}$ cations and oxygen vacancies (defects) are abundant on the surface region, showing that Coulomb interactions and the ionic radii have a key role as a stabilising mechanism on oxide alloys. In addition, the final alloyed structures have a complex combination of positive and negative electrostatic potentials, modulated by the concentration of the metal atoms, which is advantageous in the catalysis context.

2 Theoretical approach and computational details

We have the aim to obtain a deep atomistic understanding of the crystallization process of finite-size CeO$_2$–MO$_x$ solid solutions, which is crucial knowledge to enhance the applications of CeO$_2$-based compounds in catalysis.$^{40,41}$ Thus, it requires a description of temperature effects, time-dependent phenomena, point defect formation (e.g., oxygen vacancies), shape (surface) evolution along the crystallization process, etc., where particle size effects play a crucial role. Therefore, it is a challenging problem that requires a strategical balance between an atom-level description and computational cost.$^{52}$ To achieve our goals, we considered two particle sizes, namely, 500 and 864 cations with the appropriate number of oxygen anions, which yields oxide particles with diameters similar to experimental observations,$^{43,44}$ which are large enough to show ordered core regions, internal nucleation, and domain walls. Systems with that size are not affordable by ab initio MD calculations, and hence all MD simulations were based on atomistic force field simulations, as described below.

2.1 Molecular dynamics and force field

Our MD simulations are based on the Born-like force field, which is based on the combination of the long-range Coulomb potential and the short-range Buckingham potential.$^{46}$ It has been used for several CeO$_2$-based studies for a wide range of applications,$^{47,48}$ including amorphization/recrystallization simulations of finite-size oxide systems.$^{49,50}$ The total charge
of each system was set to zero by adjusting the number of oxygen atoms to balance the positive charge (cations), e.g., by building the system directly as the combination of CeO$_2$ and M$_2$O$_3$-$. This can be seen as an advantage of the approach proposed here, since the system can be optimized for a given configuration that preserves a specific 3+/4+ ion ratio, which is desirable to understand the oxygen vacancy distribution and its effect on the structural and energetic properties in relation to the system composition.

From several initial tests, we selected the force field parameters developed by Grimes and coworkers$^{45}$ instead of Sayle’s original ones.$^{49}$ From our knowledge, the parameters proposed by Sayle were built for different applications, in particular, with a focus on unalloyed oxide systems, and they do not include parameters for all the desired cations in our simulations. On the other hand, Grimes’ parameters were derived from mixed oxides of 3+ and 4+ cations, and hence are more suitable for our applications.

The potential term for the total energy of the system is written as follows,

$$U_{\text{tot}} = \sum_{i<j} \frac{q_i q_j}{4 \varepsilon_0 r_{ij}} + \sum_{i<j} \left[ A e^{-\frac{r_{ij}}{\rho}} - C \frac{1}{r_{ij}^6} \right],$$

where $\varepsilon_0$ is the vacuum dielectric constant, $A$, $\rho$, and $C$ are the Buckingham potential parameters, which are listed in Table 1. It is important to highlight that, because of the stronger nature of the Coulomb repulsion between cations in those systems, it is commonly assumed that the $A$ and $\rho$ parameters are set as zero and $\rho$ to infinity, as in the original studies reported by Sayle$^{49}$ and Grimes.$^{45}$ $r_{\text{cut1}}$ and $r_{\text{cut2}}$ are the cutoff radius for the Coulomb interactions and Buckingham potential, which were set as 100.0 and 6.0 Å, respectively. Furthermore, we considered the $q_i$ parameters as fully determined by the atomic species, i.e., $q_{\text{Ce}^{3+}} = +4.0$, $q_{\text{Ce}^{4+}} = +3.0$, $q_{\text{La}^{3+}} = +3.0$, $q_{\text{Gd}^{3+}} = +3.0$, $q_{\text{Zr}^{4+}} = +4.0$ and $q_{\text{O}^{2-}} = -2.0$.

All the molecular dynamics simulations were carried out using the LAMMPS package$^{50}$ with a time step of 1 fs and using the standard implementation of the Verlet integration for the canonical (NVT) ensemble. Cubic simulation boxes of 20 nm were set for all simulations, which are approximately five times larger than the largest particles. Periodic boundary conditions were employed for all simulations. Thus, in order to avoid nanoparticle translation and anomalous rotations being counted as contributions to the thermal energy, the particles were re-centered at the origin coordination system at each time step and the angular and linear momentum were set to zero for each 500 time steps. For analysis, the atomic positions and energies were saved at each 500 steps.

2.2 Amorphization and annealing

The framework for the amorphization of ordered structures and their recrystallization was adapted from the procedures reported by Sayle for CeO$_2$ nanoparticles.$^{35}$ Based on several MD simulations for smaller and larger particles, our amorphization process includes seven separate steps of NVT simulations:

1. 200 ps at 4500 K using 2 layers free and 4 layers frozen.
2. 300 ps at 4500 K using 4 layers free and 2 layers frozen.
3. 100 ps at 4500 K with all atoms free.
4. 300 ps at 4500 K with external tension.
5. Simulation with a temperature ramp from 4500 K to 5500 K for 400 ps.
6. Simulation at 5500 K for 100 ps.
7. Simulation over 1000 ps with a temperature ramp from 5500 K to 8500 K, and the amorphous CeO$_2$ samples were obtained.

To reduce the computational cost, we transformed the amorphous CeO$_2$ samples into the initial amorphous structures for the recrystallization process for all mixed-oxides systems, namely, CeO$_2$–Ce$_2$O$_3$, CeO$_2$–Gd$_2$O$_3$, CeO$_2$–La$_2$O$_3$, and CeO$_2$–ZrO$_2$ with 0, 25, 50, 75, and 100% CeO$_2$ concentration, by random cation substitution and creation of oxygen vacancies to maintain the total charge of the particles as zero. The recrystallization procedure performs 1 ns lowering of the temperature from 8500 K to 5500 K. Then, we ran subsequent 1 ns production simulations at a constant temperature and 1 ns ramps that decreased the total temperature 100 K at a time. It finishes once the temperature simulation reaches $10^{-3}$ K (replaces 0 K), i.e., a total simulation time of 112 ns for each system.

2.3 Analyses

Several analyses were performed along the present study, which are defined below, while additional technical details can be found in the ESL.$^*$

2.3.1 Density. To calculate the density of the particles (i.e., the ratio between the mass and volume of the particle), we implemented a dedicated in-house subroutine based on FORTRAN 90. As expected, the nanoparticle mass is computed by the sum of the relative isotopic mass for all atoms in the system. The total volumes of the nanoparticles were estimated by numerical integration of the volume inside the nanoparticle covalent surface via Monte Carlo integration. The randomly generated points for integration were tested using a combination of two criteria: a point is considered inside the nanoparticle volume if (i) its distance to any atom of the system is smaller than the atom covalent radii or (ii) a ray-marching test says that the point “cannot see the simulation box”. Test (ii) is a sophisticated procedure that ensures that the nanoparticle volume

<table>
<thead>
<tr>
<th>Interaction</th>
<th>$A$ (eV)</th>
<th>$\rho$ (Å)</th>
<th>$C$ (eV Å$^{-6}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ce$^{3+}$–O$^{2-}$</td>
<td>1809.68</td>
<td>0.35470</td>
<td>20.40</td>
</tr>
<tr>
<td>Ce$^{4+}$–O$^{2-}$</td>
<td>2010.18</td>
<td>0.34990</td>
<td>23.11</td>
</tr>
<tr>
<td>Gd$^{3+}$–O$^{2-}$</td>
<td>1885.75</td>
<td>0.33990</td>
<td>20.34</td>
</tr>
<tr>
<td>La$^{3+}$–O$^{2-}$</td>
<td>2088.89</td>
<td>0.34600</td>
<td>23.25</td>
</tr>
<tr>
<td>Zr$^{4+}$–O$^{2-}$</td>
<td>1502.11</td>
<td>0.34770</td>
<td>5.10</td>
</tr>
<tr>
<td>O$^{2-}$–O$^{2-}$</td>
<td>9547.96</td>
<td>0.21920</td>
<td>32.00</td>
</tr>
<tr>
<td>M–M$^*$</td>
<td>0.00</td>
<td>$\infty$</td>
<td>0.00</td>
</tr>
</tbody>
</table>
estimate includes voids, cavities, and vacancies inside it as part of the nanoparticle volume. For example, the volume calculated for a buckminsterfullerene must include the part inside it that is not filled with atoms, so the final volume of C_{60} will be closer to the volume of a sphere of the same diameter. Therefore, the points for which there exists at least one line that goes from the point to infinity without crossing any atomic covalent volume are the ones considered outside of the nanoparticle volume. For ray-marching, we employed 1000 directions, while the volume was converged up to 0.1 Å³.

2.3.2 X-ray diffraction and radial distribution functions. For each chemical species with different oxidation states, e.g., Ce^{3+} or Ce^{4+}, we obtained the radial distribution function (RDF) with respect to the geometric center of the nanoparticle for each species and the pair correlation function (g(r)) for each atomic pair. Coordination and tension analysis implemented in OVITO,51 version 3.1.3, were employed to identify crystalline phases. Furthermore, the LAMMPS X-ray diffraction (XRD) tool52 was employed with 100 ps sampling at 300 K and a 1.541838 Å wavelength.

2.3.3 Oxygen vacancy distribution. The search for oxygen vacancies induced by temperature effects in ordered oxides such as CeO_{2} nanoparticles can be easily done by the analysis of the cation coordination; however, it is not the case in disordered or partially disordered mixed oxide particles obtained by simulating the annealing process. Thus, in the present work, the location of the oxygen vacancies was obtained using an in-house implementation based on graph theory, which is composed of the following steps: (i) We construct a graph that has the same adjacency matrix (an equivalent form of the first neighbourhood list) for the cations in the nanoparticle. (ii) We search for the full list of K_4 subgraphs in this graph. (iii) For each K_4, we check the existence of an oxygen atom within the volume of the tetrahedron formed by the cations correspondent to the graph vertexes. (iv) If none is found, a vacancy is reported and its position is listed as the center of the tetrahedron of cations correspondent to the K_4 subgraph.

2.3.4 Diffusion barriers via umbrella sampling. To improve our atomistic understanding of the oxygen mobility in pure CeO_{2} nanoparticles, we performed potential of mean force calculations through the umbrella sampling (US) method.53,54 US makes possible the analysis of high energy configurations where the ergodicity of the system is not accessible in a feasible computational time. Initially, we split the trajectory of the oxygen atom into 6 parts, where the first part is the starting position and the last is the final position. Each one of these positions is subjected to the US molecular dynamics independently, where an initial energy minimization stage was performed using the steepest descent algorithm.

After the minimization step, we performed a short NVT equilibration simulation over 10 ps at 2000 K. This temperature is justified, as it is still far from the melting point of the material55 and it is enough to enable oxygen diffusion. All the US simulations were performed over 15 ns using the GROMACS package,56 version 2018.3, and its in-built tools for data analysis.57 Because of the large number of possible atomic arrangements in the CeO_{2}-based mixtures,58 we carried out US simulations focusing only on the pure CeO_{2} nanoparticles, which was combined with the oxygen vacancy analysis to improve our atomistic understanding of the oxygen mobility.

2.3.5 Electrostatic potential mapping. To obtain insights into the charge distribution on the nanoparticle surfaces and its dependence on the composition, we computed the electrostatic potential using the smooth particle-mesh Ewald method (PME),59 in which the point charges are approximated by Gaussian functions, as implemented in the visual molecular dynamics (VMD) software.60 This approach evaluates the long-range electrostatic interactions to obtain the map of electrostatic potential (MEP) by solving numerically the Poisson equation on a numerical grid. For the PME analysis in VMD, the point charge and the van der Waals radius are given for each atom type, where the atoms are treated as a small sphere with the respective charge distributed on the surface. For this analysis, we considered the covalent radius, namely, 2.04 (Ce^{3+}), 2.04 (Ce^{4+}), 1.69 (La^{3+}), 1.96 (Gd^{3+}), 1.75 (Zr^{4+}) and 1.52 Å (O^{2-}).

3 Results and discussion

Based on the structures obtained by MD calculations, we characterized the nanoparticle morphology, phase transition, stability, radial distribution functions, oxygen vacancy distribution, oxygen mobility, electrostatic potential, etc. For simplicity, our analysis and discussion here will be based only on the largest particles (i.e., the ones with 864 cations). Similar results were found for the smaller particles and are fully reported within the ESI.†

3.1 Nanoparticle morphologies

In the present MD simulations, the liquid to solid phase transition occurs at the temperature at which the shape of the nanoparticle consolidates itself, i.e., there are no significant structural changes for smaller temperatures, except for local atomic rearrangements. Fig. 1a shows the structures of the pure oxides for all systems at 3 selected temperatures, in which the structures obtained below the phase transition are visually similar for all the pure oxides. Thus, for simplicity, we will focus our discussion only on the obtained 0 K final structures.

The pure CeO_{2} nanoparticle shows a truncated octahedron-like structure, which is expected from previous experimental61,62 and theoretical studies,13,35 showing that the combination of the procedure and force-field parameters is working well and presenting proper results. The octahedron-like structure is characterized by the presence of the close-packed (111) surface, which covers most of the nanoparticle facets, which are interconnected by small (100) facets. Those trends can be explained by the highest stability of the oxygen terminated close-packed (111) surface (lowest surface energy) compared with the less stable and open (110) and (110) surfaces. For example, the DFT-PBE surface energies are 0.45 J m⁻² for (111), 1.28 J m⁻² for (100), and 0.86 J m⁻² for (110).5,3

The pure ZrO_{2} and Gd_{2}O_{3} systems also presented the truncated octahedron-like shape with dominance of the (111)
surface. In this case, comparatively larger (100) and smaller (111) facets are observed, which is indicative of a different (111)/(100) surface energy ratio compared to the CeO$_2$ system.64 The edges in the polyhedron created by the ZrO$_2$ nanoparticles are also more irregular, with substantial oxygen rearrangements. In particular, Gd$_2$O$_3$ is found in a configuration that has a crystal grain boundary, which originated from a phase transition as a consequence of a double nucleation in the critical temperature. As a consequence, the Gd$_2$O$_3$ nanoparticles do not show a perfect octahedron shape, but the combination of two pieces of different truncated octahedra, Fig. 1a. Ce$_2$O$_3$ and La$_2$O$_3$ present an irregular scheme of faces in the surface, with a more complex final geometry with no clear face definition. Thus, this evidence indicates that these two systems are in different crystal structures than the cubic fluorite structure reported for CeO$_2$. Furthermore, those structures have weaker non-local ordering, which will be proved by X-ray analysis in the section below.

All nanoalloys ended the annealing process with a nanoparticle shape similar to the pure CeO$_2$, i.e., in a truncated octahedron-like structure, Fig. 1b. Our results show that the behavior of the mixed systems in the case of ZrO$_2$ and Gd$_2$O$_3$ alloys with CeO$_2$ can be explained by the combination of the pure system behavior. A decrease in the concentration of cerium species results in an increase in the surface area of (100) faces and a decrease in the (111) ones (even with this decrease, the (111) faces are the largest ones in all cases). Ce$_2$O$_3$ and La$_2$O$_3$ alloys have the same geometry and face structure as the pure CeO$_2$, which implies that the more amorphous systems just follow the crystal structure and arrangement imposed by CeO$_2$. In particular, (CeO$_2$)$_{0.25}$(La$_2$O$_3$)$_{0.75}$ also presents a grain boundary like the one observed in pure Gd$_2$O$_3$. Grain boundary formation was observed in two simulations with different materials; however, we cannot conclude that this phenomenon is related to the atomic species itself. In our observation, it is associated with multiple nucleation sites along the phase transition, which is more likely in larger particles. In agreement, this behavior was not observed for any of the 500 cation particles.

3.2 Atomic local ordering and arrangement

From Fig. 2, we can conclude that the CeO$_2$, Gd$_2$O$_3$ and ZrO$_2$ particles have truncated octahedra-like structures and display almost the same crystalline XRD signature. In the case of the CeO$_2$ and ZrO$_2$ systems, XRD confirms the fluorite cubic structure with space group Fm$ar{3}$m, associated with the well ordered bulk in the nanoparticle core, and different lattice parameters. The small peaks near 20$^\circ$ and 45$^\circ$ also show that the Gd$_2$O$_3$ nanoparticle is, in fact, a more intricate cubic structure with space group Ia$ar{3}$, as expected for this material.65

Pure Ce$_2$O$_3$ and La$_2$O$_3$ have a common behavior that is not the traditional one shown by any other sample, including the mixtures. Their XRD patterns, Fig. 2, display broader peaks and no strong signal for larger angles. This by itself is a signal that the particle does not show long range order. Fig. 3(a) shows the partial Ce$^{3+}$–O$^{2-}$ $g(r)$ for our obtained Ce$_2$O$_3$ nanoparticle, comparing it to the same three crystals. In this case, the structure does not show exactly any of the patterns, but it has a strong resemblance with the cubic phase, e.g., the same Ia$ar{3}$ of the Gd$_2$O$_3$ nanoparticle. But, in any of the cases, it is
impossible to attribute a specific crystal structure to those two particles.

A direct inspection of those two systems reveals an intricate structure with many local crystallographic domains. In Fig. 3(b), we used the OVITO analysis tool to exclude all oxygen atoms of the structure and analyse only the cation sublattice. The atoms with low strain, except for the surface atoms, were classified as FCC (green atoms) or HCP (red atoms) sub-lattices, which correspond directly to the cubic Ia\bar{3} and trigonal \textit{P}3\textit{m}1 phases of Ce\textsubscript{2}O\textsubscript{3}, respectively. Additionally, this analysis shows that 88.4\% of the cerium atoms and 77.3\% of the lanthanum atoms are in the surface or in non-crystalline sites. As seen in Fig. 1, the surface shows local order and it is responsible for 36.23\% of cerium and 34.95\% of lanthanum in those systems (computed using the cation FCC sub-lattice coordination number, considering as part of the surface the atoms with coordination smaller or equal to 10). That points us to the conclusion that the grain boundaries and amorphous internal regions are responsible for the larger part of the cations in the structure. In conclusion to that, the pure Ce\textsubscript{2}O\textsubscript{3} and La\textsubscript{2}O\textsubscript{3} nanoparticles obtained in this work have a complex topology, with grains of cubic and trigonal structures and amorphous grain boundaries.

For the mixed systems, we see the same behavior as for the pure CeO\textsubscript{2} system. Even with only 25\% of the cations as Ce\textsuperscript{4+}, the nanoparticle displays the truncated octahedron shape, Fig. 1. Also, both \textit{g}(r) and the XRD (Fig. 2) of those systems indicate that even locally the system behaves as CeO\textsubscript{2}, regarding the local and global ordering. The major changes are the lattice parameters, which adjust to better suit the mixed species, and the loss of precision in the partial \textit{g}(r) for the O\textsuperscript{2−}–O\textsuperscript{2−} interaction, which indicates a less ordered oxygen sub-lattice.

### 3.3 Phase transition

The annealing process simulated here covers a wide range of temperatures, starting from 8500 K and going up to 0 K. As discussed before, those systems start in completely amorphous configurations, which led to different crystal arrangements by the simulations. In order to do so, we found that the system undergoes a phase transition that can be associated with the liquid/amorphous to solid/crystal transition, Fig. 1. In this section, we discuss the process of the phase transition of the nanoparticles.

Fig. 4 presents the overall phase transition observed in all samples, which is illustrated by the pure CeO\textsubscript{2} nanoparticles. The phase transition starts by a nucleation process that takes place in the atomic positions near to the surface of the nanoparticle. Those atoms are in a region that provides more disorder, since the surface yields additional freedom and mobility to the atoms. This mobility, as the temperature decreases, helps the atoms to find the optimal positions, e.g., the lowest energy coordinates, in relation to the others and it starts the nucleation. Once the initial crystal seed is formed, the structure is completely converted to its final crystalline form in less than 100 ps. In the already discussed cases in which the final crystal has interfaces or grain boundaries, the geometry is defined at this time, and the grain boundaries consolidate in the same time window.

The phase transition temperature observed here is not enough to estimate a specific value for the systems, since there is only one experiment and the compositions of the crystal in the nucleation seed can influence its value. Hence, we studied the phase transition temperature in two ways, both exploring the fluctuation of extensive variables. As both ways describe the same phenomena, we present here the energy evolution over
3.4 Relative stability via excess energy

To address the relative stability of those systems, we calculated the excess energy for the mixed systems, $E_{\text{exc}}^{A+B}$, which is defined as follows,

$$E_{\text{exc}}^{A+B} = E_{\text{pot}}^{A+B} - \frac{C^A E_{\text{pot}}^A + C^B E_{\text{pot}}^B}{C^A + C^B},$$

(2)

where $E_{\text{pot}}^{A+B}$ is the calculated total potential energy for the mixed system $A + B$, while the $E_{\text{pot}}^A$ and $E_{\text{pot}}^B$ terms are the total potential energies obtained for the same size systems containing only the species A and B, respectively. $C^A$ and $C^B$ are the relative concentrations of species A and B in the mixed system $A + B$. Thus, for pure system A (or B), we obtained $E_{\text{exc}} = 0$. As a single geometry was obtained here for each system, the values presented in Fig. 6 are an approximation of the real behavior, which can show smaller excess energies if more stable structures were found.

The apparent anomaly observed in the phase transition of the CeO$_2$–ZrO$_2$ mixtures is here explained by the lower excess energy at the 50% composition, when compared with the 25% and 75% mixtures. This behaviour seems to be a characteristic of the scale, since previous DFT studies have shown that CeO$_2$–ZrO$_2$ mixtures are stable on smaller scales and have a non trivial dependency between concentration and excess energy.$^{25}$

In the negative excess energy cases, the minimal excess energy observed for each composition is $-75.9$ eV in (CeO$_2$)$_{0.25}$ (Ce$_2$O$_3$)$_{0.75}$/2, $-10.4$ eV in (CeO$_2$)$_{0.5}$(Gd$_2$O$_3$)$_{0.5}$/2, and $-78.8$ eV in (CeO$_2$)$_{0.5}$(La$_2$O$_3$)$_{0.5}$/2. So, the observed stability of these solid mixtures follows the order La$^{3+}$, Ce$^{3+}$, Gd$^{3+}$, and Zr$^{4+}$. In this same order, the Buckingham potential loses strength (i.e., $A$ and $C$ decrease) and the Coulomb interaction contribution to the total energy of the system increases. Thus, in our results, the relative strength of the Coulomb term in the atomic interactions has a negative correlation with the solution stability.

3.5 Oxygen vacancy distribution

So far, we have analyzed these oxide structures from the point of view of the morphology and the involved chemical species. However, if we are interested in applying this material in

---

**Fig. 4** Cations of the pure CeO$_2$ nanoparticle, colored by the neighborhood crystalline structure. Green atoms are located in the face-centered cubic sub-lattice sites, which are expected in the bulk fluorite CeO$_2$ crystal, while white ones are in an amorphous or incomplete neighbourhood.

**Fig. 5** Potential energy of the nanoparticle (relative to the 0 K configuration) as a function of instantaneous temperature for the CeO$_2$–Ce$_2$O$_3$ 864 cation nanoparticles. Analogous plots for all systems are provided as ESI.$^\dagger$

**Fig. 6** Excess energy ($E_{\text{exc}}$) calculated from the structures at zero temperature.
catalysis, we also have to focus on its ability to accept oxygen atoms in its structure. To analyze this, we studied the vacancies from both the point of view of their positions and the temporal evolution of their population in the nanoparticles. First, we found a very small number of oxygen vacancies in the pure CeO₂ structures (17 in the final structure at 0 K), which are related to surface edges and defects on the (100) surfaces, as shown in Fig. 8. The remaining systems show more vacancies in general, and this can be seen in Fig. 7a. The Ce₂O₃ and La₂O₃ systems are the ones that present the largest number of vacancies, followed by the cubic Gd₂O₃ and ZrO₂ systems. The mixtures display a behavior that is intermediate between the pure systems with small deviations, which indicates that the mixing of the materials induces the formation of vacancies in the nanoparticles. 

The same behavior can be seen in the evolution of the ratio between the number of vacancies and the number of oxygen sites in the structures seen in Fig. 7b. Crystallization generates a discontinuity in the occupation of vacancies for most of the sites in the structures seen in Fig. 7b. The Ce₂O₃ and La₂O₃ systems are the ones that present the largest number of vacancies, followed by the cubic Gd₂O₃ and ZrO₂ systems. The mixtures display a behavior that is intermediate between the pure systems with small deviations, which indicates that the mixing of the materials induces the formation of vacancies in the nanoparticles.

The same behavior can be seen in the evolution of the ratio between the number of vacancies and the number of oxygen sites in the structures seen in Fig. 7b. Crystallization generates a discontinuity in the occupation of vacancies for most of the systems, with the exception of ZrO₂, which is indicative of the low or no mobility of the oxygen atoms in the system. The M₂O₃ systems displayed a small discontinuity, which showcases the oxygen mobility and the local rearrangement to fill the vacancies in the phase transition. Comparing this graph and the evolution of the number of oxygen sites, we found that Ce₂O₃ and La₂O₃ do not show discontinuities in the number of oxygen sites in the phase transition, which is a sign of a smooth transition from a liquid to a more amorphous solid in those materials.

CeO₂ and Gd₂O₃ have transitions that lower the number of oxygen sites, while in the ZrO₂ nanoparticle this number increases. In both cases, there is a strong reorganization of the system that indicates crystallization. The slow increase in the vacancy site count even in the liquid phase is again a sign of low oxygen mobility in ZrO₂. The increase seen in the phase transition shows that the system undergoes strong reorganization that gives the oxygen and cations the “chance” to rearrange themselves and go to a number of sites similar to the ones obtained continuously by the other systems in the liquid phase. This strong rearrangement is in agreement with the energy fluctuation in the phase transition, e.g., Fig. 5, where ZrO₂ is the largest one after CeO₂.

### 3.6 Oxygen mobility

As described above, we analyzed the energy barriers when moving an oxygen atom to a vacancy in different regions in the pure CeO₂ nanoparticle structure as in the schematic representation of Fig. 9b. In the first case, when moving an oxygen atom located in the first layer to a vacancy located at the second layer of the nanoparticle, this motion is energetically unfavorable. Hence, the displacement of anions from the second layer of oxygen to fill vacancies on the surface of the particle is energetically favorable, which can be seen in Fig. 9a(i).

We also considered the energy barrier to move an oxygen atom located in the third oxygen layer to a vacancy site in the second layer, Fig. 9a(ii). The energy difference between the start position, i.e., the origin of the graph, and the end position at $\xi \approx 2.15 \, \text{Å}$ is close to 1.5 eV. Although it may be overestimated due to the limitations of the US technique, this value allows a qualitative interpretation that shows that the migration of the O anions from the third oxygen layer to a vacancy site of the particle is also energetically unfavorable. In this scenario, O atoms in the second oxygen layer are strongly susceptible to local rearrangement if located near an oxygen vacancy.

Finally, we considered the displacement of an oxygen atom to a vacancy site that was artificially created by removing the oxygen atom nearest to the geometric center of the nanoparticle. Even in this case, we notice an energy barrier of the order of 1.5 eV, but,
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**Fig. 7** (a) Dependency of the number of oxygen vacancies in the final structure on the relative concentration of the cations in mixed nanoparticles. (b) Evolution of the vacancy percentile in the oxygen sites of the pure structures. The total number of oxygen sites is also evolving, and is presented in Fig. S36 (ESI†).

**Fig. 8** Vacancy (represented as green spheres) distribution on CeO₂ pure systems at three different temperatures. The Ce and O atoms are represented by gray and red dots, respectively, for ease of visualization of the vacancy positions.
unlike the previous situations, there is a peak of energy during the displacement, Fig. 9a(iii). This result shows that even at the center of the nanoparticle there is a potential difference that could induce atomic rearrangements. But, the presence of a strong potential barrier that originates from the crystalline order itself lets us conclude that this displacement is improbable at low temperatures.

An additional concern when using US to determine an energy barrier is to check the integrity of the crystalline structure. In this case, we employed radial distribution functions to check for possible changes in the structure of the nanoparticle during the displacement of the moving oxygen atom in the core, as we see in Fig. 9c. Because it is a periodic structure, the \(g(r)\)s show that there is not much difference between the starting position and the ending position. In Fig. 9c, we notice for the O–Ce \(g(r)\) that the start and end positions \((\xi = 0.000 \text{ and } 0.233)\) have 3 peaks at almost equal distances. During the trajectory there is an almost perfect symmetry in the first peaks. For the O–O \(g(r)\), we notice a symmetry in the first 2 peaks, with these maxima occurring in the initial and final positions. This result shows that the integrity of the crystalline structure remains cohesive during the umbrella sampling simulations.

3.7 Electrostatic potential

We analysed the map of the electrostatic potential in the nanoparticles in relation to the M/Ce\(^{4+}\) molar ratio \((M = \text{Ce}^{3+}, \text{Gd}^{3+}, \text{La}^{3+}, \text{Zr}^{4+})\) using the electrostatic potential in the range from \(-0.52\) to \(2.08\), Fig. 10. The red regions in the nanoparticle structures represent low electrostatic potential regions, e.g., large concentrations of negative charges in the structure, while the blue-colored atoms indicate the most positive regions.

Migani and coworkers investigated the vacancy formation energy in small \((\text{CeO}_2)_n\) nanoclusters where \(n = 21, 30, 40\) and \(80\) using DFT calculations. They found that the energy formation of an O vacancy is related to the electrostatic potential of the material, and then the reactivity can be rationalized using the electrostatic potential, in particular, at the surface region.\(^{66}\) Along this line, Sayle and coworkers have employed the map of the electrostatic potential as a descriptor to identify reactivity “fingerprints” on Ce\(^{3+}/\text{Ce}^{4+}\) nanoparticles obtained by MD simulations. They found that the Ce\(^{3+}/\text{Ce}^{4+}\) ratio and morphology play crucial roles in the oxygen vacancy formation energy and consequently in the oxygen storage capability and reactivity of the material.\(^{13,67}\)

The concentration and predominance of blue or red regions on the nanoparticle surface, Fig. 10, is related not only to the point charge of each atom, \(q\), but also to the van der Waals radius, \(r\). As mentioned before, both parameters, \(q\) and \(r\), are required to calculate the reciprocal sum of the PME and the charge \(q\) is distributed on the surface of the sphere with radius...
4 Insights in the role of temperature and composition in mixed CeO$_2$-based nanoalloys

Within this section, we discuss the general remarks and the knowledge that arises from our results. First of all, the shapes of the particles are unchanged by temperature effects below the phase transition point, and only change by the effect of the particle composition. The truncated octahedron shape seen in the pure ceria is inherited by the mixtures, even with the small 25% CeO$_2$ concentration. In the particular case of the Ce$_2$O$_3$ and La$_2$O$_3$ systems, the final particles have a less regular crystal morphology that follows the more irregular (locally trigonal) crystal arrangement seen in this work.

In mixed particles, the presence of Ce$^{4+}$ and the lower melting point of CeO$_2$ lead to the nucleation and growth of a crystal that follows the cubic fluorite structure of pure ceria, with vacancies appearing both by temperature effects and the presence of 3$^+$ species. The pure systems present locally the same morphology expected from the bulk configurations, but for Ce$_2$O$_3$ and La$_2$O$_3$ the balance between bulk and surface stress favored a less globally ordered structure with irregular faceting. For pure La$_2$O$_3$, this can be associated with the weaker bond energy expected from lanthanum to oxygen due to its small electronegativity, which is the smallest among all the metals studied here (1.10 on the Pauling scale). Ce has a similar electronegativity (1.12 on the Pauling scale), which also results in the weakening of the Ce$^{3+}$–O$^{2-}$ bond in comparison to Ce$^{4+}$–O$^{2-}$.

Even without having an impact on the particle shape, the temperature effects below the phase transition have a strong connection with the oxygen mobility and distribution. From the evolution of the number of vacancies on the particles, we have shown that different oxides show different resistance for oxygen mobility, in which CeO$_2$ presents the largest mobility and ZrO$_2$ the smallest. The intermediate mobility seems to be similar in all the three 3$^+$ cations studied here, and more detailed experiments are necessary to evaluate their exact relation. When combined with the relative concentration distribution of the cations on the nanoparticle, we can conclude that the Ce$_2$O$_3$–Zr$_2$O$_3$ mixture will behave more linearly with respect to mobility, since the cations are more homogeneously distributed in the particle. The other mixtures will display a more nonlinear behavior since the surface is richer in 3$^+$ cations in relation to the bulk.

This last point connects directly with our observations on the excess energy of those systems. The high excess energy shown in the ZrO$_2$ mixtures indicates that, if the systems were annealed at a slower rate, the cations could segregate even more. In complete opposition, we observed a small segregation of the 3$^+$ cations towards the surface, even with negative excess energy. This is expected, since the 3$^+$ cations do not need the same coordination as the 4$^+$ ones to minimize the system energy. This surface preference for 3$^+$ cations can be useful since it creates the possibility of a high dopant concentration in the chemically active surface using a small M$^{3+}$/Ce$^{4+}$ molar ratio.

The Ce$^{4+}$ abundance in the bulk of CeO$_2$–M$_2$O$_3$ systems is an explanation for why those mixtures can maintain the fluorite...
ZrO$_2$ is the only solid solution found to have positive excess concentration. The other explanation is that CeO$_2$ has a higher phase transition temperature in comparison to the other oxides and can nucleate first in the simulations. The surface of the final CeO$_2$ nanoparticle has an interesting mixture of positive and negative electrostatic potential, in which the (111) surface is more positive and the (100) more negative. As the mixtures tend to maintain the geometry of the CeO$_2$ particle, we observe that the addition of 3+ cations lowers the potential on the (111) face, i.e., makes the surface in general less positive.

The addition of ZrO$_2$ up to 50% changes the surface only slightly, but higher concentrations generate a particle that has a completely positive surface. This result agrees qualitatively with the observations from Pengpanich et al., in which they observed that the addition of Zr$^{4+}$ up to 25% leads to an “optimal” methane conversion performance for the Ce$_{1-x}$Zr$_x$O$_2$ nanoparticle, while a higher concentration leads to the decay of the catalytic performance.

The positive profile of the surface in Ce$^{4+}$/Zr$^{4+}$ is strongly associated with the oxygen mobility we observed in this work using the umbrella sampling technique. We observed that to move the O$^{2-}$ anions from the first layer of the particles to the surface is more favorable than moving in the opposite direction. On the other hand, the combination of these results points to a general path of conduction that is only reliable for neutral particles. If the systems are unbalanced in charge, more complex behaviors can appear.

## 5 Conclusion

We employed classical molecular dynamics simulations and the process of amorphization and recrystallization to investigate the structural formation of mixed CeO$_2$-based nanoparticles with different concentrations of CeO$_2$, Gd$_2$O$_3$, La$_2$O$_3$, and ZrO$_2$. The studied systems covered two different nanoparticle sizes and 5 compositions for each CeO$_2$-MO$_x$ system. Our results regarding the nanoparticle morphology revealed that the process of annealing makes the CeO$_2$ morphology overcome the other oxide ones, which gives to the mixture the fluorite crystal structure in a truncated octahedron-like particle. The CeO$_2$ concentration is also detrimental to the phase transition in those systems, both in the temperature and in the fluctuation of extensive variables such as density and potential energy. For these three properties, the relation with concentration is closely approximated by a linear combination of isolated species. CeO$_2$–ZrO$_2$ is the only solid solution found to have positive excess energy and more abrupt fluctuations in the phase transition temperature as a function of the concentration, which is the opposite of the DFT results obtained for small CeO$_2$–ZrO$_2$ clusters.

Our findings showed that the nanoparticles have a good combination of positive and negative electrostatic potential regions on the surface, with a good modulation of this value with the 3+ or 4+ species. Also, oxygen mobility and vacancies were investigated, revealing the strong potential barriers that exist for oxygen transport in those solids. CeO$_2$ crystals eliminate most of the vacancies in the annealing process, but the 3+ mixtures retain the vacancies even at low temperature. The sites near the surface are the more energetic ones, but vacancies in the bulk generate stronger energy fluctuations by virtue of atomic rearrangement. These characteristics observed and explained here are signs that particles in this size range may present catalytic properties such as observed in experiments and can be used as more realistic models for computational simulation than few atoms clusters. Therefore, we expect these results to motivate future research on the direct observation of oxi-reduction reactions over those nanoparticles.
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