
Green Chemistry

PAPER

Cite this: Green Chem., 2021, 23,
3983

Received 29th September 2020,
Accepted 4th May 2021

DOI: 10.1039/d0gc03291c

rsc.li/greenchem

Understanding plasma–ethanol non-equilibrium
electrochemistry during the synthesis of metal
oxide quantum dots†

Dilli Babu Padmanaban, *a Ruairi McGlynn, a Emily Byrne, b

Tamilselvan Velusamy, a Małgorzata Swadźba-Kwaśny, b Paul Maguire a and
Davide Mariotti a

Plasma–liquid interactions are becoming increasingly interesting due to their key features such as non-

faradaic, non-equilibrium behaviour as well as electron-driven reactions, therefore with potential strong

impact for several promising applications. However, understanding reaction mechanisms initiated at the

plasma–liquid interface is complicated by short timescales and spatial non-uniformities. Here we study a

plasma–ethanol system that has general relevance to broaden our understanding of plasma interacting at

the surface of a liquid. This plasma-electrochemical approach has been successfully used to synthesize a

range of metal–oxide nanoparticles and quantum dots (QDs). While nanoparticles and QDs can be an

end to this process, they can also be viewed as ‘chemical probes’ that help understanding the underlying

and progenitor chemical reactions. We have therefore studied plasma–ethanol interactions during the

synthesis of CuO QDs. The colloid was characterised by Fourier transform infrared spectroscopy, ultra-

violet-visible spectroscopy, nuclear magnetic resonance spectroscopy and gas chromatography-mass

spectrometry. Further, measurements for pH and other trace products were also carried out. The analysis

shows the acidolysis of the ethanol electrolyte where hydrogen peroxide was found after the plasma

process. A semi-quantification of Cu ions was carried out to confirm the anodic dissolution of the Cu

metal foil. Thus, a detailed set of reactions are proposed and has been discussed in detail. Material charac-

terisation relied on transmission electron microscopy and X-ray photoelectron spectroscopy which pro-

vided important and complementary information to corroborate chemical reaction paths.

Introduction

Early work in plasma–liquid chemistry hinted at great opportu-
nities as Harada1 demonstrated the formation of amino acids,
the fundamental units of all life forms from a simple carbon
source and ammonia gas. Similarly, experiments conducted by
J. Gubkin2 more than a century ago (reduction of aqueous
silver to solid silver) are today highly relevant for materials syn-
thesis. The excitement in coupling a highly non-equilibrium
plasma environment with the liquid phase stems from the fas-
cinating prospects of initiating chemical reactions and ‘inject-
ing’ short-lived radicals through an interface,3 which can

open-up opportunities for new synthesis routes for established
chemical products as well as synthesis of materials and chemi-
cals that are not achievable by other routes.4 Plasmas have
demonstrated this capability in the gas-phase where kinetically
driven reactions have led to important technological develop-
ments of the previous century (e.g. in the microelectronic
industry). However, the requirement for low-pressure operation
with plasmas has severely limited the possibility of interfacing
these plasmas with most liquids.

Recent advancements in atmospheric pressure plasmas
have made it possible to couple plasma with a much broader
range of liquid environments therefore dramatically empower-
ing non-equilibrium chemistry initiated through plasma–
liquid interactions.5,6 Plasma-induced non-equilibrium
electrochemistry (PiNE) is therefore a fast-emerging
discipline3,7 at the interface between plasma science and wet
chemistry, which is impacting a very broad range of appli-
cations, including plasma medicine,8 water disinfection,9,10

nanomaterial synthesis,11,12 analytical chemistry,13 and
surface science.14 The term “non-equilibrium” refers here to
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electrochemical and chemical reactions taking place at the
interface between a non-equilibrium gas-phase plasma and
the liquid surface.

The plasma–liquid interface presents a dynamic environ-
ment with a wide range of physical and chemical properties
acting on diverse timescales. It is for this reason, combined
with the strong application drive and rapid technological
implementation, that fundamental understanding of the
mechanisms which underpin recent achievements and future
prospects is still lagging. Nevertheless, many phenomena
involved in PiNE could, in principle, be generalized to form a
solid theoretical framework, as exemplified by early work by
Denaro et al.,15 who attempted to generalize some of the oxi-
dizing mechanisms in ‘glow discharge electrolysis’.

In the context of material synthesis, PiNE has now shown
outstanding features in particular for nanomaterials16 whereby
generalized synthesis and surface engineering methods have
been developed for metallic, metal–oxide and semiconductor
nanoparticles.17–19 Recent rapid progress in the field has
shown the possibility of synthesizing a very broad range of
materials, which are now being further integrated in more
complex systems and application devices.20,21 Our previous
work has demonstrated the possibility of a generalized PiNE
method to synthesize metal oxide NPs that relies on a solid
metal sacrificial anode used within an ethanol solution. More
specifically, we have been able to synthesize oxides from
copper22 cobalt,23 nickel,24 molybdenum25 and zinc. Among
the two most stable oxides of copper, monoclinic cupric oxide
(CuO) is a familiar and versatile transition metal oxide that is
used for a wide range of applications such as heterogenous
catalyst,26 electrode for solar cells27,28 super capacitor29 and
others.30–33 Also, CuO can be used successfully as a heteroge-
nous catalyst or integrated into composites with other metal
oxides for CO2 reduction via photocatalysis.34,35

While we previously reported on the synthetic routes to
form some of these NPs,22,23,25 here we deepen our study to
unravel the mechanisms involved in the synthesis. We focus
on the evolution of CuO QDs and we identify reaction paths,
which can be generalized to the describe a generic PiNE pro-
cesses with metal anodes in ethanol. This study is therefore
crucial for improving and optimizing NP synthesis as well as
to contribute to a PiNE theoretical framework. In this contri-
bution we study in detail reaction chemical paths originating
at the plasma–ethanol interface during PiNE.

Synthesis of quantum confined metal oxide NPs, or
quantum dots (QDs), has proven difficult for many methods.
In the specific case of CuO, there are very few reports demon-
strating synthesis of CuO QDs36 as many synthesis approaches
lead to larger particles (i.e. not quantum confined). Generally,
CuO NPs can be synthesized with a variety of techniques.37–40

However, most of these synthesis techniques rely on long and
multi-step processes41 and in some cases on the use of expen-
sive and toxic chemical compounds such as surfactants, pre-
cursor salts, capping agents (see Table S1 in the ESI† for a full
comparison). Essential to the synthesis are metal monomer
precursors which are formed by repetitive units of molecular

structures that can be linked together to form a metal oxide
lattice during synthesis.42 Our proposed method based on
PiNE has several advantages. Firstly, a pure solid precursor is
used for copper, while most other synthesis techniques would
use copper salt and surfactants.43–45 The use of pure precur-
sors reduces the formation of by-product and therefore waste.
Oxygen needed for the formation of CuO is supplied via
ethanol and water in our PiNE process. We show how water
and ethanol molecules ‘catalytically’ activate the formation of
intermediate copper-based organometallic compounds. The
synthesis therefore results in a ‘green’ cycle which uses solid
metallic copper as precursor and forms CuO QDs with traces
of iso-propanol as by-products. The possibility of producing
CuO QDs essentially without any by-products or waste is
unique compared to most other synthesis methodologies (see
Table S1†) which require purification steps following the syn-
thesis. These results unveil important details on the chemistry
of PiNE systems that are fundamental to understand this emer-
ging new NPs synthesis approach. Furthermore, our results do
highlight opportunities for a much wider range of applications
and disciplines which can find PiNE-activated chemical reac-
tions useful to achieve reaction products otherwise not poss-
ible (e.g. pharmaceuticals, agrochemical, polymers, oleochem-
icals etc.).

Experimental section
Setup and description of plasma synthesis

A hybrid plasma–liquid electrochemical cell was operated with
a direct current (DC) power source (max. 15 mA, 10 kV,
Matsusada Precision Inc.). The cell configuration (Fig. 1) may

Fig. 1 Setup of the plasma–liquid electrochemical cell with Cu foil as
anode, inset of a microplasma on liquid.
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appear similar to a conventional electrochemical cell, however
one of the solid electrodes, the cathode, is replaced with a
plasma (the equivalent electrical circuit is also shown in
Fig. S1 in the ESI†). Herewith a copper foil (Fisher scientific,
thickness 100 μm, purity) was used as anode and immersed in
ethanol electrolyte (conductivity <1 μS, purity 99.8%, Sigma
Aldrich); the plasma cathode was generated from a hollow
nickel capillary tube (0.7 mm internal diameter and 1 mm
outer diameter). A 40 mL Pyrex glass beaker is initially filled
with 5 mL of ethanol. The copper foil is immersed into
ethanol by an area of 50 mm2 and at a distance of about
15 mm from the nickel tube capillary. The tip of the Ni tube is
placed 1 mm above the ethanol surface; the Ni capillary carries
He gas at 50 standard cubic centimetres per minute (sccm;
corresponding to a gas velocity of 2.16 m s−1). A microplasma
is ignited and sustained at the interface between the tip of the
Ni capillary and ethanol. To compare and study the mecha-
nisms involved, some of the experiments were also conducted
with a graphite electrode replacing the copper foil (set up
shown in Fig. S3†) but at the same processing conditions.

In the standard process a set voltage (3 kV) is applied for
30 min with a maximum current limit imposed. For the
majority of our experiments, this limit was 0.5 mA while on
occasion we have used a 3 mA current limit to support our ana-
lysis and discussion on the synthesis mechanisms. On appli-
cation of the voltage, the ethanol conductivity increases due to
the introduction of plasma-derived ionic species into the
liquid and the current therefore increases, reaching the set
limit after several minutes (∼10 min at 0.5 mA set current)
whereupon the applied voltage is then regulated (i.e. gradually
reduced to 1.6 kV) to maintain a constant current (the
current–voltage evolution at the different conditions is
reported in Fig. S2 and S4 in the ESI†). As ethanol is a volatile
solvent, its volume decreases due to evaporation and therefore
to keep the capillary-liquid distance approximately constant
the process (30 min in total) is halted for a few seconds every
10 min to allow for the addition of 1 mL of ethanol. The solu-
tion changes colour throughout the process and the final
yellow solution obtained with copper foil as anode is related to
the presence of CuO QDs, which is confirmed by further
characterisation. The process has shown to be highly repeata-
ble and reliable and resulting in the controlled synthesis of
the QDs. The current batch-based set-up can produce 1.38 μg
s−1. However, we have already demonstrated in the lab the
possibility of synthesizing CuO QDs in a modified continuous
flow set-up with higher throughput.

CuO QDs characterization

Structure, crystallinity, and material phase of QDs were deter-
mined using a transmission electron microscope (TEM; JOEL,
JEM-2100F) equipped with Gatan DualVision 600 Charge-
Coupled Device (CCD) operated at an accelerating voltage of
200 kV. A 20 μL volume of CuO QD colloid was drop cast onto
a gold coated carbon grid (400 mesh, #S187-4, Agar Scientific)
with an ultra-thin carbon film (3 nm thick) and allowed to
evaporate under ambient conditions and dried overnight. The

lattice spacing of the crystal planes were estimated using
ImageJ software.

X-ray photoelectron spectroscopy was carried out on
samples obtained at different plasma processing time intervals
and currents to identify changes in the materials composition.
Measurements were performed using a Kratos Axis Ultra DLD
photoelectron spectrometer working at ∼10−9 mbar base
pressure with monochromatic X-ray radiation Al Kα generated
at 15 kV and 10 mA. The Cu 2p spectra were acquired with ana-
lyser pass energy of 20 eV, 0.05 eV steps, 142 ms dwell time.
Samples were prepared by immersing the conductive graphite
substrates (∼98% purity) into the synthesized solutions and
drying them slowly at room temperature (∼21 °C) overnight.
The position of the peaks were in general identified using
NIST web database46 and local database from CASA XPS soft-
ware wherein the spectral fitting was also performed.

Optical transmittance of CuO QD colloids were studied by
ultraviolet–visible (UV–Vis) spectroscopy with a PerkinElmer-
Lambda 650S UV–Vis spectrometer fitted with a 150 mm inte-
grating sphere. The absorbance of as prepared CuO colloids
was measured in a quartz cuvette with a 1 cm path length.

Plasma processed liquid characterization

The Cu ion concentration in plasma processed ethanol was
semi-quantitatively estimated using “Quantofix™” test strips.
The sampling area of the test strip were immersed into the
processed ethanol, removed and dried for 1–2 min. The result-
ing change of colour provides a quantitative indication of the
Cu+/Cu2+ ion concentration in the solution using the standard
concentration colour chart provided with the strips.

Fourier transform infrared (FTIR) spectroscopy measure-
ments of the processed colloids were carried out using
Thermofisher Nicolet iS5 in order to identify species present in
the liquid phase. The spectra were recorded from a liquid cell
made up of BaF2 window spaced by a PTFE film (thickness
50 μm) combined to form a small compartment. Approximately
20 μL of plasma-processed liquid were injected into the com-
partment ensuring that no air bubbles were formed. The liquid
cell was then analysed in the transmittance mode and all the
measurements were carried in nitrogen atmosphere to suppress
interference of atmospheric water and carbon-di-oxide
vibrational peaks in the spectra. All FTIR measurements were
carried out within 5 minutes after the plasma process.

The pH of plasma processed liquids was tested using a
handheld pH probe meter (Extech EC500, 0.01% pH resolu-
tion, range up to 14 pH). Before each measurement, the pH
meter is calibrated with standard pH solution of 4 pH, 7 pH
and 11 pH. The measurements are performed by placing the
pH bulb into the plasma processed liquid.

The plasma-processed samples were studied with proton
(1H) and carbon (13C) nuclear magnetic resonance (NMR) spec-
troscopy, as neat liquids with deuteriated dimethyl sulfoxide
(DMSO-d6) as an external lock. Bruker Avance DPX 600 MHz
spectrometer was used in all measurements; 64 scans were
recorded for 1H NMR spectra and 2048 scans for 13C NMR
spectra.
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Gas chromatography-mass spectrometry (GC-MS) studies
were carried out on neat plasma-processed samples using
Agilent Technologies 7890B GC system equipped with an
Agilent Technologies 5977A MSD with Agilent Technologies
HP-5MS UI 0.25 micron 30 m × 0.250 mm column attached. A
quality chromatogram was produced by the samples diluted
with toluene at a dilution factor of 10 to allow for well-resolved
peaks for chemical compounds.

Colorimetric determination of hydrogen peroxide (H2O2)
was carried on plasma processed ethanol. This is performed
by mixing titanium oxy-sulphate scavenger (27–31% H2SO4

containing ∼5% Ti basis, Sigma Aldrich) with plasma pro-
cessed ethanol in the ratio of 1 : 2. Optical absorbance on the
resultant solution was measured using UV–Vis spectroscopy in
the range from 375 nm to 550 nm. Prior to the actual sample
measurement, a standard calibration curve was produced with
different known amount of hydrogen peroxide in ethanol. The
concentration of H2O2 in the different plasma processed solu-
tion is calculated from the calibration curve and observed
intensity of absorbance at 407 nm from the samples.

Plasma optical emission spectroscopy (OES) was carried out
using an Ocean Optics USB 4000 spectrometer (200–1100 nm
range) with 3648-element CCD array detector. For enhanced
light collection from the microplasma, a collimator capped
fibre optic tip is placed at distance ∼7 mm from the plasma
and angle 45° to the plane of liquid surface. All the spectra
were recorded with integration time of 100 ms, averaged over
10 scans and corrected for electrical dark.

Results and discussion
Characterization after CuO QDs synthesis

Fig. 2a and b show transmission electron micrographs reveal-
ing well-dispersed and crystalline CuO QDs (synthesized at
0.5 mA). These are optimized synthesis conditions that lead to
pure CuO QDs with negligible amounts of by-products. For
instance, synthesis at 3 mA shows the presence of the Cu2O
phase and of amorphous clumps believed to be synthesis by-
products (see ESI, e.g. Fig. S7a and b†). The size distribution
for >130 particles is found to be relatively narrow (lower inset
of Fig. 2a) and the lognormal curve fitting gives a particle
mean diameter of 3.27 nm for 0.5 mA processing current. The
selected area electron diffraction (SAED) patterns (upper inset
of Fig. 2a) show circular bright and dark fringes indicating the
diffraction from CuO crystal planes; samples prepared at
0.5 mA show dots arranged in circles ascribed to crystal planes
(1 1 1), (−1 1 2), (0 2 2) and (0 2 3). The high-resolution image
(Fig. 2b) show diffraction fringes which also support d-spacing
values of 0.195 nm, 0.225 nm, 0.247 nm, 0.230 nm, 0.270 nm
related to crystal planes of (−1 1 2), (1 1 1), (0 0 2), (2 0 0) and
(1 1 0) of CuO crystal structure respectively.

XPS analysis confirms the CuO QDs chemical composition
(Fig. 2c). The survey scan confirms the presence of Cu and O
from the CuO QDs and some surface carbon environmental
contamination. The core Cu 2p were deconvoluted mainly into

peaks 1, 2 and 3 (Fig. 2c) corresponding to CuO (933.6 eV), Cu
complexes such as Cu(OH)2 or Cu(OCH2CH3)2 (935.1 eV) and
Cu2+ octahedrally coordinated by oxygen species (937 eV),47,48

respectively. Above 940 eV, the two Cu2+ satellites (942.5 eV and
962.5 eV) are also present. The strong CuO peak with the corres-
ponding satellites is strong evidence of the CuO phase where
various Cu complexes can be associated with surface terminations
as well as minor residual intermediate products (see discussion
further below). We should note that Cu2O does not produce satel-
lite peaks but a peak at 931.4 eV,49 which we were unable to fit
and this therefore confirms the purity of the CuO QDs.

Fig. 2 Structure and chemical composition of CuO QDs synthesized at
0.5 mA: (a) transmission electron micrographs with SAED and particle
size distribution (insets), (b) high resolution image (c) XPS survey scan
spectra and (d) XPS high resolution Cu 2p core level.
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In addition to the QDs, we have also characterized the solu-
tion after 30 min processing. We have first verified the supply
of Cu precursor from the copper foil anode. The Cu ion con-
centration after the 30 min process was evaluated with Cu ion
test strip, which indicate a value above 30 mg L−1. These
measurements confirm anodic ion dissolution from the Cu
foil and a more in-depth and time-dependent analysis is pro-
vided below. The concentrations of hydrogen peroxide and
water were also measured, and these were estimated to be in
the range of 0.5–1.0 mM and 12 mM respectively, after 30 min
processing.

Fig. 3 shows the FTIR transmittance observed from
4000 cm−1 to 750 cm−1 for the ethanol solution after CuO QDs
synthesis at 0.5 mA (see ESI Fig. S8,† 3 mA) and compared
with untreated ethanol. These measurements were initially
carried out by placing the samples on the diamond window in
the attenuated total reflectance (ATR) module which records
the spectrum from 550 cm−1 to 4000 cm−1. Spectra were
recorded averaging 30 scans after background removal. The
broad absorption peak at 3100–3600 cm−1 corresponds to O–H
stretching vibrations modes. The peaks at 2973 cm−1 and
2888 cm−1 are due to the C–H stretching vibrations. Peaks at
1089 cm−1 and 1335 cm−1 are from C–C stretching and CH3

bending respectively and these bands were commonly
observed in all the samples with no visible differences.50 This
is consistent with ethanol constituting the majority of the
liquid samples after the plasma treatment, i.e. no detectable
by-products with this analytical method.

A more detailed analysis of the solution can be conducted
with NMR and GC-MS. Fig. 4a shows the 1H NMR spectra of
plasma-processed samples at 0.5 mA. In order to understand
better the mechanisms taking place at the plasma–ethanol
interface, we have carried out additional experiments where we
have replaced the Cu foil electrode with a graphite electrode;
this arrangement, while preserving the same conditions at the
plasma–liquid interface, prevents the supply of Cu precursor
and the formation of CuO QDs. Pure and untreated ethanol is
also shown for comparison. All samples (i.e. ethanol reference
and samples after processing with Cu electrode and with
graphite electrode) show three significant peaks around
1.18 ppm (triplet), 3.61 ppm (quartet) and 5.20–5.35 ppm
(singlet) which are identified to three different proton environ-
ments that match to CH3, CH2 and OH in ethanol molecule,
respectively.51 The small symmetrical satellite peaks either

side of the 1.18 ppm and 3.61 ppm peaks are due to 13C nuclei
coupling. Ethanol processed from graphite anode displays a
peak at ∼3.93 ppm, that could be attributed to secondary
carbon (CH) group of isopropanol (IPA) molecule. We should
note that this peak had higher relative integration area for the
higher current (3 mA, Fig. S9 in ESI†) and when the graphite
electrode is used. The signal above 5 ppm has changed from
that of neat ethanol in both plasma-treated cases: it became
broader after plasma processing with the graphite anode (this
suggests dynamic exchange between several environments)
and shifted after plasma processing with the Cu anode. As two
other compounds with labile protons generated are present
after plasma processing, i.e. isopropanol and water, this
means that water, ethanol and isopropanol will exchange their
OH protons in a dynamic fashion contributing to broadening
and/or shifting in the 1H NMR signal from the OH group.
Finally, a minor peak around 2.5 ppm comes from dimethyl
sulphoxide (DMSO), which was used as the external lock.52,53

Fig. 4b shows the 13C NMR spectra of plasma processed
liquid samples with Cu and graphite anodes. The very small
peaks are due to noise level intrinsically present in the spectra.
The spectra mainly have two large peaks due to ethanol at
16.8 ppm and 56.3 ppm, which can be linked to terminal CH3

and –CH2– groups respectively. The multiple corresponding to
the deuterated DMSO is at 40 ppm. The sample with the graph-
ite anode shows two peaks at 23.8 ppm and 62.7 ppm associ-
ated to methyl (CH3) and secondary (–CH–) carbon in isopropyl
alcohol (IPA), respectively.50,52,53 Thus, 13C NMR confirms that
for the most part the solution consists of ethanol with some
minor impurities, potentially IPA that is mainly formed with
the graphite electrode, i.e. without the supply of Cu ions.

Fig. 5 shows the gas-chromatography-mass spectroscopy
(GC-MS) chromatograms of samples processed with the Cu
and graphite anodes for 0.5 mA (see Fig. S10 in ESI† for 3 mA).
All the plasma processed samples show peaks of elution time
related to ethanol at around 1.64 min with some minor peaks
at 1.47 min, 1.52 min, 1.85 related to N2, H2O and dichloro-
methane respectively.

However, the sample with the graphite electrode also shows
a peak following ethanol at higher elution time around
1.73 min corresponding to isopropyl alcohol. The ratios of
integration area under the peaks are related to the ratio of the
compounds present in the samples; while IPA was not present
when the Cu foil was used, the process with the graphite

Fig. 3 Infrared transmittance of plasma processed ethanol at 0.5 mA, Cu anode in comparison with untreated ethanol.
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anode produced 38 : 1 ethanol : IPA concentration (see also
Table S2 in ESI†). We should note that at higher current
(3 mA), the results are fully consistent with the results pro-
duced at 0.5 mA; however, the higher current does produce a
higher concentration (8 : 1) of the IPA also noticeable when the
Cu foil is used (7 : 1), see ESI.†

The results presented so far indicate that pure CuO QDs are
the main final products of the 30 min process. The solution,
after synthesis, mainly consists of ethanol with possible traces
of IPA by-product. Cu ions, water and hydrogen peroxide are
also formed and used as it will be discussed further below.

Time evolution of the synthesis process

In order to understand better the synthesis mechanisms, the
time evolution of the process was analysed with measurements

carried out at various stages of the process within the 30 min.
XPS analysis was carried out on the CuO QDs synthesized at
different times (see ESI and Fig. S11† for full XPS details) and
deconvoluted as previously described (Fig. 2d). The time evol-
ution of relevant chemical species is shown in Fig. 6a. The
peak intensity associated with CuO increases quickly at the
expenses of other Cu complexes that are decreasing, i.e. Cu
(OH)2 or Cu(OCH2CH3)2. This suggests an initial transient
stage (<10 min) where the concentration of CuO QDs is still
very small and where the supply of other chemical species is
higher. In a second stage, where the various supply/consump-
tion channels reach equilibrium, CuO QDs are fully developed
and produced continuously; the trends resemble the electrical
characteristics of the process. When the process is carried out
at 3 mA (ESI, Fig. S12†), the supply of chemical species is

Fig. 4 NMR studies of plasma processed ethanol at 0.5 mA current treated for 30 minutes: (a) 1H NMR and (b) 13C NMR spectra. Each figure reports
the spectra for pure ethanol, plasma treatment with copper foil and graphite anodes.
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faster than the formation of CuO QDs and by-products are
present in higher concentrations without reaching an equili-
brium stage; in this case Cu2O phase is also produced.

Fig. 6b show the evolution of Cu ions over different process
interval at 0.5 mA for longer durations. The process of anodic
dissolution is based on an electrochemical oxidation reaction
that takes place on the surface of the Cu anode, which results
in Cu ions released in solution and electrons flowing in the
circuit aided by an external power supply.54 This is represented
by eqn (1) and (2) below.

Cumetal ! Cuþ þ e� ð1Þ

Cuþ ! Cu2þ þ e� ð2Þ

However, dissolution of Cu ions is generally accompanied
with formation of Cu complex with solvent molecules which is
reported by Abbott et al. with metal ion.55 We also observed
that the Cu ion concentration increases over longer plasma
process time as measured for two different plasma current as
shown in the ESI (Fig. S13c†). Further, the formation of Cu

complex and their evolution to CuO in ethanol will be dis-
cussed in detail in the reaction mechanism section.

Fig. 6c shows the absorbance and estimated bandgap
values for different process intervals; the bandgap values were
estimated assuming an indirect bandgap. Similar absorbance
and Tauc’s plots of the colloids at 3 mA are included in the
ESI (Fig. S14†) for completeness. As the process time increases,
the absorbance curve also increases (Fig. 6c); however, in the
Tauc plot, the intercept for different interval remains constant
at ∼2 eV (inset of Fig. 6c, see ESI Fig. S14 and S16†), which
suggests that longer synthesis time contributes to the
increased number of QDs without affecting other features
such as size or composition.

Hydrogen peroxide (H2O2) is known to be generated in a
range of PiNE processes. The exact location and timing of dis-
sociation, species diffusion from plasma to liquid and for-
mation of hydrogen peroxide is however still under debate and
in some cases could depend from the specific process/plasma
set-up being used (see also section 9 in ESI†). Fig. 6d shows
the H2O2 concentrations in ethanol after the synthesis of the
CuO QDs (see ESI† for details on the experimental procedure
to measure H2O2). These results confirm that H2O2 is pro-
duced in our process and its concentration increases slowly
throughout. Subsequently, in order to determine if H2O2 par-
ticipates in the reactions leading to CuO QDs synthesis, we
have replaced the Cu foil electrode with a graphite electrode;
this arrangement while preserving the same conditions at the
plasma–liquid, prevents the supply of Cu precursor and the
formation of CuO QDs. The concentration of H2O2 with the
graphite electrode (Fig. 6d) increases linearly with time, while
with the Cu foil, an initial linear increase reaches saturation
after ∼20 min. This suggests that when the CuO QDs are pro-
duced, H2O2 is consumed and therefore participate at some
level in the reactions leading to the synthesis of the QDs. At
high current (3 mA, see ESI Fig. S20†), the H2O2 concentration
increases even further with the graphite electrode while its
consumption in the reactions involving Cu-complexes is even
more obvious.

The pH is also a key parameter that can dramatically
change the reaction paths. Fig. 6e shows the variation of pH
after ethanol exposure to the plasma where also in this case we
have evaluated the process with Cu foil and graphite electro-
des. In both cases the pH decreases at a fast rate in the first
5 min and then more slowly for the remaining of the 30 min
process. The plasma interacting with ethanol in ambient air
and with a Cu foil anode induces changes in the pH from
7.3 pH to about 5.2 pH. In comparison, when the process was
carried out with a graphite rod anode, the pH was reduced to
4.8 pH. A higher current (3 mA), the process shows similar
trends, although a more dramatic pH reduction is observed
when the graphite electrode is used (<3 pH) (see ESI,
Fig. S21†); pH and H2O2 measurements suggest that the
process at 3 mA with the graphite electrode reaches stages
where the reaction chemistry evolves even further. Several
studies have been carried out on acidolysis of the electrolyte
during a plasma process, however these are often related to

Fig. 5 Chromatogram of plasma processed ethanol at 0.5 mA, (a) Cu
foil, and (b) graphite as anodes.
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water in air plasmas.9,56–58 Oehmigen et al. reported that
aqueous medium pH changes can be from nitric acid/nitrous
acids formed through the plasma process.9 Other reports have
linked increased acidity to the presence of O2

− superoxide
anion formed from the plasma process (e− + O2 → O2

−).59

Further reports have attributed the acidity of water to H3O
+

species resulted from electron and He ion impact reaction
with water molecule.60,61 The presence of H+ radical which can
also influence the pH in ethanol is attributed also to ion
induced dissociation of water molecule.9

To resolve any smaller changes in the ethanol solution after
the plasma process, FTIR measurements were carried out
using a liquid cell placed in the transmittance module (ESI,

section 11†). In these results, we observed a well-defined weak
band at around 1658 cm−1 which changes with plasma proces-
sing time (ESI, Fig. S23 and S24†). The peak at 1658 cm−1

corresponds to H–O–H bending modes of a free H2O mole-
cule,62 which suggests an increasing water content during
plasma processing. Based on a calibration curve of known
amount of water in ethanol (shown in Fig. S22 in ESI†), the
concentration of water content after the plasma process for
two different anodes and durations were estimated as shown
in Fig. 7. The comparison between the results produced with
the graphite anode and the Cu anode indicate that when the
Cu foil is used, a slightly lower concentration of water is
obtained. Water is likely to originate from water vapour dis-

Fig. 6 Time dependant analysis from plasma processed liquids with Cu foil anode in comparison with graphite anode at 0.5 mA. (a) Quantification
of Cu2+ mainly as oxide and its monomer form at 0.5 mA current where error bars are estimated from 3 sample spots. (b) Estimated Cu2+/+ ion con-
centration. (c) Absorption spectra with Cu anode with inset show the calculated bandgap. (d) Hydrogen peroxide and (e) variation of pH with (errors
bars related to three different measurements) for various plasma process intervals determined in the solution.
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solution in ethanol when exposed to air.63 Again our results at
higher current (see ESI, Fig. S25†) further confirm previous
results that processing at 3 mA lead to a chemical environ-
ments that drastically differ and as previously noted do not
lead to the same purity for CuO QDs.

Description and analysis of the reaction mechanism

Plasma interactions with ethanol in air induce different types
of chemical reactions through the interface producing several
species. Studies on plasma interactions with water have found
that ions and radicals such as H3O

+, O2
−, OH*, NO2

−, NO3
−

etc. have been created or supplied to the liquid phase.64 In our
configuration, electrons are also expected to arrive at the
liquid surface and become solvated, thereafter playing a sig-
nificant role in a range of reactions. Counter ions present in
the liquid are expected to move towards the region of their
respective electrode. Almubarak et al.65 reported that with glow
discharges in aqueous ethanol, products such as acetaldehyde,
hydrogen peroxide, butan-2,3-diol, and acetic acid were
formed at varying concentrations depending on a range of
parameters such as oxygen gas flow, discharge current and
voltage used. Du et al. reported that with tornado-type electri-
cal discharge,66 arc discharge plasma reactor,67 plasma-catalyst
hybrid systems,68 hydrogen gas and carbon monoxide are the
major products in addition to other minor components such
as aldehyde, acetic acid, methane, etc. However, the plasma
configuration and conditions can drastically impact the reac-
tion chemistry and importantly the kinetics of reaction paths
so that different products can easily result from different
plasma set-ups.

Based on our results we can draw conclusions on the
species present in the samples after the plasma treatment at
different conditions and on the likely species that may be
formed during the process. Overall, we could not find acet-
aldehyde or acetic acid in significant quantities as was

observed in the glow discharge electrolysis process.65 Instead
NMR and FTIR spectroscopies, as well as GC-MS measure-
ments, reveal the main species to be ethanol and of course
CuO QDs as demonstrated through our TEM and XPS
materials characterization. The process does produce hydrogen
peroxide and water (Fig. 6d and 7); however, their production
and consumption reach a steady-state with a relatively low con-
centration throughout the process. Acidolysis of ethanol was
also observed over the process time. As per our results and
analysis below, no other species formed at or introduced
through the interface contribute to the formation of CuO QDs.

These results can now be used to draw a picture of the poss-
ible formation mechanisms leading to CuO QDs (Fig. 8),
which mainly relates to the reactions cycle once steady state is
reached, i.e. after the initial transient stage (>10 min). For the
most part, the initial solution remains unchanged where
ethanol essentially acts as a “catalyst” and the process can be
described as a “green” reaction cycle with water molecule and
other by-products such as H2O2 acting in support of the syn-
thesis. We should note that spatial variation in the liquid
volume exists and in general we expect the concentration of
plasma-induced radicals/ions to peak at the plasma–ethanol
interface and to decrease with distance into the bulk liquid. As
a first-order approximation we can consider a small liquid
volume (‘reaction volume’) underneath the plasma–ethanol
interface, where CuO QDs nucleation and growth is believed to
take place. CuO QDs, after synthesis, are then expected to
move out the reaction volume and into the bulk of the liquid,
which in turn also supplies and exchanges various chemical
species. A diagram depicting the overall process is provided in
Fig. 8 (step-1 to step-4).

Step-1a – At the plasma–ethanol interface, gas phase elec-
trons interact with and dissociate ethanol molecule either at
the interface or as solvated electrons. This dissociation forms
ethoxy ions (CH3CH2O

−) and hydrogen radicals (step-1a of
Fig. 8) and occurs either via dissociative electron attachment
of vaporized ethanol molecules or through the reaction of sol-
vated electrons with ethanol in the liquid phase. The hydrogen
radicals then recombine and form molecular hydrogen gas,
which is released to the atmosphere. While we do not have
direct proof for these reactions, the literature provides ample
evidence that these pathways are realistic and occurring;69,70

more important is that these electron-induced reactions are
corroborated with our experimental measurements on the
resulting cascaded chemistry as discussed here below.

Step-1b – Near the anode area at the copper foil (step-1b),
anodic dissolution occurs and results in the production of Cu
ions (standard oxidation potential for Cu2+ ion is −0.345 V)71

into the solution. This is evidenced by the presence of Cu ions
supported from semi-quantitative analysis using the copper
test strips (Fig. 6b). The concentration of copper ions was
found to increase with processing time up to ∼30 mg L−1 and
also with processing current (ESI, Fig. S13c and Table S3†).
The increasing concentration in all cases is consistent with
anodic dissolution and indicates that more Cu is supplied
than it is consumed and therefore QDs synthesis is not limited

Fig. 7 Quantified water molecule content in plasma processed ethanol
at 0.5 mA.
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by the supply of Cu. The divalent Cu ions (Cu-II) are then
transported via electrophoresis towards the plasma–ethanol
interface, whereas the monovalent state (Cu-I) is not believed
to contribute significantly to the current as it is less soluble in
ethanol. Surface passivation in the form of an insulating film
on the electrode could affect anodic dissolution, however this

is not observed and at low currents this is not expected to
affect the dissolution.55

Step-2 – The negatively charged ethoxy ions then react with
the electropositive Cu-II ions to form copper ethoxide as in
step-2 (Fig. 8). This is in part supported by our XPS analysis
and peaks related to Cu-complexes that would be present in

Fig. 8 Reaction cycle and equation involving the formation of CuO QDs, where blue and brown coloured arrows represent the mechanism occurs
at the interface and black cycle corresponds to reaction inside ethanol.
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copper ethoxide. The XPS results show that these groups are
formed very rapidly at the start of the process (Fig. 6a) and
then decrease until steady state is reached and CuO QDs are
being formed continuously; this is fully consistent with copper
ethoxide and its role played in the synthesis of the CuO QDs.
Of course, our most direct evidence that corroborates the
copper ethoxide being an intermediate product is the for-
mation of CuO QDs. We should note that if copper ethoxide is
formed and participates in the QDs synthesis, it may be fully
consumed and therefore we would not expect this compound
to be detected. If copper ethoxide residues were instead
observed, it would indicate a supply in excess of what was
needed for CuO QD synthesis. The results produced at 3 mA
are also supporting this interpretation as also in this case the
XPS of Cu complexes and CuO follow opposite trends, i.e. CuO
peak growing and Cu complexes decreasing (Fig. S12 in ESI†).

Step-3 – Water molecules (as revealed from FTIR measure-
ments) present in ethanol can react with copper ethoxide to
form a gel. Such a process of gelation was commonly observed
when metal alkoxides reacts with water as reported by Lee
et al.72 Similarly in our process, a gelation occurs through
hydrolysis (step-3 in Fig. 8). Sol–gel is a well-known technique
for the synthesis of inorganic and ceramic glasses.73 In
another example, Yoldas74 observed gelation of titanium alkox-
ides to intermediate oxide at different conditions with water
and hydrogen peroxide. The author noted that H2O2 reacts
rapidly with hydrolysed products by altering the terminal alky
to hydroxy or oxy-bridges. Thus, hydrolysis affects the structure
of gel molecules and modifying structure and shape of nano-
particles. These condensates are composed of molecular com-
plexes with coordinated bonds and ligands. Cudennec et al.75

reported that Cu(OH)2 in aqueous medium at 323 K is present
as tetrahydroxocuprate (II) anions, Cu(OH)4

2−, a complex of
divalent Cu ion with OH at the corners of a square planar
structure. Likewise in our PiNE process, water, Cu ions and
ethoxy ions are expected to form a distorted octahedral
complex with the Cu-II ion at the centre, similar to the one
reported by Brubaker et al.76 It was also explained that this was
a reversible transformation which depends on the copper ion
concentration and it stabilises on account of Jahn Teller distor-
tion that later transforms it to monoclinic CuO. The Cu-II ion
at d9 state is under Jahn Teller distortion and can stabilise
itself in square planar geometry depending on the type of
ligands and bonding between them. An intermediate stage of
the copper ethoxide undergoes partial hydrolysis with water
molecules to form a complex as shown in eqn (3) (step 4 in
Fig. 8). Abbott et al.55 in their study of anodic dissolution of
metals, stated that the speciation of metal complexes relies on
concentration and the coordinating nature of ligand and pH.
The hydrolysis between the copper ethoxide and water mole-
cules results in a Cu complex that later forms a localised
cluster of gels. However, hydrogen peroxide enhances the
growth of nanoparticle through per-oxy termination (O2

2−) to
metal atom as shown in eqn (4) and (5). Peroxyl groups are
strong chelating agents that enhances hydrolysis of ethoxy
groups to ethanol and Cu–O bridge.77

Step-4 – At some critical point, the super saturated clusters
of these Cu complexes form a gel (step 4 in Fig. 8) which
further undergoes elimination reactions to form by-products
such as water and ethanol molecules, as shown in eqn (6) and
(7) respectively. This results in basic units of Cu–O–Cu bridges
that form the square planar CuO4 units (square planar struc-
ture in which divalent copper is in the centre between four
oxygen corners), the fundamental unit of the monoclinic CuO
crystal lattice. CuO QDs growth takes place via the progression
of CuO4 units in all six different directions and depends on
the availability of monomeric precursors.75 The 3-dimensional
branching required to sustain the growth process is possible
also in the presence of H2O2. Thus, the process of polyconden-
sation occurs locally by the gel and ends up as nucleates. We
should note that in these reaction schemes, ethanol is not con-
sumed and merely acts as an intermediate reactant which is
re-formed at the end of the reaction chain. We also know that
water (hydrogen peroxide) concentrations are in general lower
(not increasing) when CuO QDs are synthesized (i.e. with Cu
foil anode vs. graphite anode), suggesting that H2O (H2O2) par-
ticipate in the reactions leading to the QDs synthesis as per
our analysis.

The synthesis rate and size control of CuO QDs during
PiNE is determined by the spatial distribution of species due
to the microplasma interacting with the liquid. The reaction
volume inside the liquid phase underneath the plasma
appears to possess suitable conditions such as monomer con-
centration for spontaneous nucleation and growth of QDs.
Therefore, the formation of QDs occurs within a very localized
region near the plasma, in comparison to other synthesis tech-
niques where growth occur across the entire solution.78 The
diffusion of QDs away from this region (possibly facilitated by
temperature gradients and gas flow induced convection/advec-
tion) terminates the growth of the QDs. The growth process is
therefore restricted near the plasma interface where there is
rich availability of all precursor and reactant for rapid for-
mation of QDs (step 4 in Fig. 8).

This analysis implies that QD size is determined by the
reaction volume under the plasma and diffusion time of the
QDs out of this region. This is confirmed by the increase in
number density of the QDs over time (Fig. 6c), which does not
alter the QDs diameter (same bandgap as per results above).
The non-Gaussian and skewed size distribution (Fig. 2a)
provide strong evidence that growth and size are determined
by the residence time rather than from monomer concen-
tration typical of batch processes. Finally, the absence of
copper ethoxide but increasing concentrations of Cu ions,
water and hydrogen peroxide suggest that the QDs formation
rate is limited by the supply of ethoxy ions produced by elec-
tron-induced dissociative attachment (reaction (22) in Table S4
in section 12 of ESI†), which in turn depend on the electron
flux and therefore the electrical current at the plasma–ethanol
interface. At first this would mean that increasing the electron
flux, i.e. current (ESI, Fig. S2†), we should be able to increase
the growth rate and produce larger particles. However, this is
not the case as the increased interface electron current also
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promotes competitor reactions whereby enhanced levels of
hydrogen peroxide and water capture Cu ethoxy to form amor-
phous gelatine compounds as observed by TEM (Fig. S7a,
section 2†). At 3 mA, a higher production of Cu ions from ano-
dization and hydrogen peroxide can lead to a bottleneck in
step-4 therefore extending the gelation network and affecting
growth of nucleates. However, at the same time, the presence
of protonic species as evident from the increase in acidity of
the solution could also prevent the hydrolysis of the cluster gel
to form nucleates.79 Overall, it can be concluded that the
process of formation of CuO QDs is very localised near the
plasma interface with the liquid, where the formation of QDs
is aided mainly by the presence of water molecules, organo-
metallic compounds, chiefly copper ethoxide, and moderately
by the presence of hydrogen peroxide, supporting the idea of
green cycle mechanism.

Conclusion

The formation mechanisms of metal oxide QDs in a PINE
process were studied in detail providing a clearer understand-
ing of the reaction paths. Various primary analytical tech-
niques including FTIR and NMR spectroscopies, as well as
GC-MS, confirmed the presence of solvent as the major com-
ponent after plasma process except some by-products such as
water, hydrogen peroxide and IPA, which were found to exist
along with the Cu-oxide QDs. These chemical species were
also quantified. Further, a detailed CuO QD synthesis cycle
was drawn based on observed products and assuming the key
copper based organo-metallic complexes. A full understanding
of the green cyclic reaction paths was therefore achieved and
will help in devising optimization steps. For instance, tuning
the process parameters can lead to a more accurate supply of
copper ions, water molecules and controlled production of
hydrogen peroxide. This all-together can improve yields and
therefore minimize energy consumption. We foresee energy
consumption as one of the key aspects that will require investi-
gation and optimization before this process can become an
attractive industrial opportunity. The process may be similar
for the generalized synthesis of a wider range of metal oxide
nanoparticles and QDs. Indeed, this work contributes to the
understanding of plasma–liquid interaction, specifically with
ethanol, which could be highly relevant to build a more com-
plete theoretical framework for PINE.
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