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Radiative lifetime of a BODIPY dye as calculated
by TDDFT and EOM-CCSD methods: solvent and
vibronic effects

Rengel Cane E. Sia, a Ruben Arturo Arellano-Reyes, b Tia E. Keyes b and
Julien Guthmuller *a

The radiative emission lifetime and associated S1 excited state properties of a BODIPY dye are

investigated with TDDFT and EOM-CCSD calculations. The effects of a solvent are described with the

polarizable continuum model using the linear response (LR) approach as well as state-specific methods.

The Franck–Condon (FC), Herzberg–Teller (HT) and Duschinsky vibronic effects are evaluated for the

absorption and emission spectra, and for the radiative lifetime. The transition energies, spectra shapes

and radiative lifetime are assessed with respect to experimental results. It is found that the TDDFT

transition energies are overestimated by about 0.4–0.5 eV, whereas EOM-CCSD improves the vertical

emission energy by about 0.1 eV in comparison to TDDFT. The solvatochromic and Stokes shifts are

better reproduced by the state-specific solvation methods, which show that these methods are more

suited than the LR model to describe the solvent effects on the BODIPY dye. The vibronic effects lead to

an increase of the radiative lifetime of about 0.4 to 1.0 ns depending on the theoretical approach, which

highlights the importance of such effects. Moreover, the HT effects are negligible on both the spectra

and lifetime, which demonstrates that the FC approximation is accurate for the BODIPY dye. Finally, the

comparison with experimental data shows that the radiative lifetimes predicted by EOM-CCSD and

TDDFT have comparable accuracy.

1. Introduction

The synthesis of 4,4-difluoro-4-bora-3a,4a-diaza-s-indacene
(BODIPY) dyes can be traced back as early as1 1968 but it was
actually in 2009, that the first unsubstituted BODIPY core was
produced.2–4 Nowadays, the study and synthesis of BODIPY
dyes have become widespread owing to their favorable properties
such as large molar absorption coefficients, high fluorescence
quantum yields, excellent thermal and photochemical stability,
and good solubility as well as versatile functionalization.5–8

These properties make the BODIPY-based compounds highly
suitable for many applications, in particular as probes or
contrast agents in the biological environment. For example,
BODIPY dyes were employed as luminophore for bioimaging
and labelling of biological components, such as proteins,
peptides, amino acids and lipid membranes.9–11 They have also
been used as photosensitizers in solar energy conversion

devices,12–14 as fluorescent switches, as chemical sensors, as
laser dyes, and as components of molecular logic gates.15,16

BODIPY dyes have been the subject of a number of
theoretical studies in the past two decades (see e.g. ref. 12, 14
and 17–36). These works focused on determining the most
suitable computational methods to perform reliable predictions,
have contributed to the interpretation and analysis of
experimental results, and have been used to design new dyes
with desired absorption, emission and photochemical
properties. In particular, an important effort has concerned
the benchmarking of methods for the calculation of vertical
and 0-0 transition energies (usually for the S1 state) in different
series of BODIPY-based compounds.18,20,23,24,30,31,35,36 These
studies have shown that time dependent density functional
theory (TDDFT) calculations generally significantly overestimate
the S1 excitation energy by about 0.3–0.5 eV. Nevertheless,
because of the rather systematic nature of this deviation, the
TDDFT method usually performs well in predicting the shifts in
energy induced by various substituents or by chemical modifications
of the BODIPY core. In this respect, long-range corrected
exchange–correlation (XC) functionals or hybrid functionals
including a large amount of exact exchange perform better
than pure XC functionals. The rather large overestimation of
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the S1 excitation energy was ascribed to the difficulties of
TDDFT in describing the differential electron correlation, and
to contributions of double excitations and of multireference
character to the wavefunction.30 These correlation effects can
in principle be accounted for by wavefunction-based methods
such as the configuration interaction (CI), coupled-cluster (CC)
and complete active space self-consistent field (CASSCF)
methods. Therefore, several calculations were performed using
correlated methods including double excitations17,24,28,30,31,36

(CIS(D), SOS-CIS(D), CC2, LCC2*, EOM-CCSD, SAC-CI, etc) and
describing the multiconfigurational character14,27,30,32

(CASPT2, RASPT2). For example, a very accurate reproduction
of 0-0 energies (mean absolute error below 0.1 eV) was obtained
using SOS-CIS(D) for a series of BODIPY dyes,24 provided that
the solvent and vibronic effects (calculated with PCM/TDDFT)
are included. Additionally, the LCC2*, SAC-CI and CASPT2
methods provided a good accuracy for vertical excitation
energies (mean absolute error below 0.2 eV) in another series
of BODIPY compounds.30 However, the results obtained from
different wavefunction-based methods with double excitations
(CIS(D), LCC2*, EOM-CCSD, SAC-CI) also shows significant
variations for the calculated mean absolute errors (B0.3 eV).
This indicates that higher-order excitations or multiconfigura-
tional contributions are required to properly account for the
complicated correlation effects in BODIPY systems.28,30 The
effects of solvent on the excitation energies were mostly
described with a polarizable continuum model (PCM) in
conjunction with TDDFT calculations.18,20,23,24 These studies
have shown that state-specific approaches for the solvent
effects usually provide more consistent results than the
standard linear response (LR) theory. Several studies have also
concentrated on the simulation of the absorption and emission
vibronic spectra within the Franck–Condon (FC) or Herzberg–
Teller (HT) approaches.20,23,24,33 It was observed that TDDFT
calculations satisfactorily reproduce the vibronic band shape in
the spectra.

An important property for the application of BODIPY dyes is
the fluorescence quantum yield,37 FF = kr/(kr + knr). This
quantity provides a measure of the fluorescence efficiency of
the dye and is determined by the radiative (kr) and nonradiative
(knr) rates, which are associated to the relaxation pathways of
the excited state. First principle calculations of quantum yields
for different dyes were reported in the literature.38–47 In most
studies, the radiative rate was estimated from the Einstein
coefficient by assuming a two states approximation involving
only the electronic parts of the ground and first excited states.
In a few cases (e.g. ref. 39, 48 and 49), the vibronic coupling
effects on the radiative rate were also considered using the
Strickler and Berg50 equation, which is defined within the FC
approximation. However, much less is known concerning the
accuracy of different theoretical methods to calculate radiative
rates, and fewer studies still have concerned BODIPY dyes.51

The main goal of the paper is to investigate the effects of
several theoretical approaches to estimate the radiative rate
(and the associated radiative lifetime) of a BODIPY dye
(Fig. 1B). This compound was selected for study as it is a

versatile synthon that through the carboxyl group modified to
append functionality to the BODIPY core with only modest
impact on photophysical properties. For example, the BODIPY-
Ar-Chol (Fig. 1A) dye was employed as a fluorescent probe for
the imaging of lipid membrane, and it has been shown to
target almost exclusively liquid-ordered domains.11 Generally,
the radiative rate depends on the emission energy and on the
transition dipole moment between the initial and final states.
Therefore, the accuracy of the TDDFT, CIS(D) and EOM-CCSD
methods is first assessed for the S1 state transition energies.
Next, the effects of the solvent on the energies and on the
electronic transition dipole moments are investigated with the
PCM by employing the standard LR theory as well as state-
specific approaches. Then, the vibronic structure of the absorption
and emission spectra is simulated within the FC and HT
approximations using different XC functionals. Finally, the
impact of the quantum chemistry method (i.e. choice of the
XC functional, inclusion of double excitations), of the solvent
(i.e. described by the LR and state-specific approaches) and of
the vibronic couplings (i.e. Duschinsky effect, FC and HT
contributions) on the radiative rate are discussed. The calculated
transition energies, vibronic spectra and radiative lifetimes are
compared to experimental results in order to assess their accuracy.

2. Methods
2.1. Theoretical methods

The quantum chemical calculations were performed with the
Gaussian 16 program52 using standard procedures described in
the Gaussian 16 manual. Density functional theory was
employed to calculate the geometry and the harmonic vibrational
frequencies of the ground state (S0), while time-dependent DFT

Fig. 1 Structure of the BODIPY-Ar-Chol dye (A), investigated BODIPY
compound (B), optimized structure (C), and orbitals involved in the first
singlet excited state (D).
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was used to compute the first singlet excited state (S1) properties
(i.e. energy, transition dipole moment, geometry, vibrational
frequencies). The DFT and TDDFT calculations were done with
the B3LYP,53,54 CAM-B3LYP,55 M06-2X,56 MN1557 and PBE058–60

exchange–correlation (XC) functionals in association with the
6-311++G(2d,p) basis set. Density functional dispersion correc-
tions were included using the GD3 model61 for the XC functionals
B3LYP, CAM-B3LYP, M06-2X and PBE0, whereas such corrections
were not considered for MN15 due to the lack of defined GD3
parameters for this XC functional. However, it was shown that
MN15 alone provides a good performance for noncovalent
interactions.57 Unless stated otherwise, the calculations were
performed by assuming Cs symmetry of the compound, in which
the plane of symmetry contains the atoms of the BF2 and of the
phenyl-COOH groups. Additional excited state calculations were
performed with the CIS(D)62 and EOM-CCSD63 methods using the
S1 state geometry optimized with MN15. The CIS(D) calculations
provided the vertical emission energy, whereas EOM-CCSD gave
both the excited state energy and the transition dipole moment.
This latter quantity was also estimated from the linear response
transition densities.64

In a first step, the calculations were executed in a vacuum.
Then, in the second step the effects of the solvent (water, e =
78.3553) were taken into account by the polarizable continuum
model65 (PCM). The geometry and the harmonic vibrational
frequencies of the S0 and S1 states were calculated using the
integral equation formalism of the PCM. In particular, the S1

excited state properties were obtained from the conventional
linear response (LR) theory employing the equilibrium
procedure of solvation. These calculations provided the vertical
emission (VE) energy, the adiabatic (AD) energy as well as the
adiabatic energy including the zero-point vibrational energy
correction (AD + ZPVE). Additionally, the vertical absorption
(VA) energy and oscillator strength were calculated at the S0

geometry using the non-equilibrium procedure of solvation.
In addition to the LR results, the VA, VE and AD energies

were also estimated using the state-specific (SS) approach66,67

as implemented in Gaussian 16 via the External Iteration
keyword. In this method the VA energy is calculated – at the
S0 geometry – from the difference between the S1 energy
obtained from a non-equilibrium SS calculation (using the
solvent reaction field in equilibrium with S0) and the S0

equilibrium energy. Similarly, the VE energy is calculated – at
the S1 geometry – from the difference between the S1 energy
obtained from an equilibrium SS calculation and the S0 non-
equilibrium energy (using the solvent reaction field in
equilibrium with S1). The AD energy is calculated from the
difference between the S1 energy obtained from an equilibrium
SS calculation and the S0 equilibrium energy. The AD + ZPVE
energy is obtained by applying the same ZPVE correction as
calculated previously with the LR theory. Moreover, state-
specific effects on the VA, VE and AD energies were also
estimated using the corrected linear response (cLR) method68

by following the procedure described in ref. 69.
The vibronic structure of the absorption and emission

spectra were simulated with the Franck–Condon (FC) and

FC-Herzberg–Teller (FCHT) methods70,71 using the geometries
and vibrational frequencies of the S0 and S1 states. The
potential energy surfaces (PESs) of the ground and excited
states were represented by the adiabatic hessian (AH) and
adiabatic shift (AS) methods. These simulations were
performed in a vacuum as well as in solution using the LR
approach. A temperature T = 0 K was assumed in the simula-
tions (i.e. only the vibrational ground state of S0 and S1 is
initially populated for the absorption and emission processes,
respectively). The mode with an imaginary frequency in the S1

state (present in Cs symmetry) and several low frequency modes
(mainly associated to rotations of the phenyl and methyl
groups) were removed from FC overlap integrals calculations
in order to obtain converged spectra (i.e. sum of FC factors
above 0.99). The convergence of the FC factors is required to
estimate the vibronic effect on the radiative rate. Furthermore,
the removal of low frequency modes (oB100 cm�1) is justified
by the fact that the PESs along these modes cannot be properly
described within the harmonic model. Calculations of the
vibronic structure without symmetry constraints (i.e. C1

symmetry) were attempted with the MN15 functional but failed
to provide proper convergence of the FC factors. Therefore, the
vibronic effects on the spectra and on the radiative rate were
only estimated assuming Cs symmetry.

The radiative rate kr (in SI units) for a transition from state
|ii to state |fi, assuming photon emission over all directions
and polarizations, and after a rotational average over randomly
oriented molecules, is given by the Einstein Aif coefficient72

kr ¼ Aif ¼
oif

3

3e0p�hc3
~mifj j2 (1)

where oif � (Ei � Ef)/h� is the Bohr pulsation between the initial
|ii and final |fi states, and ~mif is the transition dipole moment.
e0, c and h� are the vacuum permittivity, the speed of light and
the reduced Planck constant (h� = h/2p), respectively.

The radiative lifetime tr is defined as the inverse of the
radiative rate, tr = 1/kr. Within the two-states approximation of
eqn (1), the radiative lifetime was estimated using the VE
energy (i.e. h�oif) and the electronic transition dipole moment
at the S1 geometry.

The radiative rate kr for transitions from a single initial
vibronic state |ii to an ensemble of final vibronic states |fi, is
given by

kr ¼
X
f

Aif ¼
X
f

oif
3

3e0p�hc3
~mifj j2 (2)

The vibronic effects on the radiative rate can be estimated by
using eqn (2) using a similar formalism as employed for
example in the case of absorption and resonance Raman
spectroscopies.73,74 Indeed, in the Born–Oppenheimer approxi-
mation, the initial and final vibronic states can be written as a
product of the electronic |ji and vibrational |yi wavefunctions,

|ii = |jei|ye0i, |fi = |jgi|ygui (3)
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where g and e represent the electronic ground state (S0) and
excited state (S1), respectively, and the index u indicates the
ground state vibrational quantum numbers. The Bohr
pulsation can be written as oif = oe0,gu and a Cartesian
component r of the transition dipole moment takes the form

hi|mr|fi = hye0|(mr)eg|ygui (4)

where (mr)eg is a component of the electronic transition dipole
moment between the electronic excited state and the electronic
ground state. (mr)eg can be developed as a Taylor series,

mr
� �

eg
¼ mr
� �e

eg
þ
X
l

@ mr
� �

eg

@Qe
l

 !
e

Qe
l þ � � � (5)

where (mr)e
eg and (q(mr)eg/qQl)e are, respectively, the electronic

transition dipole moment and the derivative of the electronic
transition dipole moment evaluated at the excited state
equilibrium geometry (denoted by e). The index l denotes a
summation over the normal coordinates Qe

l of the excited state.
Then, eqn (5) is truncated after the linear term with respect to
Qe

l and is reported in the eqn (4) and (2). This provides an
expression for the radiative rate,

kr ¼
1

3e0p�hc3

X
u

oe0;gu
3
X

r¼ x;y;zf g
FCð ÞEmþ FC=HTð ÞEmþ HTð ÞEm

n o

(6)

with

(FC)Em = (mr)e
eg(mr)e

eghye0|ygui2 (7.1)

FC=HTð ÞEm¼ 2 mr
� �e

eg

X
l

@ mr
� �

eg

@Qe
l

 !
e

ye0 ygu
��� �

ye0 Qe
l

�� ygu
��� �

(7.2)

HTð ÞEm¼
X
l;l0

@ mr
� �

eg

@Qe
l

 !
e

@ mr
� �

eg

@Qe
l0

 !
e

ye0 Qe
l

�� ygu
��� �

ye0 Qe
l0 ygu
����� �
(7.3)

The (FC)Em term describes the FC contribution to the
radiative rate, whereas the (FC/HT)Em and (HT)Em terms
describe the HT correction. The radiative rate and the
associated radiative lifetime were calculated with a local
program employing the data obtained with Gaussian 16.

2.2. Experimental methods

2.2.1. Materials and methods. 4-Formylbenzoic acid, 2,4-
dimethylpyrrole, p-chloranil and trifluoroacetic acid were
purchased from Sigma-Aldrich and were used as received
without further purification. Fluorescein free acid was
purchased from Fluka.

1H and 13C NMR spectra were recorder on a 600 MHz Bruker
spectrometer and residual DMSO was used as reference
(2.50 ppm for 1H and 39.52 ppm for 13C) and are reported as
follows: d (ppm), multiplicity (s = singlet, d = doublet, m =
multiplet), relative integration.

A Varian Cary 50 spectrometer was used to record the
absorbance spectra and a Varian Cary Eclipse spectrometer
was used to record emission spectra using slid widths of
2.5 nm. Hellma quartz cuvettes (10 mm � 10 mm) were used
to record all data and a background correction was done
beforehand. A PicoQuantFluoTime 100 Compact FLS TCSPC
system using a 450 nm pulsed laser source generated from a
PicoQuant PDL800-B box was used to determine the lifetime of
the excited state.

A 7.0615 mM stock solution of BODIPY-Ar-COOH (Fig. 1B) in
DMSO was prepared and further dilutions were prepared in the
appropriate solvents. Luminesence lifetime data were recorded
using 5 mM solutions of BODIPY-Ar-COOH in chloroform and in
methanol. Quantum yield was determined using the slope
method and fluorescein as the standard.75

2.2.2. Preparation of BODIPY-Ar-COOH. 4-Formylbenzoic
acid (500 mg, 3.33 mmol) and 2,4-dimethylpyrrole (0.754 mL,
7.33 mmol, 2.2 eq.) were dissolved in 40 mL of dichloro-
methane and 5 drops of trifluoroacetic acid were added. The
reaction proceeded at room temperature for 5 hours, p-chloranil
was added (983 mg, 4 mmol, 1.2 eq.) dissolved in 20 mL of
dichloromethane. After 1 hour, triethylamine (6.4 mL,
45.92 mmol, 13.8 eq.) and BF3�OEt2 (6.4 mL, 55.46 mmol,
16.7 eq.) were added and the reaction proceeded overnight at
room temperature. Volatiles were removed under vacuum and
the crude product was purified by column chromatography
(silica gel) using dichloromethane : EtAcO (8 : 2) as eluent. The
product was obtained as a red powder in 14% yield, 176 mg.
1H-NMR (600 MHz, DMSO-d6) d (ppm): 13.26 (1H), 8.11–8.08
(m, 2H), 7.55–7.52 (m, 2H), 6.20 (s, 2H), 2.45 (s, 6H), 1.32 (s, 6H).
13C-NMR (600 MHz, DMSO-d6) d (ppm): 166.8, 155.3, 142.6,
140.8, 138.4, 131.5, 130.3, 130.1, 128.4, 121.6, 14.2, 14.0.

3. Results
3.1. Excited state properties

Table 1 presents the VA, VE, AD and AD + ZPVE (i.e. 0-0
transition) energies associated to the S1 state, together with
the transition dipole moments calculated at the S0 and S1

geometries. The computations were performed in a vacuum
with five different XC functionals and were then repeated using
the LR, cLR and SS solvent models. The S1 state corresponds
mainly to a transition from the HOMO towards the LUMO
(Fig. 1D).

The results in a vacuum show that changing the XC
functional modifies the VA, VE, AD and AD + ZPVE energies by
less than 0.1 eV. The lowest energies are obtained with MN15,
whereas PBE0 provides the largest energies about 0.05–0.08 eV
above the MN15 values. The transition energies of the BODIPY
dye are overestimated by about 0.4–0.5 eV in comparison to the
experimental values. This behavior is in agreement with previous
TDDFT studies (see Introduction). For each XC functional, the
transition dipole moment presents rather small variations
between the S0 and S1 states geometries. The values differ at
the most by 0.02 a.u., except for B3LYP, which displays a
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difference of 0.07 a.u. The effect of the XC functional is more
pronounced. The largest difference of 0.19 a.u. is obtained
between B3LYP and CAM-B3LYP at the S1 geometry. The fact
that CAM-B3LYP provides the largest transition dipole moments
and B3LYP the smallest is likely related to the amount of exact
exchange in the functional.

The calculations were performed in water in order to esti-
mate the effects of a polar solvent on the properties and
because the dye has applications in biological environment.11

The calculations were also done in methanol using the MN15
functional and the LR solvent model (Table 1). No significant
differences are obtained between the results in water and in
methanol. Indeed, the energies and transition dipole moments
differ at most by 0.02 eV and 0.03 a.u., respectively. Moreover,
the effect of releasing the Cs symmetry was investigated
with the MN15 functional and the LR solvent model. In C1

symmetry, the dihedral angle describing the rotation of the
phenyl-COOH group with respect to the BODIPY core is
decreased from 901 (Cs symmetry) to 82.61 and 66.41 for the
S0 and S1 geometries, respectively. The VA energy and transition
dipole moment at the S0 geometry are nearly identical to the
values obtained with the Cs symmetry (Table 1). The VE energy
and the transition dipole moment at the S1 geometry are
decreased by 0.06 eV and 0.10 a.u. in comparison to the Cs

symmetry results, respectively. However, the AD + ZPVE energy

calculated at 2.45 eV with C1 symmetry is only 0.01 eV lower
than the Cs symmetry value of 2.46 eV. This shows that the
effect of releasing the Cs symmetry remains rather limited on
these properties and justifies the use of geometries having Cs

symmetry. From all the tested XC functionals, MN15 provides
the lowest energies in solution, and therefore the best
agreement with the experimental values. In particular, the
PBE0 transition energies are about 0.06–0.08 eV larger than
the MN15 values.

In the following, the discussion is restricted to the MN15
results, because the data obtained with the other functionals
display comparable evolutions. The Stokes shift estimated with
the LR method (�0.34 eV), as the difference between the VE and
VA energies, is strongly overestimated in comparison to the
experimental value (�0.06 eV in methanol). The calculated LR
solvatochromic shifts (i.e., difference between the LR energy
and the energy in a vacuum) for the VA, VE and 0-0 energies are
�0.10 eV, �0.36 eV and �0.34 eV, respectively. These large
values are in disagreement with the small solvatochromic shifts
observed in experiment. Indeed, the experimental shifts are
comprised between +0.03 eV (absorption maximum and 0-0
transition) and +0.05 eV (emission maximum) when going from
the non-polar solvent chloroform to the solvent methanol
(Table 1). Therefore, it appears that the LR method over-
estimates the solvent effects. This is particularly the case at

Table 1 Vertical absorption (VA) and emission (VE) energies, oscillator strength (f), transition dipole moments (m01) and adiabatic energies (AD) calculated
in a vacuum and in water (LR, cLR and SS)

Method VA (eV) VA (nm) fa m01
a (a.u.) VE (eV) VE (nm) m01

b (a.u.) AD (eV) AD + ZPVEc (eV) AD + ZPVEc (nm)

B3LYP
Vacuum 2.98 416 0.482 2.57 2.90 428 2.50 2.94 2.80 443
LR 2.88 431 0.580 2.87 2.56 485 3.61 2.60 2.49 498
cLR 2.99 415 — — 2.91 427 — 2.95 2.84 437
SS 2.99 415 — — 2.91 427 — 2.95 2.84 437
CAM-B3LYP
Vacuum 3.00 413 0.531 2.69 2.91 427 2.69 2.95 2.85 435
LR 2.89 429 0.625 2.97 2.53 490 3.70 2.58 2.51 494
cLR 3.00 413 — — 2.91 427 — 2.96 2.89 429
SS 3.02 411 — — 2.92 425 — 2.97 2.90 428
M06-2X
Vacuum 2.98 416 0.520 2.67 2.89 429 2.66 2.93 2.84 437
LR 2.87 432 0.615 2.96 2.52 491 3.67 2.57 2.49 498
cLR 2.99 415 — — 2.89 429 — 2.94 2.87 432
SS 3.00 413 — — 2.90 428 — 2.95 2.87 432
MN15
Vacuum 2.94 422 0.500 2.63 2.86 434 2.62 2.90 2.80 443
LR 2.84 437 0.595 2.92 2.50 496 3.65 2.55 2.46 503
LRd 2.84 437 0.592 2.92 2.51 493 3.62 2.56 2.48 500
LRe 2.84 437 0.589 2.91 2.44 508 3.57 2.52 2.45 506
cLR 2.95 420 — — 2.86 433 — 2.91 2.83 438
SS 2.96 419 — — 2.87 432 — 2.91 2.83 438
PBE0
Vacuum 3.02 411 0.506 2.61 2.94 422 2.59 2.98 2.85 435
LR 2.92 425 0.604 2.91 2.58 480 3.64 2.63 2.53 490
cLR 3.03 409 — — 2.94 422 — 2.99 2.89 429
SS 3.04 408 — — 2.95 420 — 2.99 2.89 429
Experimentf

Methanol 2.49 497 2.43 511 2.46g

Chloroform 2.46 503 2.38 520 2.43g

a Calculated at the S0 geometry. b Calculated at the S1 geometry. c Includes the zero-point vibrational energy (ZPVE) correction. d Calculated in
methanol. e Calculated in water with C1 symmetry. f Experimental energies/wavelengths at the maximum of absorption and emission in methanol
and chloroform. g Estimated 0–0 transition from the absorption/fluorescence crossing point.
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the S1 geometry when using the equilibrium procedure of
solvation. As a consequence, the excellent agreement between
the AD + ZPVE energy (2.46 eV) and the experimental estimation
of the 0-0 transition (2.46 eV in methanol) occurs due to a
cancellation of errors on the transition energy, which involves
the errors arising from the approximate TDDFT electron corre-
lation (positive deviation) and the LR solvent effect (negative
deviation). Additionally, the LR transition dipole moment is
larger in comparison to the value in a vacuum. An increase of
0.29 a.u. is obtained at the S0 geometry using non-equilibrium
solvation, whereas a larger increase of 1.03 a.u. is computed at
the S1 geometry using equilibrium solvation. The cLR and SS
models give very similar energies, which differ at most by
0.01 eV. This shows that the perturbative cLR method is
efficient for the investigated dye. The solvent effect predicted
by the cLR and SS approaches is much smaller than the one
calculated with the LR method. Indeed, the MN15/SS energies
differ at most by 0.03 eV in comparison to the energies in a
vacuum. As a consequence, the cLR and SS results provide a
better reproduction of the Stokes and solvatochromic shifts.
With MN15/SS, the Stokes and solvatochromic shifts are
�0.09 eV and +0.02/+0.01/+0.03 eV (VA/VE/0-0 transition),
respectively. These results are in good agreement with the
experimental estimations of �0.06 eV (in methanol) and
+0.03/+0.05/+0.03 eV, respectively. Therefore, it can be
concluded that (i) the cLR and SS methods are more suited
than the LR model for the description of the solvent effects in
this compound, (ii) TDDFT is accurate in reproducing the
Stokes shift if associated with the cLR or SS solvent model,
and (iii) the systematic overestimation of the transition
energies can be predominantly ascribed to the approximate
treatment of electron correlation by the TDDFT method.

The electron correlation should be better described using
wavefunction-based methods including double excitations
effects (see Introduction). To this aim, the CIS(D) and EOM-
CCSD methods are employed to calculate the VE energy
(Table 2). The calculations were performed in a vacuum with
different basis sets by using the S1 geometry optimized with
MN15. The basis set effect on the CIS(D) VE energy is moderate
and leads to a stabilization of 0.04 eV going from the 6-311G(d)
to the 6-311++G(2d,p) basis sets. The best value (2.69 eV)
obtained with the largest basis set improves the MN15 results

(2.86 eV) by 0.17 eV. However, the CIS(D) VE energy is still
overestimated in comparison to experiment (2.38 eV in chloroform)
by 0.31 eV. This indicates that the inclusion of additional
electron correlation effects is required to accurately predict
the transition energies. The deviation from experiment cannot
be explained by solvent effects, which are expected to increase
the calculated energy even further by about +0.01 eV to +0.05 eV
according to the TDDFT/SS and experimental results. Only the
two basis sets 6-31G(d) and 6-311G(d) were considered with
EOM-CCSD because of the large computational cost of such
calculations. The basis set effects on the EOM-CCSD results is
very small for both the VE energy and the transition dipole
moment. The EOM-CCSD method does not improve the VE
energy in comparison to CIS(D) (0.04 eV larger than CIS(D) with
6-311G(d)) but performs better than TDDFT (0.09 eV lower than
MN15). However, EOM-CCSD allows the calculations of the
transition dipole moment both with the standard approach
and using linear response transition densities. The former
method provides transition dipole moments about 0.1 a.u.
larger than the latter.

3.2. Vibronic effects on the absorption and emission spectra.

Fig. 2 presents the normalized absorption spectra calculated
with the different XC functionals as well as the experimental
spectrum recorded in methanol. The theoretical spectra were
obtained with the AH|FC vibronic model and the LR solvation
method. The spectra have a typical shape for BODIPY dyes, with
a maximum of absorption located close to the 0-0 transition
and a vibronic shoulder at shorter wavelengths. All the XC
functionals predict the shoulder with a nearly similar intensity,
which is partially underestimated in comparison to the experi-
mental spectrum. The position of the absorption maximum
follows the values of the 0-0 transition energies reported in
Table 1. Moreover, the position of experimental maximum is

Table 2 Vertical emission (VE) energies and transition dipole moments
(m01) calculated in a vacuuma

Method VE (eV) VE (nm) m01 (a.u.)

CIS(D)
6-311G(d) 2.73 455 —
6-311+G(d) 2.70 459 —
6-311++G(2d,p) 2.69 461 —
EOM-CCSD
6-31G(d) 2.77 447 2.83; 2.75b

6-311G(d) 2.77 447 2.85; 2.77b

a The S1 geometry obtained with MN15 was employed in the CIS(D) and
EOM-CCSD calculations. b Calculated with the LR transition densities
method.

Fig. 2 Experimental (dashed line, in methanol) and calculated (full lines, in
water using the LR and the AH|FC models) absorption spectra of the
BODIPY dye. A Gaussian function with a half width at half-maximum
(hwhm) of 400 cm�1 is employed to broaden the calculated transitions.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
N

ov
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 8

/3
/2

02
5 

7:
45

:4
9 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1cp03775g


26330 |  Phys. Chem. Chem. Phys., 2021, 23, 26324–26335 This journal is © the Owner Societies 2021

well reproduced by the different XC functionals with a deviation
below 0.1 eV. However, as discussed in the previous section, this
agreement originates from a cancellation of errors between the
approximate TDDFT electron correlation and the LR solvent effect.

The calculated and experimental emission spectra are
reported on Fig. 3. Similar observations can be made as for
the absorption spectra, (i) the vibronic shoulders have a com-
parable intensity for all tested XC functionals, (ii) the vibronic
structure is in reasonable agreement with the experimental
spectrum and, (iii) MN15 gives the best prediction of the
emission maximum.

Fig. 4 compares the emission spectra calculated with the
AH|FC and the AS|FC vibronic models for both the B3LYP and
MN15 XC functionals. The simpler AS model provides a vibronic
shoulder of nearly similar intensity as the AH model. This shows
that the modifications of vibrational frequencies and of normal
coordinates (Duschinsky effects) between the S0 and S1 states have
a negligible impact on the spectrum, and consequently that the
vibronic structure originates predominantly from the changes of
geometry. The shorter wavelengths obtained for the maximum of
emission with the AS model are related to the neglect of the ZPVE
correction, i.e., the AS model makes use of the AD energies
(Table 1). The ZPVE correction (B0.1 eV) is not negligible and
provides an improvement of the transition energy accuracy.

Fig. 5 compares the emission spectra calculated with the
AH|FC and the AH|FCHT vibronic models. It is directly seen
that the HT effects are negligible on the emission spectra. This
result is likely related to the rather large transition dipole
moment of the dye, which explains why the FC contribution
dominates.

3.3. Radiative lifetimes.

Table 3 presents the radiative emission lifetimes calculated
with different theoretical approaches as well as experimental

radiative lifetimes. The experimental values for the radiative
lifetimes were determined from the measured fluorescence
lifetime (tF) (2.79 � 0.003 and 2.34 � 0.04 ns in methanol
and chloroform, respectively) and quantum yield (FF) (0.46 �
0.038 and 0.41 � 0.1) according to the relation tr = tF/FF as
6.1 � 0.08 ns in methanol and 5.7 � 0.24 ns in chloroform.

The results calculated with the two-states approximation
and TDDFT are first described. The two-states approximation

Fig. 3 Experimental (dashed line, in methanol) and calculated (full lines, in
water using the LR and the AH|FC models) emission spectra of the BODIPY
dye. A Gaussian function with a half width at half-maximum (hwhm) of
400 cm�1 is employed to broaden the calculated transitions.

Fig. 4 Emission spectra calculated with the MN15 and B3LYP functionals
using the AS|FC and AH|FC models. The experimental spectrum (black line)
is recorded in methanol, the theoretical spectra are obtained in water
using the LR solvation model. A Gaussian function with a half width at half-
maximum (hwhm) of 400 cm�1 is employed to broaden the calculated
transitions.

Fig. 5 Emission spectra calculated with the MN15 and B3LYP functionals
using the AH|FC and AH|FCHT models. The experimental spectrum (black
line) is recorded in methanol, the theoretical spectra are obtained in water
using the LR solvation model. A Gaussian function with a half width at half-
maximum (hwhm) of 400 cm�1 is employed to broaden the calculated
transitions.
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radiative lifetime depends on the accuracy of the VE energy and
of the transition dipole moment (eqn (1)). In a vacuum, the
effect of changing the XC functional leads to differences as
large as 0.9 ns between B3LYP and CAM-B3LYP. The differences
in solution are smaller, the largest being of 0.29 ns between
MN15 and CAM-B3LYP with the LR solvation model. Overall,
the radiative lifetimes are decreased going from a vacuum to
the solvent. Indeed, the LR method predicts differences of
about 1.06 to 1.86 ns depending on the XC functional. This
decrease of the radiative lifetime is due to the larger transition
dipole moment in the solvent (by about 1 a.u., see Table 1).
However, this effect is partially compensated by the lower VE
energy in solution (0.34 to 0.38 eV lower than in a vacuum).
The cLR and SS radiative lifetimes were calculated using the LR
transition dipole moments (3.6–3.7 a.u.). As expected from the
close VE energies (Table 1), the cLR and SS radiative lifetimes
are found with nearly similar values. These radiative lifetimes
are even smaller than those obtained with the LR method
because in that case the VE energy is almost unchanged
(+0.01 to +0.02 eV) going from a vacuum to the solvent.
Therefore, the small cLR and SS radiative lifetimes (2.77–3.01 ns)
originate almost entirely from the large LR transition dipole
moment. The radiative lifetime was also estimated without

symmetry constraints (i.e. C1 symmetry) using the MN15
functional and the LR solvent model. A value of 5.09 ns is
obtained with the C1 symmetry, which is 0.58 ns larger than the
radiative lifetime calculated with Cs symmetry. This effect is not
negligible and arises from the lower VE energy and transition
dipole moment calculated with C1 symmetry (Table 1).

The effects of the vibronic structure on the radiative life-
times are now described. The AS|FC vibronic model gives
radiative lifetimes slightly decreased by about 0.02–0.06 ns in
comparison to the two-states approximation. However, the
AH|FC model provides larger radiative lifetimes than the two-
states approximation, with increases in the ranges 0.38–0.59 ns
in solution and 0.58–1.07 ns in a vacuum. Because the vibronic
structures in the AS|FC and AH|FC emission spectra are nearly
the same (see Section 3.2), the differences of radiative lifetime
between the AS|FC and AH|FC models are mainly ascribed to
the differences in AD and AD + ZPVE energies. This shows that
the ZPVE correction is important for the estimation of the
radiative lifetime. Similarly to the emission spectra, the HT
effects are negligible on the radiative lifetime, which shows that
the FC approximation is sufficient for the investigated
BODIPY dye.

The radiative lifetime was also calculated with the EOM-
CCSD method in a vacuum using the two-states approximation.
Increasing the basis set size from 6-31G(d) to 6-311G(d) leads to
a small decrease of the lifetime of 0.1 ns. The radiative lifetimes
calculated using the linear response transition densities form-
alism are larger by about 0.32 ns in comparison to the radiative
lifetimes obtained with the standard EOM-CCSD method for
the transition dipole moment. The linear response transition
densities formalism is expected to be more accurate for the
transition dipole moment. Therefore, the radiative lifetime
calculated with the largest basis set (5.75 ns) should provide
the best theoretical estimate for EOM-CCSD. This value is
within the radiative lifetimes calculated with TDDFT (e.g. the
MN15 radiative lifetime is 5.88 ns).

The comparison with experimental values shows that the
radiative lifetimes calculated in a vacuum agree better with
experiment. However, this rather good agreement likely originates
from cancellation of errors between the overestimated transition
energy and underestimated transition dipole moment. For example,
a radiative lifetime of 8.52 ns is obtained if the experimental VE
energy (2.43 eV) is employed with the two-states approximation
and the EOM-CCSD transition dipole moment (2.77 a.u.).
Including an additional vibronic effect of about 0.7 ns leads
to a radiative lifetime significantly larger than experiment,
which indicates that the EOM-CCSD transition dipole moment
is underestimated. A similar conclusion applies for the TDDFT
transition dipole moment in a vacuum. The LR method
predicts more accurate VE and 0-0 transition energies
(e.g. MN15 gives deviations of 0.07 eV and 0.00 eV for these
two quantities, respectively, when compared to experiment
in methanol). Nevertheless, the radiative lifetime is under-
estimated even after inclusion of vibronic effects (e.g. tr =
4.99 ns with MN15 and AH|FC). This indicates that the transi-
tion dipole moment calculated with the LR solvent model is too

Table 3 Radiative lifetimes (tr) calculated in a vacuum and in water (LR,
cLR and SS) using different theoretical approximations

Method
Two-states
method tr (ns)

AS|FC tr

(ns)
AH|FC tr

(ns)
AS|FCHT tr

(ns)
AH|FCHT tr

(ns)

B3LYP
Vacuum 6.18 6.12 7.25 6.07 7.17
LR 4.32 4.27 4.91 4.27 4.91
cLR 2.93
SS 2.93
CAM-B3LYP
Vacuum 5.28 5.24 5.86 5.23 5.86
LR 4.22 4.18 4.60 4.18 4.60
cLR 2.79
SS 2.77
M06-2X
Vacuum 5.53 5.48 6.13 5.47 6.11
LR 4.35 4.31 4.73 4.31 4.73
cLR 2.88
SS 2.86
MN15
Vacuum 5.88 5.83 6.60 5.82 6.58
LR 4.51 4.47 4.99 4.47 4.99
LRa 5.09
cLR 3.01
SS 2.99
PBE0
Vacuum 5.51 5.46 6.34 5.44 6.31
LR 4.12 4.08 4.65 4.08 4.65
cLR 2.78
SS 2.77
EOM-CCSD
Vacuumb 5.53; 5.85d

Vacuumc 5.43; 5.75d

Experiment
Methanol 6.1 � 0.08
Chloroform 5.7 � 0.24

a Calculated in water with C1 symmetry. b Calculated with the 6-31G(d)
basis set. c Calculated with the 6-311G(d) basis set. d Calculated with
the linear response transition densities method.
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large. One can roughly estimate the correct value of the
transition dipole moment in solution by using the two-states
approximation with the experimental VE energy (2.43 eV in
methanol), and by assuming a vibronic effect of +0.5 ns
(value taken from MN15 in solution). To obtain a radiative
lifetime equal to the experimental estimation (i.e. 6.1 ns in
methanol), a transition dipole moments of 3.42 a.u. should be
employed.

4. Conclusion

The S1 excited state properties, absorption and emission
spectra, as well as the radiative emission lifetime of a BODIPY
dye were investigated with TDDFT, CIS(D) and EOM-CCSD
calculations. The effects of a solvent were included with the
PCM using the standard LR model and state-specific
approaches (cLR and SS). The vibronic effects on the spectra
and on the radiative lifetime were accounted for with the AS
and AH harmonic models by including both the FC and HT
contributions. The transition energies, spectra shapes and
radiative lifetime were assessed with respect to experimental
results recorded in methanol and chloroform solutions.

It was found that the TDDFT transition energies are
overestimated by about 0.4–0.5 eV. From all the tested XC
functionals, MN15 provides the lowest energies, and therefore
gives the best agreement with the experimental values. The
CIS(D) and EOM-CCSD methods provide improved VE energies
in comparison to TDDFT, but the CIS(D) and EOM-CCSD values
remain overestimated by 0.31 and 0.39 eV in comparison to
experiment, respectively. Therefore, the overestimation of the
transition energies can be predominantly ascribed to the
approximate treatment of electron correlation by the TDDFT,
CIS(D) and EOM-CCSD methods. Regarding the solvent effects,
it was observed that the cLR and SS methods are more suited
than the LR model in reproducing the solvatochromic and
Stokes shifts. From the vibronic structure effects, in can be
concluded that, (i) the vibronic shoulders in the absorption and
emission spectra have a comparable intensity for all tested
XC functionals, and are in reasonable agreement with the
experimental spectra, (ii) the vibronic effect on the radiative
lifetime (i.e. going from the two-states approximation to the
AH|FC model) leads to an increase of about 0.4 to 1.0 ns
depending on the XC functional and the environment, which
demonstrates that such effects are important and should be
incorporated in radiative lifetime calculations and, (iii) the HT
effects are negligible on both the spectra and radiative lifetime,
which shows that the FC contribution is sufficient for the
BODIPY dye. The EOM-CCSD and TDDFT methods predict
radiative lifetimes (calculated in a vacuum with the two-states
approximation) of comparable accuracy. The analysis of the
data reveals that the TDDFT and EOM-CCSD transition dipole
moments in a vacuum are underestimated, whereas the TDDFT
transition dipole moments calculated with the LR solvent
model are overestimated. Similar to the transition energy, this
suggests that additional electron correlation effects and state

specific solvation effects should be included to improve the
accuracy of the transition dipole moment in solution.
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