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1 Introduction

Systematic optimization of a fragment-based
force field against experimental pure-liquid
properties considering large compound families:
application to oxygen and nitrogen compoundst

Marina P. Oliveira® and Philippe H. Hinenberger*

The CombiFF approach is a workflow for the automated refinement of force-field parameters against
experimental condensed-phase data, considering entire classes of organic molecules constructed using
a fragment library via combinatorial isomer enumeration. One peculiarity of this approach is that it relies
on an electronegativity-equalization scheme to account for induction effects within molecules, with
values of the atomic hardness and electronegativity as electrostatic parameters, rather than the partial
charges themselves. In a previous article [M. P. Oliveira, M. Andrey, S. R. Rieder, L. Kern, D. F. Hahn,
S. Riniker, B. A. C. Horta and P. H. Hunenberger, J. Chem. Theory. Comput. 2020, 16, 7525], CombiFF
was introduced and applied to calibrate a GROMOS-compatible united-atom force field for the
saturated acyclic (halo-)alkane family. Here, this scheme is employed for the construction of a
corresponding force field for saturated acyclic compounds encompassing eight common chemical
functional groups involving oxygen and/or nitrogen atoms, namely: ether, aldehyde, ketone, ester,
alcohol, carboxylic acid, amine, and amide. Monofunctional as well as homo-polyfunctional compounds
are considered. A total of 1712 experimental liquid densities p;q and vaporization enthalpies AH, .
concerning 1175 molecules are used for the calibration (339 molecules) and validation (836 molecules)
of the 102 non-bonded interaction parameters of the force field. Using initial parameter values based on
the GROMOS 2016H66 parameter set, convergence is reached after five iterations. Given access to one
processor per simulated system, this operation only requires a few days of wall-clock computing time.
After optimization, the root-mean-square deviations from experiment are 29.9 (22.4) kg m~ for Piq and
4.1 (5.5) kJ mol™ for AH,p for the calibration (validation) set. Thus, a very good level of agreement with
experiment is achieved in terms of these two properties, although the errors are inhomogeneously
distributed across the different chemical functional groups.

crucially on the quality of the underlying potential-energy
function or force field."”” One may tentatively distinguish three

The ability of classical molecular dynamics (MD) simulation to
represent accurately the properties of a given system depends
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1 Electronic supplementary information (ESI) available: Includes detailed infor-
mation concerning: (i) the compounds in the calibration and validation sets of
the O + N family; (ii) the experimental data; (iii) the covalent parameters; (iv) the
initial values of the non-bonded parameters; (v) the observable-to-parameter ratio
for the different atom types; (vi) the comparison with experiment; (vii) the list of
outliers; (viii) the comparison with results using the 2016H66 parameter set.
Additional material (molecule identifiers, coordinate and topology files, data
tables for experimental and simulated values) can be downloaded freely from the
internet under ref. 125, where version 1.0 corresponds to the published article
(further versions will include revisions and/or expansions of the data set). See
DOI: 10.1039/d1cp02001c
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main strategies in the design of condensed-phase force fields:®

(1) In fragment-based force fields®** (FBFF), the covalent
and non-bonded parameters are specified within molecular
fragments representative of the relevant chemical functional
groups. Molecular topologies are built by assembling these
fragments and invoking an assumption of transferability. The
non-bonded parameters are calibrated primarily by fitting
against experimental thermodynamic data for small organic
compounds in the condensed phase.

(2) In hybrid force fields'*'> (HYFF), the covalent and van der
Waals parameters are selected in a FBFF fashion, but the partial
charges are derived based on quantum-mechanics (QM) calculations
involving the target molecule, typically via electrostatic-potential
fitting™* > or electron-density partitioning.”*® The assumption
invoked in this case is that of a separability between van der
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Waals coefficients and partial charges. Given a selected charge-
derivation scheme, the van der Waals parameters are again
calibrated primarily against experimental condensed-phase
data for small compounds.

(3) In QM-derived force fields**™*® (QDFF), the covalent and
non-bonded parameters are determined simultaneously
based on QM calculations involving the target molecule. The
calculation schemes for the partial charges are the same as
in the HYFF case. For the van der Waals coefficients, the
derivation typically involves electron-density partitioning as a
starting point.”””>” The assumption invoked here is that of a
compatibility between the non-bonded interaction parameters
appropriate for the isolated molecule and for the molecule in
the condensed phase.

The HYFF and QDFF schemes are very popular nowadays, in
particular because they: (i) benefit from fast QM calculation
methods;’®*"® (ii) promise an exhaustive coverage of the
chemical space;®®®” (iii) take into account induction effects
on the partial charges®***® and, possibly, on the van der
Waals coefficients;***>175%5%57 (iy) are comparatively easy to
automate in terms of topology construction and parameter
derivation. However, compared to the FBFF approach, they also
present some major shortcomings: (i) the need to specify a
reference structure (molecular conformation) and environment
(e.g. vacuum or continuum solvent) in the QM calculations
leads to an implicit dependence of the topological information
on configurational information; (ii) the partial charges and van
der Waals coefficients are not strictly speaking QM observables,
i.e. they result from ad hoc derivation recipes rather than
physics-based rules, and their values may also strongly depend
on the choice of a QM level of theory and basis set;>' 2> (iii)
in practice, some parameters must still be optimized

21,26,27,40,46,74,75 ¢ o van der Waals coefficients in
38,44,45,56,57,76,77

empirically,
HYFF and van der Waals repulsion coefficients
in QDFF.

In contrast to the HYFF and QDFF approaches, the FBFF
scheme fully acknowledges that the non-bonded parameters
are truly empirical quantities. They compensate in a mean-field
fashion for all sorts of deficiencies in the selected potential-
energy function, and they are correlated with a number of
associated choices,”® including those of the model resolution
(e.g. united- vs. all-atom), van der Waals combination rules,
cutoff distances, and treatment of the long-range interactions.
As a result, the connection between these empirical non-
bonded parameters and QM-inferred single-molecule properties
may in fact be rather weak. However, for a FBFF approach to be
useful in practice, it must achieve: (i) a sufficiently broad (even if
not exhaustive) coverage of the chemical space; (ii) an
appropriate representation of induction effects; (iii) a high
degree of automation in the topology construction and
parameter optimization. In a recent article,® we introduced a
scheme called CombiFF that presents these features.

The goal of CombiFF is the automated refinement of
force-field parameters against experimental condensed-phase
data, considering entire classes of organic molecules
constructed using a fragment library via combinatorial isomer
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enumeration. The main steps of the scheme are: (i) definition
of a molecule family; (ii) combinatorial enumeration of all
isomers; (iii) query for experimental data; (iv) automatic
construction of the molecular topologies by fragment assembly;
(v) iterative refinement of the force-field parameters considering
the entire family. This scheme borrows from earlier work on
isomer enumeration”®"** and topology construction,**~** as well
as on automated single-compound force-field optimization
approaches such as the POP scheme,”®®” the ForceBalance
scheme,*®°*"% and other related schemes.’®™" One key
feature of CombiFF is that once the time-consuming task of
target-data selection/curation has been performed, the optimization
of a force field is entirely automatic and, given access to a sufficient
number of processors, only requires a few days of wall-clock
computating time. For this reason, CombiFF also represents an
ideal framework for assessing the impact of specific functional-form
decisions on the accuracy of a force field at an optimal level of
parametrization.

As a first application, CombiFF was used in ref. 8 to design a
GROMOS-compatible united-atom force field for the saturated
acyclic (halo-)alkane family. A total of 749 experimental liquid
densities pjiq and vaporization enthalpies AH,,, concerning 486
haloalkane molecules were considered for the calibration
(228 molecules) and validation (258 molecules) of 32 non-
bonded interaction parameters.

An important aspect of this force field is that the atomic partial
charges are not specified explicitly within the fragments,'"> but
determined implicitly using an electronegativity-equalization (EE)
scheme,®'"* which permits to account for electronic induction
effects within molecules. The corresponding atomic parameters,
i.e. hardness and electronegativity, are expected to factor out these
induction effects and to be much less dependent than the partial
charges themselves on the covalent environment of the atoms.
Note that although the EE scheme serves to generate the
atomic partial charges, its function is fundamentally
distinet from the electrostatic-potential fitting'*>® or electron-
density partitioning®®>® procedures used in HYFF and QDFF
force fields. Whereas the latter procedures aim at deriving partial
charges based on a QM calculation, the EE scheme is only used
here as a physically-motivated parametric-fitting device for the
electrostatic interactions in the liquid, in which the partial
charges are solely determined by the condensed-phase properties
(no QM input).

For the (halo-)alkane force field,® the parameter calibration
resulted in root-mean-square deviations from experiment of
49.8 (27.6) kg m~> for pjq and 2.7 (1.8) kJ mol " for AH,,
considering the calibration (validation) set. The values are
lower for the validation set, because it contains larger
molecules (stronger influence of purely aliphatic interactions).
The trends in the optimized parameters along the
halogen series and across the compound family were found
to be in line with chemical intuition based on considerations
related to size, polarizability, softness, electronegativity,
induction, and hyperconjugation. This is remarkable
considering that the force-field calibration did not involve any
QM calculation.

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17775
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The goal of the present study is to extend the application of
CombiFF to the calibration of a GROMOS-compatible united-atom
force field for saturated acyclic compounds encompassing
eight common chemical functional groups involving oxygen
and/or nitrogen atoms, namely ether, aldehyde, ketone, ester,
alcohol, carboxylic acid, amine, and amide. Considering
compounds of up to ten carbon atoms including up to four
occurrences of the same functional group, the corresponding
family of molecules is referred to in this article as the O + N family.

The GROMOS-compatible 2016H66 force field"'* is used as a
starting point for the optimization and as a reference for
performance comparison. Considering 62 small organic molecules,
this parameter set was calibrated and validated against condensed-
phase experimental data not only for pjiq and AH,;,, but also for the
hydration free energy AGy,: and the solvation free energy AGepe in
cyclohexane. Note that in addition to 43 compounds of the O + N
family, 2016H66 also included 19 molecules representative for
thiols, sulfides, disulfides, aromatic compounds, and nucleic-acid
bases, which are not considered here.

The present force-field reoptimization using CombiFF relies
on a much higher observable-to-parameter ratio. Here, a total
of 1712 experimental values for pjq and AH,,, concerning 1175
representative molecules of the O + N family are extracted from
nine data sources,"*™**> and used as target for the calibration
and validation of 102 non-bonded interaction parameters.

2 Methodology

The CombiFF workflow for calibrating the parameters of a force
field based on experimental data concerning a given compound
family is illustrated in Fig. 1. For a detailed description, the
reader is referred to our previous article,® where the scheme
was introduced (see in particular Appendix A therein). The
present section only summarizes its main features, and
provides information on its application to the O + N family.
For the ease of reference, a few key numbers (symbols and
values) relevant to this optimization are summarized in Table 1.

The O + N family of compounds is defined as the union of the
27 subfamilies listed in Table 2. It includes molecules of up to ten
carbon atoms representative for eight chemical functional groups:
ether, aldehyde, ketone, ester, alcohol, carboxylic acid, amine, and
amide. Depending on the subfamily, the given functional group
may occur up to four times in the compound. However, molecules
combining different types of functional groups are not considered
here. The Ni% = 57 905 constitutional isomers of the O + N family
were enumerated as canonical SMILES strings®*'** using an in-
house program (ENU). The numbers Njg, of isomers in each of the
subfamilies are reported in Table 2.

To collect available experimental data, the SMILES strings
must be mapped to various equivalent identifiers that can be found
in the different experimental sources. For example, the SMILES
string CC(O)C may appear under the alternative identifiers
2-propanol, propan-2-ol, isopropyl alcohol, isopropanol, or CAS
67-63-0. The PubChem database™* was used to obtain such
alternative identifiers. About one quarter of the isomers
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(15592 molecules) were found in PubChem, and about one fifth
of these (3425 molecules) were associated with a CAS registry
number. The experimental database (DBS) maintained in our
group was queried for p;;q and AH,,;, values pertaining to all these
compounds, giving priority to a match by CAS (when available)
over a match by name. The nine data sources accessed were
ref. 114-122. Note that the data points from ref. 121 that are
marked as “estimated” were discarded. The AH,,, values from this
source for the alcohols and carboxylic acids were excluded as well
due to inconsistencies, unless a similar value was found in another
source. This resulted in pj;q and/or AH,,, values concerning Niim
1175 compounds, which were distributed into a calibration set of
Nl = 339 molecules and a validation set of N{2 = 836 molecules
based on the number of carbon atoms (1-6 vs. 7-10). The structures
of these compounds are shown in ESL T Section S1 (Fig. S1 and S2).
The acronyms employed for the individual molecules involve one
letter and four digits. The letter is representative of the chemical
function (see Table 2). The first digit stands for the number of
carbon atoms, with the number ten mapped to the digit zero.
Finally, the last three digits form a sequential index, further
distinguishing compounds for which the first two symbols are
identical.

The GROMOS-compatible molecular topologies of these
compounds were generated automatically based on the SMILES
strings using an in-house program (TBL), by linking the
fragments shown in Fig. 2 via bond overlap. A total of 54 frag-
ments are required to construct all the molecules of the O + N
family (as well as the saturated acyclic alkanes beyond
methane). Note, however, that these fragments are only
sufficient to generate molecules containing one or more
occurrence of a single type of functional group.

The experimental-data vector X®P corresponding to the
calibration set has the dimension Nﬁii, = 579. It encompasses
Nf,al = 314 values for pj;q and NS = 265 values for AH,,p,
and requires N&n= 408 independent simulations (i.e. distinct
compounds and P,T-points) for its evaluation. The corres-
ponding vector for the validation set has the dimension N =
1133, encompasses Nf,al =765 values for pj;q and N, = 368 values
for AH,,p, and requires N& = 997 independent simulations for
its evaluation. The reference experimental values retained for pjiq
and/or AH,,;,, along with the associated P,T-points, are listed in
ESIL T Section S2 (Table S1). This material can be downloaded
freely from the internet under ref. 125, where the version 1.0
corresponds to the published article (further versions will
include revisions and/or expansions of the data set).

Most of the state points considered are within 10 K of the
standard temperature T~ = 298.15 K (70% of the points) and
within 0.2 bar of the atmospheric pressure P° = 1 bar (78% of
the points). The values for the remaining points range from
250 to 537 K and from 0.002 to 9.06 bar. The impact of using a
(limited) fraction of target values at temperatures differing
from T~ as well as the ability of the force field to reproduce
experimental data at temperatures differing (reasonably) from
T~ have already been investigated for the (halo-)alkane family®
(see Section S13 in the ESI,{ of this previous article). There, it
was shown that: (i) at the calibration level, there is no systematic

This journal is © the Owner Societies 2021
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Fig. 1 CombiFF workflow for calibrating the parameters of a force field based on experimental data concerning a given compound family. Based on the
definition of the family, the program ENU enumerates all possible constitutional isomers. The program TBL is then used to construct the molecular
topologies of the corresponding compounds, and the DBS scripts to extract available target experimental data pertaining to these molecules from an in-
house database. By alternating simulations (MD engine SAM) to calculate the vector X*™ of simulated observables (as well as its derivative relative to all
force-field parameters), and variations of the parameter vector P (optimization script OPT) designed to bring these simulated observables closer to their
experimental target vector X**®, the initial parameters Pj, are progressively refined into optimal parameters Pgp.

correlation between the temperature and the error (calculation
vs. experiment) for pjq and AH,,p; (ii) at the validation level
(considering 50 experimental curves for T-dependent properties
spanning a range of about 350 K), there is no correlation
between the temperature and the error for pj;q, and only a weak
positive correlation for AH,,p.

The principles of the force-field representation employed
here are compatible with those of the GROMOS force
field'*™**! in its 2016H66 variant,''* except for one important
difference. The atomic partial charges are determined for each
molecule based on an EE scheme."*® Similarly to our previous
work® (see Appendix A.4 therein), charge flows between atoms
are only allowed within overall neutral charge groups, and
intramolecular Coulombic effects (J-terms in the EE scheme)
are only included for first and second covalent neighbors, as
the corresponding interatomic distances can be considered
(essentially) configuration-independent. The corresponding
terms for more remote covalent neighbors are not necessarily
negligible, but their inclusion would lead to conformation-
dependent charges and require the application of an expensive
on-the-fly EE scheme during the simulations. Since the EE
scheme is only a parametric-fitting device for the charges, its
effective parameters are expected compensate at least in part
for possible deficiencies in the representation. The validity of
this assumption is ultimately supported by the observation that
an excellent fit to the experimental data can be obtained.

This journal is © the Owner Societies 2021

The charge groups relevant for the molecules of the O + N
family are illustrated in Fig. 3. All the aliphatic (united-)atoms of the
molecule (atom types CHO, CH1, CH2 and CH3 in Table 3) that are
not explicitly included in one of these charge groups define
separate one-particle charge groups with a charge of zero. The
charge groups are used in GROMOS for the application of the
non-bonded interaction cutoff, which performs a group-based trun-
cation in terms of the centers of geometry of the two charge groups.
The Gaussian-cloud interaction accounting for intramolecular
Coulombic effects in the EE scheme (J-terms) between first and
second covalent neighbors within a charge group relies on
effective interatomic distances 7 calculated based on the reference
bond lengths and angles of the covalent force-field parameters,
along with effective radii that are set to the Lennard-Jones
collision diameters ¢ of the involved (united-)atoms.

The covalent interaction parameters relevant for the O + N
family were taken or ported by analogy from the 2016H66
parameter set,"> and kept unaltered. The corresponding
information is summarized in ESI,} Section S3 (Table S2 and
Fig. S3). Only the non-bonded interaction parameters were
subjected to refinement, and solely a subset thereof.

The atomic partial charges are determined indirectly via the
EE scheme based on two types of atomic parameters, the
hardness # and the electronegativity y. Owing to the use of a
geometric-mean combination rule'**'** for the Lennard-Jones
(L)) interactions,"** the corresponding pairwise coefficients

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17777
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Table 1 Key numbers (symbols and values) pertaining to the CombiFF force-field calibration and validation applied to the O + N family of compounds.
This family is defined as the union of the 27 subfamilies listed in Table 2. The structures of the NEM representative molecules considered in the simulations
are shown in ESI, Section S1, separately for the calibration set (N molecules with 1-6 carbon atoms, Fig. S1, ESI+) and the validation set (M2 molecules
with 7-10 carbon atoms, Fig. S2, ESIt). The experimental data pertaining to the Ni, combinations of compounds and P,T-points can be found in ESI,

Section S2 (Table S1). The parameters associated with the N, atom types (equivalent to EE-types) and the N5% LI-types are reported in Tables 3 and 4,

cov

respectively. The information concerning the Ngry, covalent parameters is summarized in ESI, 1 Section S3 (Table S2 and Fig. S3). Note that number N,ﬁ?ﬁn

tol

of parameters optimized is smaller than the total number Np,ﬁn of force-field parameters because only non-bonded parameters are optimized, and solely

a subset thereof

Number Value Meaning
N 57905 Total number of constitutional isomers in the O + N famil
y
Ny 1175 Total number of isomers with available experimental data (= Nl I\Ifs"‘;)
Nep 1712 Total number of experimental data points (= Neaj, + Neap)
N© 1405 Total number of distinct P,T-points in this data (= N33, + N¥3)
Nl 339 Compounds included in the calibration set
Nﬁii, 579 Experimental data points for the calibration set (= N + N3
N 314 Experimental pjiq data points for the calibration set
NSy 265 Experimental AH,,, data points for the calibration set
Neal 408 Distinct compounds and P,T-points (i.e. simulations) for the calibration set
N 836 Compounds included in the validation set
N‘e’iij 1133 Experimental data points for the validation set (= Ny + N
N} 765 Experimental pj;q data points for the validation set
N3, 368 Experimental AH,,, data points for the validation set
Nl 997 Distinct compounds and P,T-points (i.e. simulations) for the validation set
NEE Nt 47 Number of EE-types (or, equivalently, atom types)
NE, 12 Number of LJ-types
Np'm 233 Total number of force-field parameters (= Npom + Npim)
Npm 94 Number of covalent parameters
N'l;f,?, 139 Number of non-bonded parameters
Nl‘;?'m 102 Number of parameters that are optimized

are also constructed based on two types of atomic parameters,
the collision diameter ¢ and the well depth ¢. Following the
GROMOS design principle, the values ¢ and ¢ are only used in
the combination rule for non-hydrogen-bonding LJ-type pairs
(corresponding to the L] parameters Cg and C;,; in GROMOS).
For hydrogen-bonding LJ-type pairs, GROMOS relies on a
modified set of L] parameters with slightly enhanced repulsion.
In this case, alternative values 6 and & are used instead
(corresponding to the L] parameters Cg and C;, ;y in GROMOS).
For simplicity, the value of the dispersion coefficient C¢ is kept
identical in the two sets. As result, only ¢ needs to be specified,
while & can be deduced as & = £6°/¢°. Finally, for third covalent
neighbors, yet another pair of values ¢* and ¢* is used in the
combination rule. Each atom type of the force field is thus
associated with a unique selection for six (non-hydrogen-
bonding type) or seven (potentially hydrogen-bonding type)
parameters. However, the same ¢ and ¢ parameters are often
used for different atom types of the same element. As a result,
the present force field for the O + N family relies on a number
Na = 47 of atom types, which are equivalent to EE-types (Nig; =
Naq), but involves a smaller number NY; = 12 of LJ-types. The
final (optimized) values of the EE parameters for the 47 atom
types (or EE-types) are reported in Table 3, along with a L]-type.
The latter refers to the entries of Table 4, where the final values of
the LJ parameters are reported for the 12 LJ-types. The correspon-
dence between elements, LJ-types, atom-types (EE-types), and

17778 | Phys. Chem. Chem. Phys., 2021, 23,17774-17793

chemical functional groups involving the latter atom types is also
illustrated schematically in Fig. 4.

The four aliphatic atom types (CHO, CH1, CH2 and CH3)
have no EE parameters, as their charge is always zero. The L]
parameters of these atom types,'**™**” along with those of the
polar hydrogen atom (type HB, zero in GROMOS), as well as all
the third-neighbor LJ interaction parameters, were also
excluded from the optimization, i.e. kept as in the 2016H66
set."'* Note also that, in the absence of parametrization target,
the n and y values of EE-type CHO_N_amd are estimated
(no experimental data found for a compound involving this
type), and that the & value of the LJ-type OR is kept identical to
o (no hydrogen bonding is possible in molecules containing
only ether groups). The initial parameter values selected to start
the optimization are reported in ESI,T Section S4 (Tables S3 and
S4). For the L] parameters, they were ported from the 2016H66
force field.""* For the EE parameters, they were fitted to best
reproduce the atomic partial charges of this force field.

Following from the above choices, the present force field for
the O + N family involves Ny, = 233 parameters, namely Nper, =
94 covalent parameters along with N{,‘g‘i = 139 non-bonded
parameters (2 x 43 relevant EE-types + 4 x 7 non-hydrogen-
bonding LJ-types + 5 x 5 potentially hydrogen-bonding LJ-
types), among which N&i, = 102 are subject to optimization
(omitted are 2 EE parameters for CHO_N_amd, 2 x 12 third-
neighbor LJ parameters, 2 x 5 LJ parameters for CHO to CH3

This journal is © the Owner Societies 2021
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Table2 Compounds of the O + N family. The family is defined as the union of 27 non-overlapping subfamilies of compounds, representative for eight chemical
functional groups. The 14 acronyms retained for the different subfamilies (or small groups thereof) are further used in the text, tables, and figures. The one-
character variant (Char.; only 11 groups) is used as a first letter in the acronyms of the corresponding molecules. For each subfamily, n stands for the number of
carbon atoms, m for the number of occurrences of the functional group in the molecule, Nis, for the total number of constitutional isomers, and Ny, for the
number of these isomers considered in the simulations (i.e. for which experimental data could be found). Note that, for simplicity, formaldehyde HCOH and formic
acid HCOOH are included in RCOH and RCOOH, respectively. Note also that, the two amino groups in RN,* can be of different types (i.e. primary, secondary, or
tertiary). The structures of the NiT' representative molecules considered in the simulations are shown in ESI, Section S1, separately for the calibration set (N& =
339 molecules with 1-6 carbon atoms, Fig. S1, ESI+) and the validation set (N = 836 molecules with 7-10 carbon atoms, Fig. S2, ESIt)

Function/acronym Char. n m Niso Nsim Subfamily description
Ethers
ROR (0] 1-10 1 817 85 C;-C;o mono-ethers
) 1-10 2 2544 46 C;-Cyp di-ethers (including acetals and ketals)
o 1-10 3 4936 17 C,-Cyp tri-ethers (including acetals and ketals)
o 1-10 4 6614 6 C;-Cy tetra-ethers (including acetals and ketals)
Aldehydes
RCOH A 1 1 1 1 Formaldehyde
A 2-10 1 372 35 C,-C;o mono-aldehydes
A 2-10 2 551 4 C,-C,, di-aldehydes
Ketones
RCOR K 1-10 1 335 85 C;-C;0 mono-ketones
K 1-10 2 463 18 C,-C,( di-ketones
K 1-10 3 379 2 C,-C4 tri-ketones
Esters
HCOOR F 1-10 1 372 16 C,-C;o mono-esters (only formates)
HCOOR F 1-10 2 550 2 C;-Cyp di-esters (only formates)
RCOOR E 1-10 1 662 146 C;-C, mono-esters (without formates)
RCOOR E 1-10 2 1364 49 C,-C,, di-esters (without formates)
Alcohols
ROH L 1-10 1 879 280 C;1-C;0 mono-ols
L 1-10 2 3670 101 C,-C4, di-ols
L 1-10 3 11249 6 C,-C;, tri-ols
Carboxylic acids
RCOOH C 1 1 1 1 Formic acid
C 2-10 1 372 51 C,-C;o mono-carboxylic acids
C 3-10 2 550 6 C;3-Cy di-carboxylic acids
Amines
RNH, M 1-10 1 879 52 C;-C;o mono-primary-amines
RNHR N 1-10 1 817 42 C,-C;o mono-secondary-amines
RNR, R 1-10 1 420 43 C;-C;o mono-tertiary-amines
RN,* N 1-10 2 17 665 51 C,-C, di-amines
Amides
RCONH, D 1-10 1 372 9 C;-C;o mono-primary-amides
RCONHR D 1-10 1 662 7 C;-C;o mono-secondary-amides
RCONR, D 1-10 1 409 14 C;-C;o mono-tertiary-amides
Total — — — 57905 1175 Total over the 27 subfamilies

and HB, and 1 LJ parameter for the potentially hydrogen-
bonding OR). The optimization of these parameters against
N&, = 579 experimental data points in the calibration set
involves an observable-to-parameter ratio of 5.7 (up to
16.8 when also considering the N‘éi{, = 1133 data points in the
validation set). This ratio is further analyzed for each of the
EE- and LJ-types separately in ESI¥ Section S5 (Tables S5
and S6). A favorable observable-to-parameter ratio is
observed in most cases, although three EE-types (CH3_O_ol,
H_CO_acd, and CH1_N_amd) only occur in a single represen-
tative molecule, and one (CHO_N_amd) is not represented
at all.

This journal is © the Owner Societies 2021

The search for optimal parameters was performed as in our
previous work® (see Appendix A.7 therein), by minimizing
an objective function Q(P;X“?) of the parameter vector P
accounting for the deviation of the simulated-data vector X*™(P)
relative to the experimental-data vector X*®. This function is
defined as

Ny Nin i
Q(P7 XSXP) = Wﬁl anil Z an|XrS£;n(P) - X:i;p

n=1 m=1

1)
Nun  Nm
with W = Z Z W,
n=1 m=1
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Fig. 2 Molecular-topology fragments required for the representation of the O + N family. The 54 fragments represented are required for the
construction of the saturated acyclic alkanes beyond methane (ALK) plus the molecules of the O + N family. Note that these fragments are only sufficient
to generate molecules containing one ore more occurrence of a single type of functional group. The acronyms used for the different molecule groups
are explicited in Table 2. Note that, for simplicity, formaldehyde HCOH and formic acid HCOOH are included in RCOH and RCOOH, respectively.
The atoms of a fragment that can be linked (link atoms) are labeled with lower-case letters. The other atoms within the fragment (core atoms) are labeled
with their atom types, referring to the numbering of Table 3. A linkage between two fragments is performed by overlapping a core-link bond of the two

fragments.

where the index n corresponds to the N,, observable types and the
index m to the N, molecules in the family. The s, coefficients
eliminate the dependence on a unit system and adjust the
relative weights of different observables in terms of perceived
(i.e. subjective) extent of ‘“badness”. They are set here to

17780 | Phys. Chem. Chem. Phys., 2021, 23,17774-17793

20 kg m~* for the pj;q observables and 1 k] mol " for the AH,,
observables. The unitless coefficients w,,,, can be used to weigh
differently the contributions of specific observable/molecule
combinations. For simplicity, all the combinations included
(also considering observables at multiple state points) are
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L e

Fig. 3 Charge groups relevant for the compounds of the O + N family. Charge flows in the EE scheme are only permitted between atoms belonging to
the same overall neutral charge group. All the aliphatic (united-)atoms of the molecule (atom types CHO, CH1, CH2 and CH3 in Table 3) that are not
explicitly included in one of these charge groups define separate one-particle charge groups with a charge of zero.

associated here with the same weight w,,, = 1, while all the
omitted ones (absence of experimental data) have w,,, = 0.
The prefactor W ensures that the overall magnitude of Q is not
affected by the number of data points included.

The optimization is performed by assuming that X®™(P) is
approximately linear in parameter changes within a small trust
region around a reference point P° in parameter space, ie.
using the local first-order approximation Q(P;P°X%P) to
Q(P;X“*P) defined by

N, N
QPP X0) =Wy s, D w50 (P)
n=I1 m=1 (2)
+ Sum (PO) ' (P - PO) - X’e’;p ’

where S(P°) is the sensitivity matrix defined by the variations of
the different molecule/observable combinations with respect to
variations of the N; parameters around the point P°, i.e.

aXsim P

This matrix is calculated next to the observables themselves
during the MD simulations at P° using appropriate statistical-
mechanical expressions.>?%97:99190138 Baged on eqn (2), it is
possible to determine a point P* in parameter space that will
minimize @ within a specified trust region around P°. This
region is defined here in terms of maximal allowed relative
changes in each of the parameters over an iteration, set to
5% for all parameters optimized. Since the function is convex,
the point P* is unique. Once determined, it is selected as a new
point P° to carry out simulations in view of a next iteration.
Note that convexity only applies to the local approximation Q
of eqn (2), but not to the objective function Q of eqn (1)
itself, which will generally present many local minima in
parameter space.

In practice, the optimization algorithm is carried out by an
optimizer script (OPT), and involves the following steps: (1)
select an initial guess for P at iteration i = 0; (2) perform N,
simulations to get the simulated-data vector X®™ along
with the sensitivity matrix S at PY; (3) calculate the real value
Qi = Q(PY;X*P) of the objective function at this point in

This journal is © the Owner Societies 2021

parameter space; (4) minimize O(P;P{X"P) in eqn (2)
with respect to P starting from P{ and remaining within
the trust radius, leading to P*; (5) calculate the predicted
value QPFY = Q(P¥PY,X™P) of the objective function; (6)
set P, to P/, increment 7, and iterate to step (2) until
convergence.

Step (2) is the expensive part of the calculation. In contrast,
step (4) is inexpensive, and carried out in practice using a
simplex minimization. Considering steps (3) and (5), from i = 1
onward, the real value QI at iteration i can be compared to the
predicted value QP™? from the previous iteration, giving a hint
about the accuracy of the linearization in eqn (2) within the
imposed trust radius. If the algorithm terminates at iteration

imax, the final parameter set is P?mux with the value Qflf:l of the
objective function. Although P; and Qfl’:f ., are available, it is
preferable to stop at a force field with an explicitly calculated
objective function. In the present application to the O + N
family, a total of i,,,,x = 5 iterations were performed to reach
convergence. Given the setup adopted in the simulations and
access to 408 processors (3 GHz Intel Xeon), i.e. one for each of
the N2 simulations to be carried out at each iteration, the full
optimization required about three days of wall-clock computing
time. The non-bonded parameters of the final force field are
reported in Tables 3 and 4, along with ESI,{ Table S2 for the
covalent terms.

The simulations were performed using an in-house
GROMOS-compatible simulation engine in C++ called SAMOS
(SAM). The pure-liquid MD simulations were carried out under
periodic boundary conditions based on cubic computational
boxes containing 512 molecules, and in the isothermal-
isobaric ensemble at the reference pressures P and temperatures
T listed in ESI,{ Table S1. The temperature was maintained close
to its reference value using a Nosé-Hoover thermostat'*® with a
coupling time of 0.1 ps. The pressure was maintained close to its
reference value using an Andersen barostat'*® with a coupling
time of 0.5 ps. The isothermal compressibility was set to 4.575 X
10~* k]! mol nm? for compatibility with the standard GROMOS
setup.”> The ideal-gas simulations relied on stochastic
dynamics'** ™% (SD). They were also carried out under periodic
boundary conditions based on cubic computational boxes

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17781
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Table 3 Atom types (or, equivalently, EE-types) of the proposed GROMOS-compatible force field for the O + N family, along with the final (optimized)
values of the associated EE parameters. The N, = 47 atom types (or, equivalently, NE& = 47 EE-types) are listed along with their usage, the associated
LJ-type (referring to the entries of Table 4), and the optimized values of the EE parameters, i.e. the hardness 5 and the electronegativity . The eight
parameters corresponding to the aliphatic (united-)atom types CHO to CH3 (not involved in the EE scheme, zero charge) need not be specified. The n and
7 values of CHO_N_amd (between parentheses) are estimated by the average values over the three other CHn_N_amd types in the absence of
parametrization target (no experimental data found for a compound involving this type). The initial values of the EE parameters (used to start the
optimization) can be found in ESI,i Table S3

Idx Atom type (EE-type) LJ-type e Vv] 7 [V] Usage

Aliphatic carbon (united-)atoms

1 CHO CHO — — CH, carbon atom (methanetetryl group)
2 CH1 CH1 — — CH; carbon united-atom (methanetriyl group)
3 CH2 CH2 — — CH, carbon united-atom (methylene group)
4 CH3 CH3 — — CH; carbon united-atom (methyl group)
Ether

5 O_eth OR 35.447 37.782 Ether oxygen atom

6 CHO_O_eth CHO 2.814 21.953 Alkoxylated CH,, atom

7 CH1_0O_eth CH1 6.568 19.993 Alkoxylated CH; united-atom

8 CH2_O_eth CH2 13.981 16.921 Alkoxylated CH, united-atom

9 CH3_0O_eth CH3 22.115 14.233 Alkoxylated CH; united-atom

Aldehyde

10 H_CO_ald HC 17.156 21.368 Aldehyde hydrogen atom

11 C_ald C=0 15.981 16.008 Aldehyde carbonyl carbon atom

12 O_ald O0=C 8.821 23.815 Aldehyde carbonyl oxygen atom

Ketone

13 C_ket C=0 36.256 15.724 Ketone carbonyl carbon atom

14 O_ket O0—C 17.326 38.611 Ketone carbonyl oxygen atom

Ester

15 H_CO_est HC 16.648 24.832 Formate ester hydrogen atom

16 C_est C=0 21.158 11.713 Ester carbonyl carbon atom

17 O_est O0=—C 12.815 28.520 Ester carbonyl oxygen atom

18 O_R_est OR 25.554 29.741 Ester acylated oxygen atom

19 CHO_O_est CHO 9.033 19.163 Ester oxygen-linked CH, atom

20 CH1_0O_est CH1 12.401 18.349 Ester oxygen-linked CH; united-atom

21 CH2_0O_est CH2 36.940 13.503 Ester oxygen-linked CH, united-atom

22 CH3_O_est CH3 19.577 16.726 Ester oxygen-linked CH; united-atom
Alcohol

23 H_ol HB 35.794 17.095 Hydroxyl hydrogen atom

24 O_ol OH 31.057 46.647 Hydoxyl oxygen atom

25 CHO0_O_ol CHO 36.145 19.963 Hydroxylated CH,, atom

26 CH1_0O_ol CH1 32.298 18.392 Hydroxylated CH; united-atom

27 CH2_0_ol CH2 30.423 17.200 Hydroxylated CH, united-atom

28 CH3_0O_ol CH3 29.995 17.135 Hydroxylated CH; united-atom
Carboxylic acid

29 H_CO_acd HC 28.828 12.561 Formic acid hydrogen atom

30 C_acd C=0 29.109 14.269 Carboxylic acid carbonyl carbon atom
31 O_acd O0=C 36.286 45.338 Carboxylic acid carbonyl oxygen atom
32 H_O_acd HB 31.782 14.733 Carboxylic acid hydroxyl hydrogen atom
33 O_H_acd OH 41.291 36.891 Carboxylic acid hydroxyl oxygen atom
Amine

34 H_N_amn HB 44.559 7.467 Amine hydrogen atom

35 N_amn N_amn 39.441 47.379 Amine nitrogen atom

36 CHO_N_amn CHO 33.307 13.667 Aminated CH, atom

37 CH1_N_amn CH1 31.777 15.046 Aminated CH; united-atom

38 CH2_N_amn CH2 36.009 12.981 Aminated CH, united-atom

39 CH3_N_amn CH3 31.313 13.650 Aminated CH; united-atom

Amide

40 H_N_amd HB 29.386 14.179 Amide nitrogen-linked hydrogen atom
41 C_amd C=—0 30.320 14.492 Amide carbonyl carbon atom

42 O_amd O0=C 28.316 42.678 Amide carbonyl oxygen atom

43 N_amd N_amd 30.230 37.064 Amide acylated nitrogen atom

44 CHO_N_amd CHO (35.585) (15.614) Amide nitrogen-linked CH, atom (estimated)
45 CH1_N_amd CH1 35.544 19.373 Amide nitrogen-linked CH; united-atom
46 CH2_N_amd CH2 36.828 13.164 Amide nitrogen-linked CH, united-atom
47 CH3_N_amd CH3 34.383 14.305 Amide nitrogen-linked CH; united-atom

17782 | Phys. Chem. Chem. Phys., 2021, 23,17774-17793 This journal is © the Owner Societies 2021


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1cp02001c

Open Access Article. Published on 19 July 2021. Downloaded on 2/10/2026 6:03:21 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

Paper PCCP

Table 4 LJ-types of the proposed GROMOS-compatible force field for the O + N family, along with the final (optimized) values of the associated
LJ parameters. The N5j, = 12 LJ-types are listed along with their usage and the optimized values of the LJ parameters, i.e. the collision diameter ¢ and the
well depth ¢. These LJ-types are invoked in the specification of the Ny = 47 atom types of Table 3. The LJ interaction parameters corresponding to a
non-hydrogen-bonding LJ-type pair are obtained by applying a geometric-mean combination rulet®?133 o the values of ¢ and ¢ associated with the
LJ-types of the two involved atoms. For a hydrogen-bonding LJ-type pair, the alternative values ¢ and ¢ associated with the LJ-types of the two involved
atoms are used instead. The value of Cg is common, so that only ¢ is specified in the table, while & can be deduced as ¢ = £6°/6° (0.359, 0.614, 0.619,
0.619, and 0.504 kJ mol™t for OR, O=C, OH, N_amn, and N_amd, respectively). The hydrogen-bonding LJ-type pairs are those involving a potential
hydrogen-bond donor (OH, N_amn, or N_amd) and a potential hydrogen-bond acceptor (OR, O—C, OH, N_amn, or N_amd). Finally, for third covalent
neighbors, the alternative values o* and ¢* are to be used instead. Note that the ten LJ parameters ¢ and ¢ corresponding to the aliphatic (united-)atom
types CHO to CH3 and to the polar hydrogen atom HB were not subject to optimization, but taken directly from the 2016H66 parameter set.!'? The same
applies to all the o* and ¢* parameters. The ¢ value of OR (between parentheses) is kept identical to ¢ in the absence of parametrization target
(no hydrogen bonding is possible in molecules containing only ether groups). The initial values of the LJ parameters (used to start the optimization) can

be found in ESI, T Table S4

o &

G o* &*
L] type [nm] [k] mol™"] Usage
Carbon
CHO 0.664 — 0.336 0.007 0.406 CH, carbon atom (methanetetryl group)
CH1 0.502 — 0.330 0.095 0.567 CH, carbon united-atom (methanetriyl group)
CH2 0.407 — 0.316 0.411 1.176 CH, carbon united-atom (methylene group)
CH3 0.375 — 0.309 0.867 1.946 CH; carbon united-atom (methyl group)
C=0 0.345 — 0.336 0.326 0.406 Carbonyl carbon atom
Oxygen
OR 0.301 (0.301) 0.287 0.359 1.011 Ether oxygen atom
O0=C 0.296 0.313 0.262 0.857 1.725 Carbonyl oxygen atom
OH 0.287 0.298 0.287 0.776 1.011 Hydoxyl oxygen atom
Nitrogen
N_amn 0.312 0.308 0.298 0.572 0.877 Amine nitrogen atom
N_amd 0.320 0.312 0.298 0.429 0.877 Amide nitrogen atom
Hydrogen
HC 0.223 — 0.223 0.119 0.119 Carbonyl-linked hydrogen atom
HB 0.000 — 0.000 0.000 0.000 Oxygen- or nitrogen-linked hydrogen atom

containing 512 molecules but with all intermolecular interactions
turned off, and in the canonical ensemble at the same temperatures
as the corresponding pureliquid simulations. The friction
coefficient was set to 2 ps ™.

Newton’s equations of motion (MD) or Langevin’s equations
of motion (SD) integrated using the leap-frog
scheme'*"'*® with a timestep of 2 fs. Constraints on all bond
lengths were enforced by application of the SHAKE
procedure™®” with a relative geometric tolerance of 10~°. The
non-bonded interactions were calculated using a twin-range
scheme'*® based on charge-group distances with short- and
long-range cutoff radii set to 0.8 and 1.4 nm, respectively, and an
update frequency of 5 timesteps for the short-range pairlist and
intermediate-range interactions. In the pure-liquid simulations,
the mean effect of the omitted electrostatic interactions beyond
the long-range cutoff distance was reintroduced using a reaction-
field correction.'**'*° The corresponding permittivities are listed
in ESI,{ Table S1.

Additional details about the simulation protocols can be
found in ref. 8. The protocol applied here is essentially the
same, except for the use of a doubled friction coefficient in SD
and a SHAKE tolerance reduced by a factor of ten. These
modifications were found necessary for a better temperature
control in the case of molecules with explicit hydrogen atoms.
The GROMOS-compatible molecular topologies and equilibrated
liquid configurations for the Ny, = 1175 molecules considered

were

This journal is © the Owner Societies 2021

here can be downloaded freely from the internet under ref. 125
(version 1.0).

3 Results and discussion

The evolution of the objective function Q against the iteration
number i is illustrated in Fig. 5. The graph shows both the real
value Q[ at iteration i calculated according to eqn (1) and its
predicted value QP™ calculated based on the simulations at
iteration i — 1 according to eqn (2). After two iterations, the
predicted and real values agree very well, indicating that the
linear approximation is accurate within the chosen trust region
for the parameter variations. During the first three iterations,
the objective function drops sharply. It is essentially converged
after four iterations, and the fifth one brings no further
improvement. The final force field corresponds to iteration
i = 5 and is associated with a value of 1.69 for Q.

The evolution of the Nf,i]m = 102 non-bonded interaction
parameters subject to calibration against the iteration number i
is shown in Fig. 6 and 7 for the L] and EE parameters,
respectively. The largest parameter changes typically occur
within the first three iterations, where the decrease of Q is
most pronounced. However, the magnitudes of these changes
still remain limited. This is not unexpected considering
that the initial values selected to start the optimization
(ESL,t Section S4) are ported from the 2016H66

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17783
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parameter set,""

ably well.

The level of agreement between the optimized force field
and experiment in terms of pj;q and AH,,;, is illustrated in Fig. 8
for both the calibration (top panels) and validation (bottom
panels) sets. The corresponding numerical values can be found
in ESI,T Section S6 (Table S.7). The statistics per compound

and thus already expected to perform reason-
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Fig. 5 Evolution of the predicted and real values of the objective
function against the iteration number during the force-field parameter
optimization. The real value Q/** at iteration i is calculated according to
eqn (1). The predicted value QP™® is calculated according to eqn 2 based
on the simulations at iteration i — 1. The first simulations at i = O using the
initial parameter set leads to a first real value Q5 and a first predicted
value QP The last simulations at i = 5 using the final (optimized)
parameter set leads to the final real value Q= (and a predicted value

Q& which is discarded).
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types is provided in Table 5 and illustrated graphically in Fig. 9
for both the calibration (top panels) and validation (bottom
panels) sets, distinguishing between molecules presenting one,
two, three, or four occurrences of the specific functional group.
In this statistics, two classes of compounds are also considered
separately, namely the non-hydrogen-bonding ones (NHB),
including ethers, aldehydes, ketones, esters, tertiary amines,
and tertiary amides, and the hydrogen-bonding ones (HBD),
including alcohols, carboxylic acids, the other amines, and the
other amides.

Considering all compounds of the calibration set, the
optimized force field has an overall root-mean-square deviation
(RMSD) relative to experiment of 29.9 kg m™ for pyq and
4.1 kJ mol™* for AH,,p. Thus, given the choice of the scaling
factors s, in eqn (1), namely 20 kg m ™~ for pjiq and 1 kJ mol !
for AH,,;, the final value of 1.69 for is dominated by the AH,,,
errors. A similar and somewhat stronger bias is also observed in
the validation set, with final RMSD values of 22.4 kg m ™~ for Pliq
and 5.5 k] mol " for AH,,p. This observation contrasts with the
results of the previous application of CombiFF to the saturated
haloalkanes,® where the contributions of the two types of
observables were of comparable magnitudes, with RMSD values
of 49.8 (27.6) kg m™ for pyq and 2.7 (1.8) k] mol " for AH,,,
over the calibration (validation) set. For the O + N family,
one also observes a tendential underestimation of the
density and overestimation of the vaporization enthalpy,
with average deviations (AVED) relative to experiment of —6.9
(-9.1) kg m ™ for piq and +0.5 (+2.6) kJ mol ' for AHy,
over the calibration (validation) set. The corresponding values
for the saturated haloalkanes® were comparatively smaller in

This journal is © the Owner Societies 2021
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parameter is reported at iteration i. The 18 parameters considered are the collision diameter ¢ and well depth ¢ for 7 non-hydrogen-bonding LJ-types,
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parametrization target (no hydrogen bonding is possible in molecules containing only ether groups). The final force-field parameters are those
corresponding to iteration i = 5 (the values at /i = 6 correspond to proposed changes for a next iteration, and are discarded).

magnitude, namely +1.2 (+5.3) kg m™> for p;q and 0.0 (0.0)
k] mol ™" for AH,,y,.

In both calibration and validation sets, the errors are not
distributed homogeneously across the different chemical
groups. The pj;q values are nearly systematically underestimated,
but the monocarboxylic acids, the amines (except primary), and
the secondary amides present positive deviations instead. The
underestimation is particularly pronounced for the dicarboxylic
acids in the validation set (AVED value of —98.4 kg m °).
Similarly, the AH,,, values are nearly systematically over-
estimated, but a few compound groups in the calibration set
present slightly negative deviations, all below 1.0 k] mol~" in
magnitude except for the diethers, the monocarboxylic acids,
and the primary and secondary amides (down to —2.4 k] mol %).
The overestimation is particularly pronounced for the formic diesters
and the triketones (AVED values of +15.5 and +20.2 kJ mol ',
respectively). For both p;q and AH,,,, the deviations relative to
experiment within a given group of molecules are also seen to nearly
systematically increase upon increasing the number of occurrences
of the functional group in the molecule.

The most prominent outliers of both calibration and validation
sets, namely the 58 molecules (62 simulations) with deviations
larger than 80.0 kg m ™ for py;q and/or larger than 8.0 kJ mol " for
AH,,;,, are discussed in ESI,{ Section S7 (Table S8 and Fig. S4).
Among these 58 molecules, 40 encompass two functional groups
(two notable exceptions being methanol and trimethylamine).
Methanol was also used in the calibration of 2016H66. Similarly
to the results shown here, pjiq and AH,,, are overestimated, but
2016H66 leads to significantly lower errors in terms of pjjq.

Finally, a comparison between the present force field and
the original 2016H66 parameter set''? is presented in ESI,t
Section S8 (Tables S9-S11). After optimization of the non-
bonded interaction parameters, the overall agreement with
experiment is enhanced, although not very pronouncedly.

This journal is © the Owner Societies 2021

Moreover, it is also non-systematic across the different groups
of molecules. In particular, the accuracy enhancement is
most significant for polyfunctional molecules compared to
monofunctional ones, although these molecules still present
comparatively large deviations after the parameter refinement
(see above).

4 Conclusions

In this article, the CombiFF scheme® (Fig. 1) was applied to the
calibration of a GROMOS-compatible united-atom force field
for the O + N family of compounds (Table 2). This force field
relies on 47 atom types (equivalent to EE-types) distributed over
12 LJ-types. The aliphatic (united-)atom EE- and LJ-types are
common with the previously optimized (halo-)alkane force
field.® The calibration of the 102 non-bonded interaction para-
meters was performed here against 579 experimental liquid
densities pjiq and vaporization enthalpies AH,,, concerning 339
small molecules, which represents an observable-to-parameter
ratio of 5.7. A collection of 1133 additional pj;q and AH,,, values
concerning 836 other molecules was used for subsequent
validation, leading to an effective observable-to-parameter
ratio of 16.8. The calibration of the force field required five
iterations, corresponding to about three days of wall-clock
computing time using 408 processors.

The optimized (final) force-field parameters (reported in
Tables 3 and 4, along with ESI, T Table S2) lead to RMSD (AVED)
values of 29.9 (—6.9) kg m ™ for py;q and 4.1 (0.5) kJ mol " for
AH,,,, over the calibration set. The corresponding values over
the validation set are 22.4 (—9.1) kg m > and 5.5 (2.6) k] mol %,
respectively. Considering the two sets together (1175 molecules,
1712 data points), the relevant RMSD values are 24.8 kg m > for
pliq and 4.9 kJ mol ! for AH,,p. This shows that a very good level
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Fig. 7 Evolution of the EE interaction parameters against the iteration number during the force-field parameter optimization. The value of each
parameter is reported at iteration i. The 84 parameters considered are the hardness 5 and electronegativity y for the 42 EE-types subject to optimization,
see Table 3. The final force-field parameters are those corresponding to iteration i = 5 (the values at i = 6 correspond to proposed changes for a next

iteration, and are discarded).

of agreement with experiment can be achieved for the O + N
family using a simple united-atom force field, and that the
overall observable-to-parameter ratio of 16.8 is sufficient to define
an appropriate set of parameters. However, appropriateness does
not imply uniqueness. As observed previously,® the solution
reached upon optimization is essentially unique for the LJ
interaction parameters, but a larger extent of degeneracy is
observed for the EE parameters. This degeneracy leads to a

17786 | Phys. Chem. Chem. Phys., 2021, 23,17774-17793

significant variability in these parameters, whereas the atomic
partial charges themselves are not significanltly affected.’

A more detailed analysis of the errors reveals three main
trends: (i) the residual errors are biased towards larger
discrepancies in terms of AH,,, relative to pjq (compared to
our previous work on haloalkanes,® where the errors were
balanced between the two observables); (ii) the pj;q values are
nearly systematically underestimated and the AH,,, values are
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Fig. 8 Simulated versus experimental properties based on the optimized force field. The results are reported for the calibration set (a and b) and the
validation set (c and d), considering the pure-liquid density p\q and vaporization enthalpy AH,.,. The colors are selected according to the 14 groups of
molecules defined in Table 2. The symbols are selected according to the number of occurrences of the functional group in the molecule. The diagonal
solid lines indicate perfect agreement, and the ranges between the two dashed lines indicate agreement within +80.0 kg m~> for Plgor £8.0 kJ mol~* for
AH,4p (scaling factors s, used in egn (1) multiplied by 4 and 8, respectively). The corresponding numerical values can be found in ESI, Section S6, the
statistics per groups of molecules in Table 5 and Fig. 9, and the information about the main outliers (points outside the ranges defined by the dashed lines

in any of the four panels) in ESI,{ Section S7.

nearly systematically overestimated relative to experiment; (iii)
the deviations nearly systematically increase with the number
of occurrences of the functional group in a molecule. These
observations may result in part from the following three
factors.

First, the AH,,, comparison is likely to be affected by
intrinsically larger experimental and computational errors
compared to the pj;q comparison. Experimentally, the AH,,,
values result from more complicated measurements
(temperature-dependence of the vapor pressure or calorimetry at
the boiling point for AH,,, vs. simple volumetric measurement
for piq), and are potentially also affected by more significant
ambiguities related to the measurement pressure (isochoric
measurement at the vapor pressure of the liquid vs. isobaric
measurement in the presence of an inert gas) and the possible

This journal is © the Owner Societies 2021

need for and/or application of real-gas corrections. Computationally,
the AH,,;, values probe a less local and more collective property
(energetics for AH,,, vs. packing for pyq), and are potentially also
affected by more significant calculation ambiguities (influence of the
treatment of long-range interactions, neglect of the difference in
polarization between liquid-phase and gas-phase molecules when
using a non-polarizable force field).

Second, there appears to be conflicting requirements
imposed by the two types of observables. If a given parameter
variation enhances the tightness of molecular packing, it will
generally also increase the strength of attractive intermolecular
interactions. As a result, one generally expects the changes in
piiq and AH,,, induced by a given parameter variation to be
positively correlated. In the optimized force field proposed here
for the O+N family, a compromise is reached and the residual

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17787
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Table 5 Statistics concerning the discrepancies between simulated and experimental properties based on the optimized force field. The results are
reported for the calibration set (left) and the validation set (right). For selected groups of molecules (Table 2) and numbers m of occurrences of the
functional group in the molecule, the number Nﬁa' of experimental pjq values and the number NS of experimental AH,,p values are reported, along with
the root-mean-square deviation (RMSD) and the average deviation (AVED) between simulation and experiment for both properties. The last three lines
refer to non-hydrogen-bonding (NHB), hydrogen-bonding (HBD), and the entire set (All) of molecules. Considering calibration and validation sets
together (1175 molecules, 1712 data points), the overall RMSD values are 24.8 kg m~ for Piiq and 4.9 kJ mol ™ for AH,4p. The corresponding AVED values
are —8.4 kg m~3and 1.7 kJ mol~?, respectively, and the corresponding mean unsigned deviations are 18.1 kg m— and 3.1 kJ mol™2, respectively. This data

is illustrated graphically in Fig. 9

Calibration Validation
Priq [kg m ] AH,,p, [K] mol ™) Priq [kg m ™) AH,p, [K] mol™']
Code m N RMSD  AVED N, RMSD AVED N RMSD  AVED N RMSD AVED
ROR 1 28 15.7 -13.8 23 1.8 0.5 56 15.4 —14.6 19 1.5 0.1
2 11 37.8 —34.8 12 2.7 ~1.8 28 30.4 —28.2 17 2.1 0.1
3 3 51.5 —485 4 3.5 3.0 6 39.0 —36.9 11 3.7 2.8
4 1 64.2 —-64.2 2 0.6 0.6 3 42.1 —40.7 3 1.5 1.2
1-4 43 28.4 —22.8 41 2.3 0.1 93 24.0 —21.0 50 2.3 0.8
RCOH 1 16 27.3 —9.4 13 1.7 0.6 21 21.9 —16.1 8 9.6 5.2
2 2 50.1 —498 2 7.3 3.8 0 — — 0 — —
1-2 18 30.7 —13.9 15 3.1 1.0 21 21.9 —16.1 8 9.6 5.2
RCOR 1 11 15.2 -84 11 0.9 —0.1 73 12.8 —7.4 49 3.3 2.8
2 3 24.8 —0.5 3 5.1 4.1 11 18.0 —5.2 6 10.5 9.2
3 0 - - 0 - - 1 9.6 —9.6 2 20.2 20.2
1-3 14 17.7 —6.7 14 2.5 0.8 85 13.5 -741 57 5.9 41
HCOOR 1 12 12.2 ~11.3 10 1.6 0.5 4 2.6 —24 3 0.8 0.3
2 1 7.5 -7.5 2 17.6 15.5 0 — — 0 — —
1-2 13 11.9 —11.0 12 7.3 3.0 4 2.6 —2.4 3 0.8 0.3
RCOOR 1 20 24.1 —22.0 19 1.1 0.5 115 21.1 -18.8 70 3.2 1.9
2 6 45.4 —45.3 9 4.9 —0.6 27 37.5 -36.5 38 5.9 2.0
12 26 30.4 —27.3 28 2.9 0.2 142 25.1 —22.2 108 4.3 1.9
ROH 1 33 28.4 —-14.0 32 2.1 —0.2 247 16.1 —3.1 55 5.1 2.3
2 45 34.5 -17.9 12 5.2 2.9 52 21.6 -15.6 10 8.7 0.9
3 5 38.4 —27.0 1 1.9 1.9 1 8.2 —8.2 0 — —
1-3 83 32.5 -16.9 45 3.2 0.7 300 17.2 —5.3 65 5.8 2.0
RCOOH 1 17 12.0 6.3 13 8.0 —2.4 35 17.1 11.7 7 3.1 1.1
2 0 — — 0 — — 5 107.6 —984 4 8.1 6.8
1-2 17 12.0 6.3 13 8.0 —2.4 40 41.3 -2.1 11 5.5 3.2
RNH, 1 34 20.2 —2.0 22 2.1 —0.3 17 14.1 —5.9 9 2.2 0.3
RNHR 1 25 22.0 5.4 19 1.4 —0.5 16 36.2 7.8 10 1.8 0.0
RNR, 1 13 46.1 39.4 12 3.6 3.2 31 25.6 18.4 17 4.9 4.7
RN,* 2 16 57.8 48.1 31 6.1 2.1 9 36.2 28.0 19 8.9 5.1
1-2 88 34.9 15.3 84 41 1.0 73 27.8 11.6 55 6.0 3.3
RCONH, 1 4 15.6 —8.0 4 8.7 —2.0 1 2.2 —2.2 3 9.5 5.9
RCONHR 1 4 10.7 3.4 7 3.1 —1.4 0 — — 0 — —
RCONR, 1 4 8.7 —6.1 2 0.5 —0.1 6 11.6 —9.0 8 12.5 9.6
1 12 12.0 —3.6 13 5.4 —1.4 7 10.8 —-8.1 11 11.8 8.6
NHB — 131 29.0 —12.9 124 3.5 0.9 382 22.3 —14.5 251 5.2 2.7
HBD — 183 30.6 —2.6 141 4.6 0.2 383 22.4 —3.6 117 6.1 2.4
All — 314 29.9 —6.9 265 41 0.5 765 22.4 —9.1 368 5.5 2.6

negative errors for p;;q and positive errors for AH,,, cannot be
relieved by further parameter variations. This situation may
arise from inaccurate experimental data (incompatibility
between pjiq and AH,,, observables) and/or from a lack of
flexibility of the force-field functional form (e.g. limitations of
the L] combination rules or of the EE charge scheme, absence
of explicit electronic polarizability).

Third, the lower force-field accuracy for polyfunctional
compounds may result from a combination of multiple factors:

17788 | Phys. Chem. Chem. Phys., 2021, 23,17774-17793

(i) insufficient number of polyfunctional compounds in the
calibration set (e.g. dicarboxylic acids and triketones are only
included in the validation set); (ii) inaccurate representation of
the conformational properties of the molecules (torsional-dihe-
dral and third-neighbor parameters ported rather crudely from
the 2016H66 force field without reoptimization, see ESI,¥
Fig. S3); (iii) inaccurate representation of the charge transfers
within the molecules (charge transfers in the EE scheme are
only allowed here within charge groups).

This journal is © the Owner Societies 2021
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Fig. 9 Statistics concerning the discrepancies between simulated and experimental properties based on the optimized force field. The results are
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average deviation (AVED, solid bar) in pjiq (@ and c) and AH,,, (b and d) for selected groups of molecules (Table 2) are compared. The successive bars in
each group correspond to compounds containing 1, 2, 3 or 4 occurrences of the functional group. The last three bars refer to non-hydrogen-bonding
(NHB), hydrogen-bonding (HBD), and the entire set (All) of molecules. The corresponding numerical values can be found in Table 5.

Compared to the 2016H66 parameter set,""” the calibration/

validation of which involved 43 monofunctional molecules of
the O + N family, the present reoptimization leads to a general
improvement in terms both py;q and AH.,,, especially for
polyfunctional molecules. However, this improvement is neither
extremely pronounced nor entirely systematic for the monofunctional
compounds. This suggests that the 2016H66 parametrization was
already close to optimal for these 43 compounds.

A key component of the selected force-field representation is
that the atomic partial charges are generated using an EE
scheme, which permits to take into account induction effects.
Thus, the atomic partial charges can change according to the
chemical environment within the considered molecules.
For example, primary, secondary and tertiary alcohols have
different charge sets in the present force field. In contrast, in
the 2016H66 set,'™ the charges were fixed for a given functional
group, irrespective of its chemical environment. This feature is
expected to enhance significantly the model flexibility, especially
when multiple functional groups are present within the same
molecule. However, the requirement to define small neutral
charge groups and the corresponding definitions adopted in
this work still represent a limitation on the representation of
inductive effects. For example, in compounds involving a
carbonyl group, the C,, carbon (united-)atom (i.e. directly attached

This journal is © the Owner Societies 2021

to the carbonyl group) has a charge of zero (which is not the case for
a H,). This is consistent with the charge-group choices made in the
2016H66 set,"** but clearly at odds with chemical intuition.

Generally speaking, a number of the force-field representation
choices made here will have to be addressed again in future work,
and the parameter optimization repeated accordingly. This will
include in particular a reconsideration of: (i) the parameters
that were not reoptimized here, ie. the bond-stretching and
bond-angle bending parameters, the torsional-dihedral and
third-neighbor interaction parameters, and the non-bonded inter-
action parameters of the aliphatic types; (ii) the choice of the
EE- and LJ-type sets, e.g. by introducing distinct LJ-types for
alcohol vs. acid as well as ether vs. ester oxygen atoms; (iii) the
choice of model resolution, i.e. united- vs. all-atom; (iv) the choice
of a combination rule, e.g. geometric-mean vs. others, and its
possible (partial) by-passing; (v) the restriction of EE charge flows
to small neutral charge groups (see above). The latter restriction
could for example be alleviated by using a more general EE scheme®
(see Conclusion section therein) involving damped charge transfers
throughout the entire molecule, applied with a smooth atom-based
truncation of the non-bonded interactions in the simulations.'*?
Efforts are currently in progress along these different lines.

A possible further development of CombiFF would be the
design of a polarizable force field of the fluctuating-charge

Phys. Chem. Chem. Phys., 2021, 23,17774-17793 | 17789
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type,'>*'®® where an on-the-fly EE scheme would incorporate
the effect of the configuration-dependent (i.e. local and
instantaneous) electric potential on the atomic partial charges
of each molecule during the MD simulation (now also including
the J-terms for intramolecular Coulombic effects beyond first-
and second-neighbors). A particularly appealing feature of
this development is that it would not require any additional force-
field parameters, but a mere CombiFF recalibration of the existing
ones under application of the fluctuating-charge scheme.

Work is also in progress to expand the CombiFF calibration/
validation to other chemical families, to polyfunctional
molecules mixing different types of functional groups, and to
the consideration of further thermodynamic, transport, and
dielectric properties of the liquid (as well as properties concerning
the gas and solid phases). In particular, for calibration, it might be
of interest to consider vapor pressures P, in addition to
(or instead of) vaporization enthalpies AH,,, as a target for
probing the intermolecular energetics. The quantity P, is more
readily available experimentally and easier to measure (thus likely
affected by smaller uncertainties). The price to pay is that its
calculation is more difficult than that of AH,,p, as it corresponds
to a free-energy (rather than energy) calculation. In terms of
validation, it will be essential to assess the accuracy of the
CombiFF force fields not only in terms of the optimization
targets pjiq and AH,,,, but also in terms of other properties.
Such an assessment considering both the previously reported
(halo-)alkane force field® and the present O + N force field
has already been performed in terms of nine additional
properties (surface-tension coefficient 7, isothermal compressibility
K, isobaric thermal expansion coefficient ap, isobaric heat capacity
cp, static relative dielectric permittivity ¢, self-diffusion coefficient D,
shear viscosity #, hydration free energy AG,.: and free energy of
solvation AGg,e in cyclohexane). The calculated values of these
additional properties show reasonable to good agreement with
experiment, except for c¢p, D and #, where larger discrepancies are
observed, in large part related to the classical treatment of the
vibrations and the use of united atoms. These results will be
reported in a forthcoming article.
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