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Attosecond pump–attosecond probe
spectroscopy of Auger decay†

Yoel Kissin,a Marco Ruberti, *a Přemysl Kolorenč b and Vitali Averbukha

Attosecond pump–attosecond probe spectroscopy is becoming possible due the development of sub-

femtosecond free electron laser (FEL) pulses as well as intense high-order harmonic generation-based

attosecond sources. Here we investigate theoretically whether these developments can provide access

to direct time-resolved measurement of Auger decay through detection of the total yield of an ionic

decay product, in analogy to the photodissociation product detection in femtochemistry. We show that

the ion yield based measurement is generally possible and in the case of the inner-valence hole decay

can be background-free. Extensive first principles calculations are used to optimise the probe photon

energies for a variety of prototypical systems.

1 Introduction

Upon extreme ultraviolet or X-ray photo-ionisation, an electron
hole can be formed either below or above the double ionisation
threshold. In the latter case (inner shell or inner sub-shell
ionisation), the hole can decay by electron emission in what is
called the Auger effect:1 an outer-shell electron fills the vacancy,
and another outer-shell electron is ionised. The Auger decay is
mediated by electron–electron repulsion and is a basic mani-
festation of electron correlation in nature. Since the electron
hole can be energetically above several doubly ionised states,
the Auger electron spectrum can contain energy separated lines
(in atoms) or bands (in molecules due to vibrational degrees of
freedom) corresponding to each of the open decay channels.
Moreover, a core vacancy can be situated above the triple or
quadruple ionisation threshold, in which case recombination
of an outer shell electron into the vacancy can result in the
simultaneous emission of two or three electrons, in processes
known as double or triple Auger decay.2,3

A primary characteristic of the Auger process is its decay
lifetime, which for light atoms is typically within a few-
femtosecond or sub-femtosecond range. Auger electron spectro-
scopy does not give access to the lifetime if the Auger electron is
coupled to other degrees of freedom exhibiting unbound
motion. Indeed, in such cases, the widths of the peaks in its
energy spectrum reflect energy partition due to this coupling
rather than the lifetime broadening. For example, Auger decay
in molecules with dissociative doubly ionised final states results

in broad bands reflecting the dissociation dynamics.4 In such
cases, time-resolved spectroscopy powered by the availability of
attosecond pulses turns out to be a viable alternative to study
Auger dynamics. Time-resolved spectroscopy of Auger dynamics
is also needed to shed light on some electronic processes that
remain poorly understood, for instance the ultra-fast super-
Coster–Kronig decays,5 where photoionisation and the Auger decay
can occur on the similar time scale, leading one to question the
basic two-step picture of the process, or Coster–Kronig decays in
the inner valence shell in molecules, where multiple overlapping
resonances can lead to rich decay patterns that differ from a
simple exponential decay.

The first time-resolved study of Auger decay, employing
attosecond pump and IR (streaking) probe was conducted by
Drescher and co-workers,6 see ref. 7 for the theoretical analysis.
Although applications of the streaking technique to molecular
photoionisation have been reported,8 the first attosecond streaking
study of molecular Auger decay has been reported only very
recently.9 The suggested alternative approaches to resolving
Auger dynamics include high-order harmonic generation (HHG)
spectroscopy based on the detection of HHG radiation caused by
recombination of a photoelectron with the parent ion undergoing
Auger decay,10 and molecular Auger interferometry.11 These
proposals still await their experimental realisation.

The most straightforward way to observe Auger dynamics in
time would be using the attosecond pump–attosecond probe
capability that has recently become available.12,13 Moreover, the
study of hole migration in molecules shows that the application
of the attosecond pump–probe approach based on the single-
photon laser enabled Auger decay (spLEAD)14–16 can lead to a
background-free measurement based on the detection of a
certain molecular charge state that is produced, independently
of the energy of the product species. It is therefore natural to
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ask whether the same kind of capability can be achieved in the
realm of Auger decay. Here we answer this question theoretically
by considering both core and inner-valence processes in a variety
of atomic and molecular species. We show that the background-
free measurement of Auger decay based on a charge state detection
is possible under some conditions for inner-valence vacancies. We
analyse the optimal conditions for attosecond pump–probe Auger
measurement both in the inner-valence and in the core and
produce specific recommendations for future experimental work.

2 Auger pump–probe scheme

The pump–probe scheme to determine the time evolution of a
decaying electronic system is graphically depicted in Fig. 1. A
short (relative to the Auger lifetime), perturbative pump pulse
ionises an electron from an inner (sub)shell (is) and a second
pulse probes the decaying system selectively. The scheme thus
requires that (i) the probe field photon has sufficient energy
(h�o) to ionise the unstable system in the outer shell (os) before
Auger decay has occurred (see Fig. 1, Ib),

IP(is�1) + h�o Z DIP(is�1os�1) (1)

(ii) The resulting inner-shell–outer-shell-ionised state is able to
undergo further Auger decay to a triply ionised final product,
i.e. the probe excites the initial ionic state to the doubly ionised
state that lies above TIP (see Fig. 1, Ic),

IP(is�1) + h�o Z TIP(os�3) (2)

(iii) the photon does not have enough energy to ionise the
system from the doubly ionised decay product after the Auger
decay (see Fig. 1, IIc),

h�o r Emin[(os�2) - (os�3)], (3)

where the functional Emin returns the lowest-energy dipole-
allowed transition from any of the doubly ionised final Auger
states to any of the triply ionised states that differ from it by
only one hole.

Provided all the above energy conditions are met, production
of the triply ionised species (X3+) by the probe can only be a
result of the probe pulse interacting with the system before it
decays. Therefore, the change in the X3+ yield as a function of
the pump–probe delay grants temporal insight into the Auger
decay dynamics. For molecules that dissociate in high charge
states, the parent (triply ionised) ion yield can be reconstructed
by applying the coincidence17 or covariance mapping18 spectro-
scopy to the resulting fragments.

For a background-free measurement, the energy window defined
by the conditions (i–iii) must be large enough to accommodate the
energy bandwidth of the probe pulse, which in its turn should be
large enough for the pulse to be short relative to Auger lifetime. A
probe pulse duration of at most 0.5 fs and 1 fs (bandwidths of up to
B4 eV) will be required for temporal resolution of inner-valence-
and core-hole systems, respectively.

We assume that the probe pulse electric field has a sech
envelope shape with a time bandwidth product of 1.9782:

f ðtÞ ¼
log 1þ

ffiffiffi
2
p� �

T

 !1=2

cosh �1
2t log 1þ

ffiffiffi
2
p� �

T

 !
(4)

where T corresponds to the Full Width Half Maximum (FWHM)
of the pulse. As this pulse has tails that extend to infinity, we
quantify the bandwidth (do) of the pulse that contains a fixed
proportion (P) of the pulse intensity as follows:

do ¼
8 log 1þ

ffiffiffi
2
p� �

tanh �1ðPÞ
pT

(5)

For example, P = 90% of the intensity of a 0.5 fs pulse is
contained within the bandwidth of do = 4.35 eV. If a smaller
energy window is required due to the constraints in conditions
(i–iii), one can choose a photon energy that is lower than the
minimum energy threshold. For instance, the lower integration
limit o0 for the tail on the right that contains 10% of the pulse

intensity
Ð1
o0 FðoÞj j2do ¼ 0:1, where F(o) is the pulse envelope’s

Fourier transform, is 1.623 eV (from the center of the distribution)
and for the 1% tail the same quantity is 3.394 eV; the difference
between these two quantities is just 1.771 eV. This would mean
that if the system’s energy gap was of this size, approximately 10%
of the probe-ionised population would be above TIP and just 1% of
the decay product in the DI state at the maximum energy threshold
could still be ionised to X3+. A larger energy gap can reduce this
residual X3+ signal even further.

In what follows we will assume initial population of a single
Auger-active state that decays exponentially and will study the
possibility to recover the rate of the exponential decay using the
suggested attosecond pump–probe technique. To this end, we
will model the pump–probe experiment using rate equations
which have proven to be very useful in describing the total
yields of the atomic and molecular charge states in X-ray FEL
experiments, see for example ref. 19 and 20. Generalisation of

Fig. 1 (a) Pump pulse ionises the inner shell electron; (I.b–d) probe pulse
precedes Auger decay and ionises from the outer valence, subsequent
Auger decay produces X3+; (II.b–d) probe pulse follows Auger decay and is
not energetic enough to further ionise the molecule, leaving it in the X2+

state. (III) Pump–probe time-delay dependence of the X3+ yield reflects
the Auger decay time profile.
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the attosecond pump–probe spectroscopy to non-exponential Auger
dynamics requires a coherent quantum mechanical treatment and
will be reported elsewhere. For considering the possible sources of
background, it is important to distinguish between two cases:
(i) where the ionised state lies between the double and triple
ionisation potential (DIP and TIP) so that it can only undergo single
Auger (Coster–Kronig21) decay, as typical for inner-valence holes, e.g.
O(2s), in polyatomic molecules; and (ii) core-hole systems that can
also undergo double Auger decay.

2.1 Inner valence hole decay

We first formulate the rate equations for the case of a single
inner-valence hole state populated by the pump pulse in the
most general case where the energy window dictated by eqn (2)
and (3) may not be large enough to ensure no probe ionisation
of the X2+ final decay product:

dNXþ
is

dt
¼ �NXþ

is
kn þ R1IðtÞð Þ; (6)

dNX2þ
is

dt
¼ NXþ

is
R1IðtÞ �NX2þ

is
kn�1; (7)

dNX2þ

dt
¼ NXþ

is
kn �NX2þR2IðtÞ; (8)

dNX3þ

dt
¼ NX2þR2IðtÞ þNXþ

is
kn�1: (9)

Here, NXþ
is

is the population of the initial sub-shell (inner-valence)

hole state, NX2þ
is

is the population of the DI (inner-outer-valence

ionised) state, and NX2+ and NX3+ are the populations of the stable
final X2+ and X3+ states; I(t) is the normalised intensity envelope
function of the probe pulse centred at t = t� t0 for a time delay of t0

[cf. eqn (4)], R1 and R2 are the ionisation rate coefficients from the
inner-valence-hole state and the final Auger decay states (X2+),
respectively, and kn is the Auger decay rate for n electrons in the
valence. In the fully detailed description, every ionisation state
consists of a series of individual quantum states, each possessing
their own ionisation and/or decay rate. Here we are not interested
in such individual state populations, which can only be reliably
computed using fully coherent time-dependent Schrödinger
equation approach, but rather in the total population of the
singly, doubly and triply charged states. Therefore, the decay
rates and photoionisation rate coefficients in eqn (6)–(9) should
be thought of as averages over the individual quantum states
contributing to these ionic populations. Furthermore, we
assume that the pump pulse is chosen such that the shake-up
and shake-off populations are negligible, as is the effect of the
post-collision interaction (PCI). These effects will be considered
in Section 4. The scheme of the transitions described by the rate
eqn (6)–(9) is given in Fig. 2.

Approximating the envelope function of the probe pulse with
I(t) = d(t), we obtain the final populations N1Xmþ ¼ NXmþðt!1Þ

� �
as a functions of the time delay as:

N1X2þ ¼ N0
Xþ
is
1� R1 exp �knt 0½ � � R2 1� exp �knt 0½ �ð Þ½ � (10)

N1X3þ ¼ N0
Xþ
is
R1 exp �knt 0½ � þ R2 1� exp �knt 0½ �ð Þð Þ (11)

where N0
Xþ
is

is the inner-valence-hole population at t = 0. The R2 rate

coefficient is defined as the proportion of final doubly ionised
states that can still be ionised by the probe multiplied by the
ionisation rate for these states; if the energy gap is wide enough,
this parameter will be zero and the X3+ yield will be background
free, if it is not, there will be a residual signal proportional to R2.
Even for the latter case, the X3+ (and also X2+) population will
depend exponentially on the time delay, allowing one to recover
the Auger decay rate from the attosecond pump–probe measure-
ment of the total ion yield.

In order to demonstrate the viability of the proposed pump–
probe scheme, we consider O 2s Coster–Kronig decay in the
urea molecule CO(NH2)2. The relevant energies of urea at
equilibrium geometry are shown in Fig. 3 (all ab initio calcula-
tions performed in this paper use the extended second-order
algebraic diagrammatic construction [ADC(2)x, also known as
ADC(2)-E] schemes for the singly, doubly and triply ionised
states,22–24 see Section 3 for the geometries and the basis sets).
Our pump pulse of B30 eV central frequency can also populate
the nitrogen Auger active hole (shown in purple), but these
initial states are either incapable of resulting in an X3+ final
state for the chosen probe photon energy, or have negligible
pole strengths (see Fig. 3). The possible intermediate O 2s-ov-
ionised states that can then be populated by the probe are
shown in Fig. 3 in blue. There is a high density of such states on
either side of the TIP at 51.20 eV, so a probe energy that is
energetic enough to reach the TIP will reliably populate Auger
active intermediate states, satisfying the condition of eqn (2).
The probe photon energy must be chosen to be at least
21.57 eV in accordance with eqn (1). The upper limit on
the photon energy (solid black arrow) for urea is determined
by the lowest-energy one-electron dipole-allowed transition

Fig. 2 Transition scheme of the attosecond pump–attosecond probe
experiment for the inner-valence ionisation case, not taking into account
shake-up and post-collision interaction effects. The scheme corresponds
directly to the rate eqn (6)–(9).
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(51.71 � 27.20 eV = 24.51 eV) from the doubly ionised final
Auger states to triply ionised states that differ by only one hole.
We therefore arrive at the probe photon energy window of
24.51 � 21.57 = 2.94 eV.

The probe energy bandwidth for a duration of 0.5 fs is
superimposed on Fig. 3 for a photon energy below the mini-
mum, such that 10% of the pulse intensity lies above the
threshold of eqn (3). The equivalent percentage of Auger final
states that the pulse ionises for this energy gap is just 0.079%,
such that the resulting X3+ background is negligible. It should
be borne in mind that fast Coster–Kronig decay processes can
require shorter probe pulse durations: for a 0.25 fs duration,
the residual X3+ signal is almost 10 times higher at 0.62%.

2.2 Single state core hole decay

For the core-hole states, the X3+ yield within the proposed
scheme receives contributions from two pathways: single Auger
decay (SA) from the core-valence doubly-ionised state produced
by the probe and double Auger decay (DA) from the core-ionised
state, and is therefore a priori not background free. The prob-
ability ratio between single and double Auger decay is between
5–20% for atoms and small molecules.25 A fitted trend, reported
in ref. 25, shows that the double Auger decay probability P(DA)
has a linear dependence on the number of closest neighboring
valence electrons Nve of the form P(DA) = 0.415Nve + 5.46.

Besides the double Auger background, the X3+ yield in core-
ionised systems can be further compromised by photo-ionisation
of the intermediate states of the sequential double Auger decay. On
the other hand, the effect of shake-off or shake-up caused by the
pump photo-ionisation and the PCI recapture of the probe photo-
electron by the Auger electron can be eliminated by carefully

choosing the energy of the pump and probe photons; see Section 4
for detailed discussion.

We illustrate the core-hole pump–probe spectroscopy using
the O 1s decay in CO, see Fig. 4. The targeted Auger active state
is at 540.38 eV above the ground state of the neutral at the
equilibrium bond length of the molecule. The nearest inter-
mediate core-valence-ionised state dictates the minimal probe
energy of 26.76 eV (solid red arrow). The upper limit on the
photon energy (solid black arrow) is 35.04 eV (see eqn (3)). This
leaves an ample energy window of 8.24 eV, enough to accom-
modate the bandwidth of the 1 fs probe pulse, short on the time
scale of the Auger decay.

We now formulate the core-hole state’s rate equations
(assuming the energy of the initial state lies above the QIP),
taking all possible decay pathways into consideration. The
possibility of sequential double or triple Auger decay depends
on the partial widths of the preceding stage(s) of decay: for
example, if the normal Auger decay of a core-hole leads to a
final state with energy above TIP, then a further decay to X3+

will be energetically allowed. Moreover, if the energy of the
excited doubly charged ion after the first stage of decay remains
above QIP, then a further two sequential decay processes can
occur resulting in the X4+ species, provided that the first of
these two decays keeps the ion energy above QIP (otherwise it
will reach the X3+ final state).

We subdivide the NX2+ population into the following categories:
NX2þ

C
is the population of the X2+ system where the initial Auger

active core-hole is still present (denoted by C) and there is an
additional hole in the valence caused by the ionising probe pulse;
NX2þ

Q
and NX2þ

T
refers to the system where the core-hole has moved

to a hole of lower energy, but the ion’s overall energy remains above
the QIP threshold or between the TIP and QIP threshold, respec-

tively; and NX2+ refers to the system’s final state where the two holes
are both in the valence and the system is no longer energetically
capable of further decay (the total ion energy is therefore below TIP).
In a similar vein, we differentiate the X3+ population into the
sub-population NX3þ

Q
where the total ion energy is above QIP

Fig. 3 ADC(2)x calculated ionisation energies and pole strengths of urea
molecule. Electronic states legend: inner-valence-ionised states in the
25–35 eV region are orange lines for O 2s and purple lines for N 2s; inner-
outer-valence-ionised states (where inner valence is O 2s) above 45 eV are blue
lines; triply ionised states in the outer valence region are red dashed lines;
doubly ionised Auger decay products below 30 eV are black dashed lines. The
thick dashed black and red lines denote the specific states that define the
lowest-energy critical transition for the probe, see eqn (3). The lower and upper
limits on the probe photon energy are denoted with solid red and black arrows,
respectively. The dashed arrows and associated probe energy bandwidths
(0.5 fs pulse duration) show the probe transitions. DIP and TIP are labeled.

Fig. 4 Energies and pole strengths of different states for the CO mole-
cule, and energy windows; set out in the same scheme as Fig. 3. The probe
energy bandwidths correspond to a 1 fs pulse duration.
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(and therefore still capable of further decay to the X4+ species), and

the final decay product of NX3+.
As well as the possible sequential Auger decay processes that

can occur between the populations delineated above, there is
also the possibility of simultaneous double Auger decay occur-
ring where the two electrons share the available energy with a
continuous distribution. This latter event can only happen to
the initial state or the NX2þ

Q
population; the latter’s total ionic

energy is above the QIP threshold, thus enabling the decay
process NX2þ

Q
! NX4þ to take place.

We define the ionisation rate coefficient from the core-hole
as R1, the ionisation rate coefficient from the X2+ species with

total energy above TIP NX2þ
T

� �
and QIP NX2þ

Q

	 

as R2 and R3,

respectively, and the ionisation rate coefficient from the X3+

species with total energy above QIP NX3þ
Q

	 

as R4. The rate

equations governing the core-hole decay are then given as:

dNXþ
C

dt
¼ �NXþ

C
kS;nC�Q þ kS;nC�T þ kS;nC�D þ kD;nC�Q þ kD;nC�T þ R1IðtÞ
� �

(12)

dNX2þ
C

dt
¼ NXþ

C
R1IðtÞ �NX2þ

C
kS;n�1C�Q þ kS;n�1C�T þ kD;n�1C�Q

� �
(13)

dNX2þ
Q

dt
¼ NXþ

C
kS;nC�Q �NX2þ

Q
kS;n�1Q�Q þ kS;n�1Q�T þ kD;n�1Q�Q þ R2IðtÞ
� �

(14)

dNX2þ
T

dt
¼ NXþ

C
kS;nC�T �NX2þ

T
kS;n�1T�T þ R3IðtÞ
� �

(15)

dNX2þ

dt
¼ NXþ

C
kS;nC�D (16)

dNX3þ
Q

dt
¼ NX2þ

Q
kS;n�1Q�Q þ R2IðtÞ
� �

þNXþ
C
kD;nC�Q

þNX2þ
C
kS;n�1C�Q �NX3þ

Q
kS;n�2Q�Q þ R4IðtÞ
� � (17)

dNX3þ

dt
¼ NX2þ

T
kS;n�1T�T þ R3IðtÞ
� �

þNX2þ
Q
kS;n�1Q�T þNXþ

C
kD;nC�T þNX2þ

C
kS;n�1C�T

(18)

dNX4þ

dt
¼ NX3þ

Q
kS;n�2Q�Q þ R4IðtÞ
� �

þNX2þ
Q
kD;n�1Q�Q þNX2þ

C
kD;n�1C�Q

(19)

I(t) is the probe pulse envelope that is centered on t = t� t0 for a
time delay of t0. All the relevant Auger decay rates are desig-
nated as k; the superscript specifies the type of Auger decay
(single or double) and indicates the number of valence

Fig. 5 Transition scheme of the attosecond pump–attosecond probe experiment for the core ionisation case, not taking into account shake-up and
post-collision interaction effects. The scheme corresponds directly to the rate eqn (12)–(19).
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electrons (where n corresponds to the neutral species), and the
subscript denotes the specific transition type: Q, T and D
means that the unstable hole is in a position such that the
total ion energy is above the specified threshold (QIP, TIP and
DIP, respectively) but below the next ionisation threshold, and
subscript C denotes populations of the states with the original
Auger active core-hole present. So for instance: kD,n�1

C–T refers to
the simultaneous double Auger decay rate (D) from an ion with
one valence hole (n � 1). The specific transition that this rate
determines (C–T) is from the initial core-state to a state where
the total ion energy is above TIP but below QIP. The possibility
of simultaneous triple Auger decay is not considered in this
model, as its rate is about two orders of magnitude smaller
than the double Auger rate.3 The scheme of the transitions
described by the rate eqn (12)–(19) is given in Fig. 5.

The equations above assume that the probe cannot affect the
final populations of NX4+, NX3+ and NX2+, but will ionise all states
that can still decay, e.g. X2+ final Auger states that lie above TIP.
There is a broader assumption: the probe has insufficient energy
to shift the ion’s energy from lying above one potential threshold
(TIP) to another (QIP). This assumption can actually be relaxed,
which requires the addition of an extra term to eqn (16)

�NX2+R5I(t) (20)

where the quantity R5 includes the proportion of the final X2+

decay product that can be probe-ionised above the TIP thresh-
old. This term would also need to be added to eqn (18) with the
opposite sign. A similar adjustment can also be made to the X3+

population term in eqn (18)

�NX3+R6I(t) (21)

where R6 includes the proportion of the final X3+ decay product
that can be probe-ionised above the QIP threshold, and this
term must likewise be added to eqn (19) with the opposite sign.
However, core-hole systems tend to have longer decay time
constants than inner valence systems, so a longer probe pulse
duration can be afforded with a smaller energy bandwidth.
Additionally, the core-hole energetics are usually more favour-
able for large energy gaps. For these two reasons, we can in
general safely assume that the photon energy constraints are
met in their entirety and R5 and R6 in the extra terms eqn (20)
and (21) respectively, can be set to zero.

We therefore have nine single Auger decay rates and
four double Auger decay rates to be determined in principle.
However, we are actually interested in the total decay rate from
the initial state, defined as the sum of the partial rates given in
eqn (12):

kn
C–t = kS,n

C–Q + kS,n
C–T + kS,n

C–D + kD,n
C–Q + kD,n

C–T (22)

Approximating the envelope function of the probe pulse as
d(t), we determine the calculated end population for N1

X2þ ¼
NX2þðt!1Þ to be

N1X2þ ¼ N0
Xþ
C

kS;nC�D
knC�t

1� R1 exp �knC�tt 0
� �� �

(23)

The end population for N1
X3þ ¼ NX3þðt!1Þ is

N1X3þ¼N0
Xþ
C

kS;n�1Q�T kS;nC�Q
kn�1Q�t�knC�t

1

knC�t
� 1

kn�1Q�t

(
�R1

exp �knC�tt 0
� �
knC�t

	

�
exp � knC�tÞ�kn�1Q�t

� �
t 0

h i
kn�1Q�t

exp �kn�1Q�tt
0

h i1A

�R2

exp �knC�tt 0
� �

�exp �kn�1Q�tt
0

h i
kn�1Q�t

0
@

1
A
9=
;

þN0
Xþ
C

kS;n�1T�T kS;nC�T
kS;n�1T�T �knC�t

1

knC�t
� 1

kS;n�1T�T

(

�R1

exp �knC�tt 0
� �
knC�t

�
exp � knC�t�k

S;n�1
T�T

� �
t 0

h i
kS;n�1T�T

0
@

�exp �kS;n�1T�T t 0
h i�

�R3

exp �knC�tt 0
� �

�exp �kS;n�1T�T t 0
h i

kS;n�1T�T

0
@

1
A
9=
;

þN0
Xþ
C
R3

kS;nC�T
kS;n�1T�T �knC�t

exp �knC�tt 0
� �

�exp �kS;n�1T�T t 0
h in o

þN0
Xþ
C

kD;nC�T
knC�t

1�R1exp �knC�tt 0
� �� �

þN0
Xþ
C

kS;n�1C�T
kn�1C�t

R1exp � knC�t�kn�1C�t
� �

t 0
� �

exp �kn�1C�tt
0� �

(24)

The resulting expression for the N1
X3þ yield does not exhibit a

simple exponential decay due to the competing triple ionisation
pathways unaccounted for by the simple scheme in Fig. 1.
However, there is only one path that contributes to the N1

X2þ

yield, and its final population as a function of the probe time
delay has a simple exponential time dependence revealing the
system’s total decay rate, which we aim to measure.

As mentioned earlier, the requirement of the upper limit on
the photon energy can be relaxed for the core-hole system; as
long as there is some subset of final doubly ionised states that
cannot be further ionised by the probe, even if some can be
ionised to X3+ states, the N1

X2þ population will still exhibit the

same simple exponential dependence. In such a case, and using
eqn (20), we modify eqn (23) to

N1X2þ ¼ N0
Xþ
C

kS;nC�D
knC�t

1� R5 � ðR1 � R5Þ exp �knC�tt 0
� �� �

(25)

As in eqn (20), (R5) is the ionisation rate coefficient from N1
X2þ

and is defined as the proportion of final DI states that can still
be ionised by the probe multiplied by the ionisation rate
coefficient for these states. The difference between R1 and R5

must, however, be large enough for the measurement of kn
C–t to

remain feasible.
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In Fig. 6, we show the time-delay dependence of the
N1

X3þ and N1
X2þ quantities, obtained by solving numerically

eqn (12)–(19) for a 0.1 fs (FWHM) duration sech probe pulse
and a variety of kn

tot values within the 0.1–1.0 fs�1 range,
as well as the analytical exponential solution of eqn (23). It
can be seen that the latter, at time-delays sufficiently large
for the whole probe pulse to occur after the pump ionisation
event (t = 0), agrees well with the corresponding numerical
solution.

Although there is a large background for the measurement
of N1

X2þ , the extent of variation on this signal is equivalent to

the probe’s ionisation rate coefficient R1 on the core-hole
population (or R1 � R5 for the case described by eqn (25)) as
can be seen by the dashed curve in Fig. 6. R1 is dictated by the
intensity of the laser pulse and should be chosen as large
enough to enable accurate experimental measurement of the
variation of the signal over the background, but not too large so
as to activate multi-photon transitions. An estimated value for
the ionisation rate coefficient as low as 1% should suffice to
accurately measure the variability of the yield based on the
sensitivity of current experimental methods and their high
collection efficiency.

3 Ab initio calculations of the energy
window for the probe pulse

The idea of the pump–probe scheme introduced in this study is
general and non-system-specific. Comparison of the energetic
constraints (1) and (3) shows that the available photon energy
window is up to the order of Coulombic repulsion between the

charge clouds of two outer-valence holes, or 1/R, where R is of
the order of the chemical bond length:

DIP is�1os�1
� �

� IPðis�1Þ � �ho � Emin ðos�2Þ ! ðos�3Þ
� �

IP os�1
� �

þ 1

R
� �ho � IP os�1

� �
þ 2

R

(26)

where we assume that the coulombic repulsion between the
outer valence holes in the triply ionised state is roughly three
times larger than in the doubly ionised state. This very crude
electrostatic model leads us to expect the energy windows of up
to 10 eV, with the probe frequencies in the range of B20–30 eV
for molecular systems. One could argue that in very large
molecules, the energy window can close, since it would always
be possible to ionise a large molecule at a location very distant
from the localisation of the outer-valence holes of the final
Auger state. For such very large systems, however, measure-
ment of the Auger lifetime will be problematic already because
of the difficulty in resolving the initial core vacancy, unless it
belongs, for example, to a uniquely present hetero-atom.
Instead, one should be able to infer the Auger lifetime in such
or another chemical environment using much smaller ‘‘model’’
compounds for which our proposed pump–probe technique
would be suitable. In this case, the additional inter-atomic
contributions can be taken into account analytically.26

In order to estimate the energy gap for the probe photon for
a representative series of inner-valence- and core-ionised systems,
we apply the extended second order ADC(2)x methods for the
singly, doubly and triply ionised closed-shell systems.22–24 The
second-order ADC schemes are the highest-order ones in the ADC
hierarchy which have been developed for single, double and triple
ionisation and therefore represent the obvious consistent choice of
the approximation level within the ADC hierarchy. While the
absolute accuracy of the second-order ADC schemes is only
moderate, in analogy with the related MP2 method for the ground
state, the differences between ADC(2)x energies are expected to be
far more precise due to error cancellation. For example, benzene
Auger spectrum calculation involving a large number of doubly
ionised final states shows that the second-order ADC energy
differences are within 0.3 eV or less from the true (experimental)
values.27 In the present work we are interested in the energy gaps
for the probe photon energies, therefore in energy differences. The
ADC(2)x energy gaps calculated at the equilibrium geometries of
the neutral systems are given in Table 1. All of the predicted energy
gaps in are well within the expected accuracy of the ADC(2)x energy
differences and, with the exception of CIF+ (F 2s�1) and CH3F+

(F 2s�1), can comfortably contain the energy bandwidth of a pulse
with duration on the order of 0.5–1 fs. The technical details of the
calculations are provided in Table 1.

4 Post-collision interaction and
shake-off/shake-up effects

We now consider the influence of shake-off/shake-up effects
and of the PCI on the proposed attosecond pump–attosecond

Fig. 6 The final yield (measured as a percentage of the no-probe yield on
the left axis and in absolute terms on the right axis) of the ionised
decay products (a) NX3+, and (b) NX2+, as a function of the pump–probe
delay. The ionisation rate coefficients in eqn (12)–(19) are assumed to be:
R1 = 20%, R2 = 15%, R3 = 10%, R4 = 10% and the probability of (direct and
sequential) double and (sequential only) triple Auger are set to 24.5% and
0.5% of the single Auger probability. Different curves correspond
to distinct kn

tot values within the 0.1–1.0 fs�1 range. The numerical
results model the probe pulse as a 0.1 fs (FWHM) duration sech pulse.
The solution of eqn (23) for kn

C–t = 0.1 fs�1 is shown in (b) by the
dashed line.
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probe experiment. Various excitation processes can occur during
atomic inner-shell photo-ionisation, where the final state com-
prises a removed core electron and the excitation of further
electrons to either excited bound states (shake-up) or to the
continuum (shake-off). These processes leave their mark as satel-
lites in the Auger electron and photoelectron spectra.32

The photoelectron deriving from an inner-shell photo-
ionisation process can be recaptured after the subsequent
Auger decay of the system (PCI) due to energy exchange with
the fast Auger electron and interaction with the Coulombic
field of the dication.33,34 This can be understood by separating
the interactions into delineated stages as in a classical model;
we have a system that is impacted with a projectile (photon or
electron) that ejects an electron from the system with excess
energy. The system then relaxes with the additional energy
carried away by the Auger electron. If the first electron has lower
energy than the latter, then it initially sees a singly-charged ion as
the Auger electron is screening the dication. When it is overtaken
by the Auger electron it slows in the stronger potential of the
dication; simultaneously the Auger electron is now shielded from
the dication and subsequently gains in energy. This effect is
detectable in the Auger spectrum. It is possible for the overtaken
electron to be recaptured by the dication.35,36 An approximate
formula for the recapture probability P(Eex), where Eex is the
excess energy of the slow photoelectron, is found37 to be

P(Eex) = 1 � exp[�G/Eex] (27)

where G is the linewidth of the Auger transition.
In our model, we take the possibility of shake-off into

account by assuming that the populations of the charge states
are initialised (by the pump probe) with a factor G for the inner-
shell-hole state and (1 � G) for the inner-shell-valence-hole
state, and we consider the shake-off initial population NX2þ

is;s

separately from the NX2þ
is;p

population (that derives from the

probed inner-shell-hole NXþ
is

).

Furthermore, the possibility of the probe photoelectrons to
be recaptured due to PCI is included through the parameter Fp,
which denotes the proportion of probe photoelectrons that are
not recaptured by the Auger electron. We assume that the pump
photon can be chosen to ensure that the pump photoelectron
has sufficient excess energy to preclude its recapture. We
introduce a further quantity Fs which denotes the proportion
of shake-off photoelectrons that are not recaptured by the
Auger electron (this will be in general different to Fp). We can
assume that the shake-off electron does not measurably inter-
act with the probe photoelectron, and the pump photoelectron
can always be chosen to have greater excess energy than the
probe photoelectron to ensure that these do not interact either.

Post-collision recapture from an initial (is–os) state takes
place in two stages: (a) decay from NX2þ

is
! NX3þ and (b) recapture

NX3+ - NX2+. We simplify this in the model by assuming that both
stages happen simultaneously, as we are not concerned with the
time dynamics of this process. The shake-off state NX2þ

is;s
can be

further ionised by the probe in proportion R3 to the final state NX3+,
which can no longer decay as it is below QIP for inner-valence
systems. The updated rate equations for the inner-valence system
are therefore as follows:

dNXþ
is

dt
¼ �NXþ

is
kn þ R1IðtÞð Þ (28)

dNX2þ
is;s

dt
¼ �NX2þ

is;s
kn�1 þ R3IðtÞ
� �

(29)

dNX2þ
is;p

dt
¼ �NX2þ

is;p
kn�1 þNXþ

is
R1IðtÞ (30)

dNX2þ

dt
¼ NXþ

is
kn þ ð1� FpÞNX2þ

is;p
kn�1

þ 1� Fsð ÞNX2þ
is;s
kn�1 �NX2þR2IðtÞ

(31)

Table 1 A sample of common inner-valence- and core-hole excited atomic and molecular systems with the available energy window for the probe
pulse where the lower limit is given in eqn (1) and (2) and the upper limit is given in eqn (3). The results for CO and urea are determined for the scenarios
detailed in Fig. 3 and 4, where specific poles are targeted. All energies are in units of eV and data is obtained from ADC(2)x calculations. * without
h-functions; ** without g-functions

System Geometry ADC(2)x basis set Lower limit Upper limit Gap

Core-hole systems
Xe+ (4d�1) N/A cc-pwCV5Z-PP 22.70 29.13 6.43
Ar+ (2s�1) N/A cc-pwCV5Z 30.84 39.01 8.17
Ne+ (1s�1) N/A cc-pwCV5Z 50.04 62.13 12.09
CO+ (C 1s�1) 1.1283 Å cc-pVQZ 28.86 35.04 6.18
CO+ (O 1s�1) 1.1283 Å cc-pVQZ 26.80 35.04 8.24
C6H5NO+ (N 1s�1) 6-31G** cc-pVTZ 14.86 17.28 2.42

Inner-valence-hole systems
CIF+ (F 2s�1) 1.6283 Å Aug-cc-pCV5Z 33.14 33.58 0.44
CH3F+ (F 2s�1) 28 Aug-cc-pCV5Z 32.36 32.98 0.61
C2H5F+ (F 2s�1) 29 Aug-cc-pVTZ 24.18 26.40 2.22
HCOO (O 2s�1) CCD/6-31G(2df,p) Aug-cc-pCV5Z* 13.18 20.36 7.18
Glycine+ (O 2s�1) GlyI conformer30 Aug-cc-pCVQZ** 15.52 20.31 4.79
Glycine+ (N 2s�1) GlyI conformer30 Aug-cc-pCVQZ** 23.15 25.34 2.19
Urea+ (O 2s�1) C2v, CCSD(T)/aug-cc-pVQZ cc-pVTZ 21.56 24.51 2.95
Furan+ (O 2s�1) 31 cc-pVTZ 17.42 21.91 4.49
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dNX3þ

dt
¼ NX2þR2IðtÞ þ FpNX2þ

is;p
kn�1

þ FsNX2þ
is;s
kn�1 þNX2þ

is;s
R3IðtÞ

(32)

The modified transition diagram including the PCI effect is given
in Fig. 7.

We solve the rate equations by approximating the pulse with
I(t) = d(t) to obtain the final population of the X2+ charge state,

N1X2þ ¼ N0
Xþ
is
G 1� R1 exp �knt 0½ �ð Þ½ þ ð1� FpÞGR1 exp �knt 0½ �

þ ð1� FsÞð1� GÞ 1� R3 exp �kn�1t 0
� �� �

� R2G 1� exp �knt 0½ �ð Þ

� R2ð1� FsÞð1� GÞ 1� exp �kn�1t 0
� �� ��

(33)

and the X3+ charge state,

N1X3þ ¼ N0
Xþ
is
Fsð1� GÞ 1� R3 exp �kn�1t 0

� �� ��
þ FpGR1 exp �knt 0½ �

þ R2G 1� exp �knt 0½ �ð Þ

þ R2ð1� FsÞð1� GÞ 1� exp �kn�1t 0
� �� �

þ ð1� GÞR3 exp �kn�1t 0
� ��

(34)

We now have two exponents in the final population expressions:
all terms proportional to exp[�kn�1t0] derive from the NX2þ

is;s
shake-

off population which decays at the rate kn�1 before the probe
interaction time of t0. Hence, we retrieve the original single
exponent dependence by ensuring that the shake-off population
produced by the pump photon is negligible (G = 1).

The PCI and shake-off modification for the X2+ final population
given in eqn (33) also applies to the expression in eqn (25) for the
X2+ final population of the core-hole state, as in both cases this

population is only coupled to the initial state and the probe-
ionised initial state. We can therefore similarly retain the single
exponent dependence by ensuring that there is no shake-off for
core-hole systems. As an example, for the case of argon 1s
ionisation, a value of the excess (above threshold) energy of the
pump-photon lower than B30 eV is sufficient to ensure that there
is no Auger satellite-group intensity corresponding to shake-off,
even from the outer valence 3p orbital.32

Although shake-up does not directly affect the charge state
populations, it is nevertheless problematic for two reasons: (i) it
can reduce the size of the probe photon energy window by
lowering the energy threshold for ionising the final X2+ state
[see eqn (2)] as this species may have an electron occupying a
Rydberg state, and (ii) the measured decay time may corre-
spond to the excited shake-up state, which could be different to
the true decay time of the ground inner-shell-hole state.

For the argon 1s example, the energy threshold for 1s
ionisation accompanied by 3p - 4p shake-up is B15 eV. It is
therefore simple to ensure that the pump photon is chosen to
keep the excess energy of the photoelectron below this limit,
thereby removing the possibility of shake-up and shake-off (and
the consequent possibility of recapture of the shake-off elec-
tron). For inner-valence systems such as urea (see Fig. 3), the
allowed excess energy of the pump photoelectron should be
kept within B20 eV.

As mentioned above, the pump photoelectron should also
have enough excess energy to preclude its recapture by the ion
after Auger decay. As indicated in the empirical formula given
in eqn (27), this condition can in general be met with an excess
of just B5 eV (for Auger decay times on the order of B10 fs)
regardless of the precise energy of the Auger electron (see
ref. 36 and 38). This is because the two electrons have energies
of different orders of magnitude, so their interaction is minimal. The
dicationic field after the decay is insufficient to capture the photo-
electron provided the latter has this threshold energy value. For
faster Auger decay times, higher excess energy for the pump photo-
electron will be required to prevent recapture from taking place.

The probe photoelectron poses a more serious problem with
regards to recapture, as the energy window imposes narrow
constraints on the choice of probe photon energy. For the core-
hole system there is in general an energy window of sufficient
size to allow for an excess probe photoelectron energy of 5 eV.
As an example, the CO molecule discussed above has an energy
gap of 8.24 eV. Conversely, for inner-valence systems we can be
forced to use probe photon energies at the ionisation threshold,
making the very slow probe photoelectron vulnerable to recapture.
However, the Auger electron produced by the decay of inner-
valence systems typically has very low energy as well – equivalent
to the difference between the targeted inner-outer-valence-ionised
state and the TIP threshold that lies directly below (see ionisation
energies and pole strengths of urea molecule in Fig. 3). The PCI
effect in this regime will be influenced by the electron–electron
interaction and the probability of recapture may (depending on the
system) be non-negligible.

Thus, by careful choice of the pump photon (which will be in
general system-dependent), we can ensure that G and by

Fig. 7 Transition scheme of the attosecond pump–attosecond probe
experiment for the inner-valence ionisation case including the effect of
the electron recapture due to post-collision interaction. The scheme
corresponds directly to the rate eqn (28)–(32).
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extension Fs are set to unity. The final state populations conse-
quently differ from the original rate equations by the term on the
second line in eqn (33) for the N1

X2þ population and by the term on

the second line in eqn (34) for the N1
X3þ population. This distinc-

tion simply modifies the signal that we propose to measure in the
inner-valence case by a factor of Fp, which can be ascertained for a
given system and chosen probe energy. The equations for the core-
hole case can remain unchanged from the original model, pro-
vided we ensure that the probe photon gives the resulting photo-
electron enough excess energy (but less than that of the pump
photoelectron) to preclude recapture by the dication.

5 Conclusion

In this work, we have introduced and explored the efficacy of the
ion-yield-based attosecond pump–attosecond probe scheme for
the investigation of the Auger decay dynamics in atoms and
molecules. The proposed scheme has been demonstrated to be
applicable to the determination of the lifetimes of isolated
resonance states decaying due to the Auger effect. However, the
constraints arising for such a measurement are not related to the
exponential characters of the time evolution, and any type of
decay, exponential or non-exponential, should be amenable to
the suggested pump–probe scheme, provided it is not too fast for
being interrogated using a probe pulse with the central frequency
within the energy window dictated by the constraints (1)–(3).

We have shown that in inner-valence-hole systems it is in
principle possible to map these dynamics onto the background-
free total yield of the X3+ ions that is modulated only by the PCI
effect. For core-hole systems, on the other hand, triply charged
state measurement is not background-free because of double
Auger decay. Moreover, a detailed analysis shows that the
pump–probe delay variation of the X2+ (rather than X3+) yield
provides the best diagnostics for the temporal evolution of the
core-hole. Therefore, appropriate choice of the pump and the
probe pulse frequencies eliminates the need in an energy-
resolved measurement. However, coincident detection or cov-
ariance mapping spectroscopy of the fragment ions may be
needed to detect the yields of the unstable X2+ and X3+ systems.

The generality of the proposed attosecond pump–attosecond
probe spectroscopy has been confirmed by extensive ab initio
calculations on representative set of atoms and molecules. Our
theoretical results underscore the usefulness of attosecond
pulse sources in the extreme ultraviolet (B20–60 eV) region,39

in particular if synchronised with attosecond soft X-ray pulses.
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