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Large scale molecular dynamics simulations of the homogeneous nucleation of carbon dioxide in an

argon atmosphere were carried out at temperatures between 75 and 105 K. Extensive analyses of the

nucleating clusters’ structural and energetic properties were performed to quantify these details for the

supersonic nozzle experiments described in the first part of this series [Dingilian et al., Phys. Chem.

Chem. Phys., 2020, 22, 19282–19298]. We studied ten different combinations of temperature and

vapour pressure, leading to nucleation rates of 1023–1025 cm�3 s�1. Nucleating clusters possess significant

excess energy from monomer capture, and the observed cluster temperatures during nucleation – on both

sides of the critical cluster size – are higher than that of the carrier gas. Despite strong undercooling with

respect to the triple point, most clusters are clearly liquid-like during the nucleation stage. Only at the

lowest simulation temperatures and vapour densities, clusters containing over 100 molecules are able to

undergo a second phase transition to a crystalline solid. The formation free energies retrieved from the

molecular dynamics simulations were used to improve the classical nucleation theory by introducing a

Tolman-like term into the classical liquid-drop model expression for the formation free energy. This

simulation-based theory predicts the simulated nucleation rates perfectly, and improves the prediction of

the experimental rates compared to self-consistent classical nucleation theory.

1 Introduction

The nucleation of clusters from a supersaturated vapour has a
great significance in atmospheric and engineering processes.
Nucleation of CO2 is of particular importance, for example, in
the context of carbon capture and storage (CCS) technologies,1

as well as in cloud formation in the Martian mesosphere.2

Modelling nucleation, or analysing experimental results, usually
assumes that clusters are in a well defined phase, either solid or
liquid, and that the respective bulk properties can be used to
calculate nucleation rates, critical cluster sizes, etc. However, if
nucleation takes place under extreme physical conditions in terms
of temperature and pressure, the properties of the nucleating

clusters may deviate substantially from those of the equilibrium
phase. In the first part of this series,3 we studied the homo-
geneous nucleation of carbon dioxide in an argon atmosphere in
supersonic nozzles at temperatures between 75 and 92 K with
corresponding CO2 partial pressures of 39 to 793 Pa, using
multiple experimental techniques. Position-resolved pressure
trace measurements, small angle X-ray scattering (SAXS) mea-
surements, and Fourier transform infrared (FTIR) spectroscopy
were used to determine the onset of nucleation, particle size
distributions and aerosol number densities, and the phase of the
largest clusters, respectively. While the FTIR spectra suggested
that nanometer sized particles had well-defined crystal struc-
tures, as expected at these temperatures and pressures, molecular
dynamics (MD) simulations revealed that the small clusters critical
to the initial stages of nucleation were liquid-like, despite tempera-
tures over 100 K below the triple point of CO2, Tt = 216.55 K. This
second paper in the series is devoted to a detailed analysis of the
properties of the nucleating clusters, and the implications
regarding theoretical modelling of the nucleation process.

The theoretical treatment of nucleation has traditionally
been a unification of kinetic and equilibrium thermodynamic
factors; however cluster energetics should also be considered to
account for possible non-equilibrium effects. Recently, the
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standard kinetic scheme behind the majority of nucleation
theories has been validated by atomistic simulations.4,5 In
classical nucleation theory (CNT), the thermodynamics related
to nucleation, i.e. the clusters’ formation free energies, are
treated in a simple fashion using the bulk properties of the
nucleating substance. While the CNT formalism often fails
drastically to predict measured nucleation rates quantitatively,
the theory is able to provide qualitative trends matching the
observed data. Several extensions and modifications have
therefore been introduced to the classical theory. Many of them
are phenomenological, while some require a model of molecular
interactions.6–13

A very general expression for both the cluster formation free
energy DWn and potential energy Un of a cluster containing
n monomers is

DWn or Un = An + Bn2/3 + Cn1/3+ . . ., (1)

which includes size-dependent contributions related to volume
(coefficient A), surface (B) and radius (C). Generally, the contri-
butions from the volume and surface terms compete and are the
only terms considered in CNT. Yet, it is widely acknowledged
that a more realistic expression should include a radius-related
term. This term is often associated with the size-dependent
surface tension, first proposed by Tolman et al.14 Expression
(1) is able to describe large cluster sizes relatively well; however, it
can fail for small clusters, especially in the crystalline phase. For
example, clusters containing only some tens or hundreds of
monomers (translating to cluster radii below 1 nm) may have
special geometric and crystallographic structures, or irregular
energies and melting points.

Since many nucleation experiments (and simulations) are
carried out at temperatures below the triple point, the clusters
formed as a result of a rapid, non-equilibrium process may not
exhibit the thermodynamically most stable phase. The lack of
empirical data for the relevant bulk properties at these low
temperatures also means that important properties such as
surface tension need to be extrapolated from measurements
at higher temperatures, or obtained directly from simulation.
Finally, the formation of a cluster releases a considerable
amount of latent heat, and due to the limited number of
thermalising collisions with the carrier gas, the temperature
of the nucleating clusters may deviate from the bath tempera-
ture. The classical treatment of this non-isothermal effect,
developed by Feder et al.,15 captures the deviation from thermo-
dynamic equilibrium in a simple correction factor applied to
the nucleation rate.

The main difficulty in theoretically estimating nucleation
rates is modelling the formation free energy of clusters with
sufficient accuracy.16 For the proper treatment of small clusters,
atomistic modelling is often unavoidable. For very small clusters,
minimum energy structures at 0 K can be calculated using
quantum chemical methods, and free energies can be obtained
using principles of statistical mechanics.17 For larger clusters,
atomistic interactions can be described using classical force
fields, and free energies can be obtained from Monte Carlo
methods.16,18 These free energetics can then be combined with

the standard kinetic scheme of nucleation to calculate actual
nucleation rates. In both approaches, it is assumed that the
clusters are in perfect thermal equilibrium. However, in this
study we are modelling the time evolution of the nucleation
process directly using molecular dynamics simulations to
account for possible non-equilibrium properties of emerging
clusters, which are not captured in the indirect modelling
limited to equilibrium conditions. The drawback of direct
nucleation simulations is the restriction to conditions where
nucleation occurs on a time scale accessible in the simulation.
This typically corresponds to nucleation rates that are many
orders of magnitude higher than in the experimental processes
being modelled.

While many studies on the homogeneous nucleation of the
Lennard-Jones fluid and H2O have been carried out using MD
simulations,5,19–23 direct nucleation simulations of carbon
dioxide remain rare. To our knowledge, only Horsch et al.24,25

have used MD simulations to study homogeneous CO2 nuclea-
tion from the vapour phase. Even though these simulations
were carried out in a similar manner to this work, several major
differences exist. In particular, the authors used a different
force field, and the simulations were performed at higher
temperatures corresponding to atmospheric rather than the
experimental nozzle conditions. Furthermore, temperature
control was achieved by a global velocity scaling scheme, which
may result in an unphysical removal of latent heat from the
nucleating clusters.4,21

The outline of the paper is as follows. Section 2 explains the
theoretical framework of nucleation and the details of the
molecular dynamics simulations. Section 3 presents detailed
results of nucleation simulations and the analyses of the
nucleating clusters. Section 4 describes the simulation-based
improvement of classical nucleation theory. Section 5 summarizes
and concludes the work.

2 Theories and methods
2.1 Theoretical framework of nucleation

The classical nucleation theory (CNT), or one of its variants, is
often applied to predict nucleation rates and to interpret results
obtained from experiments and simulations. In CNT, the
formation of a new phase from a supersaturated vapour is
assumed to proceed through a critical cluster, and clusters can
only grow by monomer addition and decay by monomer loss.
By combining equilibrium thermodynamics with kinetic gas
theory, the classical expression for the nucleation rate in a
supersaturated vapour is given as26,27

J ¼ f bn�ZS
n�Neq

n� ; (2)

where n* is the number of monomers in the critical cluster, Neq
n�

is the equilibrium critical cluster density, f is the non-
isothermal correction factor, Z is the Zeldovich factor, and S
is the saturation ratio defined as the ratio between the vapour
pressure of the monomers and equilibrium pressure over the
bulk liquid. The collision rate between monomers and an
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n-cluster with radii r1, and rn, respectively, can be obtained
from kinetic gas theory at temperature T as

bn ¼ N1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8pRTðnþ 1Þ

nm

r
r1 þ rnð Þ2; (3)

where N1 is the monomer number density, R is the gas constant
and m is the monomer mass. Assuming the clusters are
perfectly spherical with bulk liquid number density rl, the
cluster radius can be calculated using the liquid-drop radius
model as

rn ¼
3n

4prl

� �1=3

: (4)

While neglecting long-range interactions between molecules
systematically underestimates the collision rates,28–31 the
enhancement factor for weakly interacting neutral molecules,
such as CO2, is likely to be rather small.

In equilibrium with bulk liquid (i.e. S = 1), the cluster
distribution Neq

n is related to the total number density of
monomers and clusters Neq

tot in the system and the equilibrium
formation free energy DWeq

n of an n-cluster as

Neq
n ¼ Neq

tot exp �
DW eq

n

RT

� �
: (5)

The equilibrium cluster distribution in the supersaturated
vapour is given as

%Nn = SnNeq
n , (6)

and assuming that the actual monomer density in the nucleat-
ing vapour N1 = %N1, eqn (2) can be written as

J ¼ f bn�ZN1 exp �
DWn�

RT

� �
: (7)

Here, the formation free energy of an n-cluster in the super-
saturated vapour is

DWn� ¼ DW eq
n� � DW eq

1 � n� � 1ð ÞRT lnS; (8)

and this construction satisfies both the law of mass action and
the requirement for self-consistency.6,7,32 In the liquid-drop
model, the equilibrium formation free energy is characterised
by the clusters’ surface tension sn and surface area An =
4prn

2, as

DWeq
n = Ansn = A1snn2/3, (9)

where A1 is the monomer surface area. In CNT, based on the
capillary approximation, the surface tension of a cluster equals
that of an infinite planar interface, i.e., sn = s. Setting the
derivative of eqn (8) with respect to n to zero results in the
classical expressions for the critical cluster size,

n�CNT ¼
32ps3

3rl2ðRT lnSÞ3; (10)

and the critical cluster radius,

r�CNT ¼
2s

rlRT lnS
: (11)

The Zeldovich factor is defined as

Z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Q

2pRT

r
; (12)

where Q is the second derivative of the formation free energy at
the critical size, and in the context of CNT,

QCNT ¼ �
@2DWn�

@n2
¼ 2

9
A1s n�CNT

� ��4=3
: (13)

Various corrections or extensions to the CNT liquid-drop
model have been suggested, many of them concentrate on the
radius-related term in eqn (1). A common modification to CNT
is to include the size-dependency of the droplet’s surface
tension in the formation free energy expression by using the
Tolman equation,14

sn ¼ s 1þ 2dT
r1

n�1=3
� ��1

; (14)

where dT is the characteristic Tolman length. Expanding in a
Taylor series and truncating after the second term yields

sn ¼ s 1� 2dT
r1

n�1=3
� �

: (15)

Inserting this into eqn (9) creates an additional term pn1/3 in
the liquid-drop model with C = 8pr1sdT. The difficulty in
routinely using this equation is the uncertainty in both the
magnitude and sign of the Tolman length.14,33–35

Classical nucleation theory also assumes perfect thermal
equilibrium throughout the system. However, cluster formation
involves the release of substantial amounts of latent heat,
which requires subsequent collisions with the carrier gas to
be dissipated. To account for any non-isothermal effects, we
use the classical non-isothermal correction factor of Feder
et al.,15

f ¼ b2

b2 þ q2
; (16)

where b2 is the mean square of the energy fluctuation of
the colliding monomers and carrier gas atoms, denoted with
subscript c, given by

b2 ¼ 2ðRTÞ2 1þ Nc

N1

ffiffiffiffiffiffi
m

mc

r� �
; (17)

and q is the energy released upon the addition of a monomer to
the critical cluster. In the original theory by Feder et al.,15 q is
given as

q ¼ DHvap �
RT

2
� @Ans

@n
: (18)

However, as noted by Kuni et al.36 and Barrett,37 the last term
incorrectly introduces surface entropy in this expression.
In this study, we have therefore estimated the size-dependent
qn directly from the atomistic simulations as

qn = Un�1 � Un, (19)
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where Un is the potential energy of an n-cluster (see ESI† for
more detail). The magnitude of the non-isothermal correction
is typically between 0.01 and 1.

In this work, the nucleation rates calculated using eqn (7)–(13),
(16), (17), and (19) are denoted by JCNT.

2.2 Molecular dynamics simulation of carbon dioxide

Classical molecular dynamics simulations (MD) are employed
to study the homogeneous nucleation of CO2 clusters in an
atmosphere of CO2 and Ar. CO2 molecules are described by the
TraPPE potential,38 using a rigid geometry with a C–O bond
length of 1.16 Å and O–C–O angle of 1801. This potential
has been fitted to reproduce the experimental liquid–vapour
coexistence line and the Clausius–Clapeyron curve of the
saturated vapour pressure, and it also reproduces the low-
temperature vapour–liquid equilibria and solid–vapour equili-
bria reasonably well.39 Argon is modelled as a nonpolar atom
with only pairwise interactions with C, O and other Ar atoms.
The pairwise interactions between atoms i and j with partial
charges qi and qj, separated by a distance rij, are described by
the sum of Lennard-Jones and Coulomb interactions as

Uij ¼ 4eij
sij
rij

� �12

� sij
rij

� �6
" #

þ qiqj

4pe0rij
: (20)

The force field parameters eii, sii, and qi, for C, O and Ar atoms
are shown in Table 1. For the interactions between dissimilar
atoms, Lorentz–Berthelot mixing rules are applied,

eij ¼
ffiffiffiffiffiffiffiffiffi
eiiejj
p

; sij ¼
sii þ sjj

2
: (21)

All simulations have been carried out with the LAMMPS MD
code,41 using a velocity-Verlet integrator and a time step of 5 fs.
Lennard-Jones and Coulomb interactions were cut off at 10 Å
and 100 Å, respectively. For large systems with low density,
evaluating the Coulomb interaction in real space only, but with
a large cut-off, was found to be an efficient yet accurate
alternative to the usual Ewald-type approach. The standard
approach of using a global thermostatting algorithm is not
suitable for directly simulating a nucleating vapour, as it leads
to an unphysical removal of latent heat from the nucleating
clusters. It has been shown that the best way to avoid this artefact
is to introduce explicit carrier gas molecules in the simulation,
and apply a thermostat only to the latter, even though this
increases the computational cost significantly.4,5,19–21 Here, we
have applied a Nosé–Hoover thermostat with time constant 0.1 ps
to the Ar atoms. This approach prevents heating of the carrier gas
due to latent heat release. However, at the studied conditions,

this is a minor effect and we chose to neglect it in the simulation
setup.

Clusters are distinguished from the vapour by using a
Stillinger criterion42 with a carbon–carbon distance cut-off of
6 Å, roughly corresponding to the position of the second peak
in the radial distribution function of liquid CO2.

To study the structural and energetic properties of the
emerging clusters, we saved the atomic positions and velocities
of clusters larger than four monomers from the nucleation
simulations for further analysis. The structural and energetic
properties of the isolated clusters were then evaluated in
separate microcanonical MD simulation runs. These NVE simu-
lations were carried out for 1 ns or until the cluster evaporated:
the integrity of the cluster was checked every 50 ps and, in case
one or more molecules had evaporated, the last 50 ps of the
simulation data were discarded.

Moreover, a subset of these isolated clusters were also equili-
brated by coupling them directly to a Nosé–Hoover thermostat
with a time constant of 5 ps. In these simulations, the Nosé–
Hoover thermostat mimics heat exchange with carrier gas of a
well-defined temperature. By choosing a relatively weak coupling,
we ensure that the clusters are able to explore phase space
efficiently and have a chance to undergo a liquid-to-solid phase
transition. The duration of these NVT simulations varied by cluster
size. The simulations were run until a clear transition from the
initial state was observed as a drop in potential energy.

3 Results and discussion
3.1 Direct nucleation simulations

We have studied 10 individual systems of supersaturated CO2

vapour at different densities and temperatures. The selected
bath temperatures, T = 75, 90 and 105 K, correspond to extremely
undercooled vapour and overlap with the experimental tempera-
ture range in part I of this study.3 The simulated CO2 number
densities are slightly higher than the experimental ones. To
observe nucleation on a computationally accessible time-scale,
nucleation rates in the simulations have to be on the order of
1024 cm�3 s�1, whereas the supersonic nozzle experiments3 were
constrained to rates of about 1017 cm�3 s�1. All the simulated
systems consisted of 64 000 CO2 molecules and an equal number
of thermalizing Ar gas atoms. This corresponds to the upper end
of CO2 : Ar ratios in the experiments where CO2 concentrations
reached 39 mol%.

The nucleation rates can be calculated from the time evolu-
tion of the cluster density using the Yasuoka–Matsumoto
threshold method:19

Jsim ¼
1

tV
¼ dNn4 �n

dt
; (22)

where t is the elapsed simulation time, V is the volume of the
simulated system, and Nn4 %n is the number density of clusters
larger than some threshold size %n. Here, t is proportional to the
slope of the linear part of the curve, shown in Fig. 1 (equivalent
graphs are shown for the other simulation runs in ESI,†
Fig. S1), during the nucleation stage. This nucleation stage is

Table 1 Lennard-Jones parameters (eii and sii), partial charges qi and
masses mi for the simulated atoms

Atom eii (kcal mol�1) sii (Å) qi (e) mi (g mol�1) Ref.

C 0.05365 2.8 0.7 12.0 38
O 0.15697 3.05 �0.35 16.0 38
Ar 0.238 3.4 0.0 40.0 40
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arbitrarily estimated as the time period when the number of
clusters n 4 %n lies between 20% and 80% of the observed
maximum. However, the main results of this study are rather
insensitive to this definition. Ideally, t should be constant if %n is
sufficiently larger than the critical size. In our case, however,
the monomer density is decreasing too quickly as discussed
below and nucleation, consequently, slows down. We have
estimated the nucleation rates using multiple threshold sizes,
and verified that the magnitude of the rate for an individual
run remains largely unaffected by that choice.

The average nucleation rates Jsim are presented in Table 2
and Fig. 2. The results clearly show that the nucleation rate
increases with saturation ratio S. Additional information about
the nucleation rate calculations and equilibrium pressure can
be found in the ESI.†

As the number of molecules is kept constant during the
simulations, the monomer pool is continuously depleted due to
cluster formation. The simulated nucleation process is relatively

aggressive, clusters are formed quickly and in large numbers, and
most of the simulation runs do not reach a steady monomer
concentration as shown in Fig. 1 for one case. To estimate the
monomer density (and saturation ratio) at which the nucleation
actually takes place, we have calculated the average monomer
density at the nucleation stage corresponding to n 4 5. In the case
of the densest system at 75 K, almost one quarter of the mono-
mers are lost to clusters already after 5 ns. At higher temperatures,
the number of clusters formed and consequently the extent of
depletion are smaller, yet the nucleation rates are on the same
order of magnitude as in the simulations carried out at 75 K.

During the nucleation stage, the possibility for cluster–
cluster collisions is very minor; the ratio of dimers to free
monomers is at most B0.05. However, after the nucleation
stage, the reduction in the number of small clusters in Fig. 1
and Fig. S1 (ESI†) is due to the abundance of very large clusters,
which eventually start to scavenge other clusters via coagula-
tion, in addition to the increase in monomer depletion.

Even though we find a systematic decrease of t with thresh-
old size, as shown in Fig. 1 and Fig. S1 (ESI†), the slopes suggest

Fig. 1 Simulated time-evolution of the total amount of clusters larger
than the threshold size %n at a CO2 number density of N = 2 � 10�6 Å�3 and
T = 75 K (colored lines). The linear fits whose slopes correspond to t are
shown as dotted lines. The black solid line shows the level of monomer
depletion D during the simulation. The ‘‘nucleation stage’’ for %n = 5, i.e., the
time period during which the average monomer density was calculated, is
indicated by the shaded gray area.

Table 2 Nucleation simulation results: N is the total density of CO2 molecules, N1 is the average monomer density during the nucleation stage, and D is
the extent of depletion. The presented saturation ratios are calculated as S = N1/N

eq, where Neq is the ideal vapour density corresponding to equilibrium
vapour pressure of a liquid TraPPE–CO2 (see Table S1 in ESI). The nucleation rates are presented according to the Yasuoka–Matsumoto method i.e.
eqn (22) (Jsim), implementing the barrier height calculated from the cluster distributions into eqn (7) (JDW), and simulation-based (JST) and classical
nucleation theory (JCNT)

T (K) N (Å�3) N1 (Å�3) D (%) ln S Jsim (cm�3 s�1) JDW (cm�3 s�1) JST (cm�3 s�1) JCNT (cm�3 s�1)

75 2.0 � 10�6 1.83 � 10�6 8.5 12.01 7.5 � 1022 1.9 � 1023 6.7 � 1022 1.2 � 10�2

75 4.0 � 10�6 3.42 � 10�6 14.6 12.63 8.4 � 1023 1.9 � 1024 6.4 � 1023 2.0 � 10�1

75 6.0 � 10�6 4.88 � 10�6 18.7 12.99 2.9 � 1024 6.5 � 1024 2.1 � 1024 7.7 � 10�1

75 1.0 � 10�5 7.55 � 10�6 24.5 13.42 1.2 � 1025 2.8 � 1025 8.2 � 1024 3.2 � 100

90 6.0 � 10�6 5.48 � 10�6 8.6 8.79 3.6 � 1023 7.4 � 1023 2.9 � 1023 4.5 � 102

90 8.0 � 10�6 7.08 � 10�6 11.5 9.04 1.0 � 1024 2.1 � 1024 1.0 � 1024 3.0 � 103

90 1.0 � 10�5 8.57 � 10�6 14.3 9.23 2.9 � 1024 5.6 � 1024 2.7 � 1024 1.6 � 104

90 1.3 � 10�5 1.07 � 10�5 17.9 9.45 7.4 � 1024 1.5 � 1025 7.5 � 1024 7.6 � 104

105 2.0 � 10�5 1.71 � 10�5 14.4 6.86 2.8 � 1024 6.0 � 1024 3.3 � 1024 5.9 � 106

105 3.0 � 10�5 2.38 � 10�5 20.7 7.19 2.2 � 1025 4.5 � 1025 2.9 � 1025 3.0 � 108

Fig. 2 Simulated nucleation rates for four different threshold values %n
shown as a function of saturation ratio S. According to the nucleation
theorem, eqn (23), for constant temperature, the slope of a presented line
on this graph equals approximately the critical cluster size n*.
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that the critical sizes are below 7, 9, and 11 monomers at T = 75,
90, and 105 K, respectively (see ESI†). If the cluster growth
follows classical theory, the critical cluster size can be esti-
mated from the first nucleation theorem:43

@ ln J

@ lnS

� �
T

� n�NT: (23)

Thus, the critical size can be directly determined from a linear fit to
a double logarithmic plot of J versus S, as shown in Fig. 2. Simulated
nucleation rates at T = 75 and 90 K show clear linear behaviour over
the studied range of saturation ratios, indicating similar critical
sizes at different monomer densities. The average critical sizes are
n�NT � 4; 5; and 7 at T = 75, 90, and 105 K, respectively. These
values are compared with results derived from theoretical models in
Section 4 and Table 3. The selected threshold size has only a slight
impact on the results obtained through the nucleation theorem.

3.1.1 Cluster formation free energies. In order to under-
stand the thermodynamics of homogeneous CO2 nucleation, the
formation free energies are derived from the cluster data gener-
ated by the nucleation simulations. As the cluster distribution
obtained from direct MD simulation corresponds to the actual
cluster densities, Nn, at the nucleation stage, we can calculate the
formation free energies using the concept of detailed balance at
the supersaturated equilibrium (zero net flux),

bn�1 %Nn�1 � an %Nn = 0, (24)

and in the nucleation stage (non-zero net flux J),

bn�1Nn�1 � anNn = J, (25)

where an is the evaporation rate of an n-cluster, which depends
only on the bath temperature. Since, as implied in eqn (7),
%Nn = %N1 exp(�DWn/RT), we can derive the following relationship
for the free energy change upon monomer addition using
eqn (24) and (25):

dDWn ¼ DWn � DWn�1

¼ �RT lnNn � ln Nn�1 �
J

bn�1

� �� �
: (26)

As we have assumed that N1 = %N1, the monomer formation free
energy is by definition zero. The n-cluster formation free energy

is now easily computed as DWn ¼
Pn
i¼1

dDWi. Note, that possible

size-independent liquid-drop model terms of DWn are now
neglected, but this is equivalent to the ‘‘self-consistent’’ free
energy treatment in eqn (8).

In order to retrieve the formation free energies from the
simulations, we have analysed the cluster distributions during
the nucleation stage (as defined earlier, using the ‘‘20–80%’’
rule) to calculate J using different threshold values %n. The free
energy curves obtained using eqn (26) are shown in the upper
panel of Fig. 3. At each temperature studied, a clear barrier can
be seen, whose height decreases as the vapour density
increases. The shape of the tail of the curve at the largest
cluster sizes is affected by the threshold size %n used; this might
be a consequence of the shift of the nucleation stage in time
(eventually nucleation is hindered by depletion, and coagula-
tion becomes significant). The value used for the collision rate
bn also affects the shape somewhat: the barrier becomes
sharper if the collision rate is reduced. However, both the
barrier height and the subcritical free energies are rather robust
against changes in threshold size and collision rate.

To reduce the calculated formation free energies at super-
saturation (S 4 1) to equilibrium values (S = 1), the volume-
dependent term shown in eqn (9) must be subtracted. According
to the extended liquid-drop model, the equilibrium formation
energy of an n-cluster is

DWeq
n = DWn + (n � 1)RT ln S = A1sn2/3 + Cn1/3. (27)

To study possible contributions to the free energies related to
n1/3, we have plotted DWeq

n /An as a function of n�1/3 in the
bottom panel of Fig. 3, where we have used the liquid-drop
radius model (eqn (4)) to calculate the surface area. Fig. 3
clearly shows that the equilibrium free energy per surface area
of the simulated CO2 clusters depends linearly on n�1/3. The
same behaviour was observed by Tanaka et al.22 for Lennard-
Jones clusters. We use this observation to formulate a so-called
‘‘simulation-based’’ theory in Section 4.

The values extrapolated from the data give quite reasonable
values for the surface tension (s = limn-NDWeq

n /An), of about 80.2,
70.9 and 64.7 mN m�1 at T = 75, 90 and 105 K, respectively. These
simulation-based ‘‘planar surface tensions’’ are higher than those
obtained from the thermophysical relations of Quinn44 (55.2,
50.8, 46.4 mN m�1) and Lielmezs–Herrick3,45 (67.9, 60.2 and
53.4 mN m�1), and there is a slight dependence on vapour
density. Notably, the simulated cluster distributions used in
eqn (26) correspond to non-isothermal conditions, hence the
effect of insufficient thermalisation is embodied in the DWn (the
barrier is higher as nucleation is suppressed). The nonisotherm-
ality is inherently a thermodynamic effect and thus related to the
free energies, yet in the theory of Feder et al.,15 the effect of excess
energy is reduced to a prefactor in the nucleation rate expression.

To test the reliability of the kinetic scheme of the classical theory
(eqn (7)), we have used the barrier heights shown in the upper panel

Table 3 Critical cluster sizes of the simulated systems estimated with
different approaches: threshold size %n (the critical size should be smaller
than this), nucleation theorem n�NT, free energy profile calculated from the
simulated cluster distributions n�sim , simulation-based theory n�ST , and

classical theory n�CNT . The planar surface tensions extrapolated from

Fig. 3 are used to calculate n�ST and n�CNT

T (K) N (Å�3) %n n�NT n�sim n�ST n�CNT

75 2.0 � 10�6 o7 3.6 8.1 6.5 16.5
75 4.0 � 10�6 o7 3.6 7.6 5.9 15.6
75 6.0 � 10�6 o7 3.6 7.3 5.6 15.1
75 1.0 � 10�5 o7 3.6 7.0 5.3 14.7

90 6.0 � 10�6 o9 4.7 8.9 8.0 18.9
90 8.0 � 10�6 o9 4.7 9.1 7.5 18.1
90 1.0 � 10�5 o9 4.7 9.0 7.1 17.5
90 1.3 � 10�5 o9 4.7 7.9 6.7 16.9

105 2.0 � 10�5 o11 6.5 10.3 9.1 20.7
105 3.0 � 10�5 o11 6.5 8.6 7.9 18.9
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of Fig. 3 to back-calculate the simulated nucleation rates. As the
planar surface tension can be evaluated from the results shown in
Fig. 3, we have used eqn (12) and (13) to estimate the value of the
Zeldovich factor. The results are shown in Table 2 as JDW. The kinetic
scheme seems to work rather well as the back-calculated nucleation
rates are within a factor of two of the directly calculated ones,
corresponding to an uncertainty of RT in the barrier height.

3.2 Cluster analysis

We performed a detailed analysis of the structural and energetic
properties of CO2 clusters during the nucleation stage and
compared them to their equilibrated counterparts.

From the direct nucleation simulations, a large set of
clusters in the size range n = 5. . .315, was extracted and
examined in isolation. For each combination of temperature
and vapour pressure, the collected sample consisted of at least
tens of thousands of statistically different configurations for
clusters containing 10 monomers or less, and, for example, at
least hundreds of configurations for 50-clusters. For sizes
exceeding 100 molecules, the sample did not contain configura-
tions for each individual cluster size.

To study the size-specific properties of nucleation-stage
clusters, all of the isolated clusters were simulated in NVE for
a maximum of 1 ns, and the potential energy, U, and kinetic
energy, K, were stored. As evaporation events are rather frequent
in the studied size range, the runs were divided into 50 ps sub-
runs. In case of evaporation, the simulation was terminated and
the last 50 ps of data discarded, to avoid spurious contributions
to the average from fragmented clusters. As the resulting energy

distributions were near-Gaussian, they are well-described by the
mean values of the energy.

The properties of equilibrated clusters of different sizes were
investigated by simulating a subset of the clusters isolated from
the nucleation simulations in NVT for a few to hundreds of
nanoseconds, depending on the cluster size and temperature.
For small clusters, at least tens of different cases were studied
for each size, with sample standard deviations of U being very
small (a few percent at most). For clusters exceeding the size
n = 50, even a single cluster could yield useful information, as all
large clusters exhibited well-defined crystalline configurations.

3.2.1 Cluster radii. The radii of CO2 clusters during the
nucleation stage were analysed based on the NVE simulation
data. Eqn (4) gives an estimate for the equimolar cluster radius
assuming it to be a sphere with bulk liquid density. However,
especially the radii of the smallest clusters might differ signifi-
cantly from the liquid-drop radius model. To evaluate the actual
size of the clusters, we have calculated the radial distribution
function (RDF) between the carbon atoms and the cluster’s
centre of mass. The averaged RDFs for cluster sizes n = 10. . .34
(from simulations carried out at 75 K) are shown in Fig. S2 (ESI†);
the shapes of the RDFs indicate a liquid-like inner structure for
the clusters, as no sharp peaks are present. The obtained density
profiles match rather well with the experimental bulk liquid
densities46 (for clusters n 4 150, the agreement is within 2%),
and the location of the equimolar dividing surface is quite
accurately predicted by the liquid-drop radius model.

As shown in Fig. 4, the deviation between the equimolar radius
rMD

n obtained from the analysis of the clusters’ radial density

Fig. 3 (upper panel) Formation free energies retrieved from the MD simulations at 75, 90 and 105 K. The different line types (solid, dashed, dotted and
dash-dotted) represent the various total number densities of CO2, and the different colours correspond to different threshold sizes used to determine the
nucleation rate, as shown in the legend in the lower left-most figure. (lower panel) The equilibrium formation free energy per cluster area as a function of
n�1/3 (or r1/rn). The different number densities are shown with different symbols, while the colours correspond to those in the upper panel.
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profiles and the liquid-drop radius rn increases for the smaller
clusters. This difference can be fitted quite accurately as

rMD
n = (1 � an�1/3)rn, (28)

where a is a positive coefficient, and for all studied tempera-
tures, a E 0.25.

The consequences of a deviation in cluster size compared to
classical theory are mostly thermodynamical, i.e., related to the
surface area in eqn (9); the effect on the collision rate is very
minor. In line with kinetic theory, possible effects due to long-
range interactions on collision rates28,30,31 are neglected. The
implications of the radius correction is further discussed in
Section 4.

3.2.2 Kinetic energy and temperature. Due to the insufficient
thermalization through collisions with carrier gas, the nucleating
clusters accumulate a considerable amount of latent heat released by
each monomer capture. The cluster temperature during nucleation,
Tn, is estimated from the kinetic energy data gathered from the NVE
simulations. After the translational motion of the simulated clusters
is removed, the cluster temperature is obtained from the average
kinetic energy Kn as

Tn ¼
2Kn

ð5n� 3ÞR: (29)

We have used a simple arithmetic average for Kn as the energy
distributions are close to Gaussian over the range of studied cluster
sizes (see Fig. S3 in ESI†). As shown in Fig. 5, the cluster tempera-
tures are overall higher than the bath temperature, and the cluster
temperature increases with size. The heating of the clusters with
respect to the bath temperature, DTn = Tn � T, is more pronounced
for the densest simulated systems due to more frequent growth
events. The efficiency of thermalisation is similar in simulations at
different densities and same temperature, when the ratio of CO2 to
carrier gas remains roughly constant, as seen in eqn (17). Fig. 5
reveals a clear temperature-dependency in the magnitude of DTn,
with larger heating observed at lower bath temperature, which can
be due to differences in the amount of latent heat released. In Fig. S4
in ESI,† we have estimated cluster-specific values of the energy

released upon monomer addition, q, from the NVE simulations.
The difference between q of clusters simulated at 75 and 90 K
(and similarly between 90 and 105 K) is about 0.2 kcal mol�1

which, for n = 5, corresponds to about 9 K. This matches the
observed DTn difference between systems with roughly equal
number densities at different bath temperatures.

The temperature difference expression related to the non-
isothermal theory is given as15,21

DTn ¼ �T
q

b2 þ q2
@DWn

@n

� �
: (30)

Note, here the excess energy q is given for the critical cluster
size, as in eqn (16). The theoretical values of DTn with DWn

taken from both CNT and simulation-based theory (see Section 4)
are shown in Fig. 5. Eqn (30) yields a much lower temperature
difference than the simulations by construction, as DTn = 0 at the
critical size. Yet, the shape of the curve and the relative increase in
cluster temperature as the saturation ratio rises is rather well
predicted by eqn (30), especially when using the simulation-based
theory.

In rather similar nucleation simulations of Lennard-Jones
vapour, Wedekind et al.21 found that the cluster temperature
distributions were skewed, diverging from Gaussian, and they
focused on the peak value instead of the mean of the cluster
temperature distribution. In our case, as shown in Fig. S3
(ESI†), the temperature distributions of CO2 clusters are clearly
Gaussian, and there is little difference between mean and peak
values.

It has been a subject of a long debate whether the subcritical
clusters are colder than the bath temperature or hotter just like

Fig. 4 Ratio of liquid-drop radius and simulated equimolar radius (dashed
lines) as a function of cluster size. The solid lines shows the fitted
correction to the liquid-drop model (a E 0.25).

Fig. 5 Average cluster temperature difference relative to the bath tempera-
ture as a function of cluster size: for simulations carried out at 75 K (upper
panel), 90 K (middle panel) and 105 K (lower panel). The solid lines
correspond to average kinetic energies calculated from the NVE simulations.
The predicted values using eqn (30) are shown for CNT and the simulation-
based theory as dotted and dashed lines, respectively.
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the rest of the clusters in a non-isothermal system. Following
the seminal study by Feder et al.,15 the ‘‘cool cluster’’ hypoth-
esis has both been supported21,47 and rejected.48–51 The
observed discrepancy between the simulated and theoretical
cluster temperature shift may at first appear as a failure of
eqn (16), however, as already briefly discussed by Feder et al.,15

the observed DTn might always be positive. The reason is that
even if the majority of the subcritical clusters are above the
bath temperature, nucleation is mainly promoted by the rare
‘‘cold’’ and stable clusters. A more elaborate discussion about
the cluster temperatures is presented by barrett.50

3.2.3 Potential energy and surface energy. The average
potential energy per molecule Un/n as a function of n�1/3 for both
nucleating (NVE) and equilibrated (NVT simulated) clusters are
shown in the inset of Fig. 6 for a bath temperature of 75 K (similar
plots at T = 90 and 105 K are presented in Fig. S5 and S6, ESI†). To
better compare these two sets, we have rescaled the vibrational
energy contribution to the potential energy of the NVE simulated
clusters at their intrinsic temperature Tn to the bath temperature T,
using the harmonic approximation in the high temperature limit:

UnðTÞ ¼ Un Tnð Þ �
5n� 6

2
RDTn: (31)

When the results are presented as a function of n�1/3, the energies
of nucleating clusters clearly follow a liquid-drop model:

Un = An + Bn2/3. (32)

Interestingly, the term proportional to n1/3 is negligible here, in
contrast to the case of the formation free energy.

The surface energies, or surface enthalpies, retrieved from
NVE results using the liquid-drop model given in eqn (32) are
not directly comparable to the surface tension, i.e., surface free
energy, which also includes surface entropy. In fact, molleman
and Hiemstra53 recently found Tolman lengths of different
magnitudes and even different signs for surface free energy
and surface enthalpy of water. Using the liquid-drop radius
model, the surface energy can be estimated from eqn (32) as

DHsurf = B/A1. (33)

The obtained DHsurf is about 74 mN m�1 for all three studied
temperatures, and is quite close to the value of 77 mN m�1,
calculated from the surface tension relation of Quinn44 as
DHsurf = s � T(qs/qT).

While the potential energies of the nucleating clusters show
an almost perfectly linear dependence on n�1/3, the equili-
brated cluster potential energies manifest an irregular size
dependency in Fig. 6. At the studied temperatures, the face
centred cubic (FCC) phase is the stable crystallographic struc-
ture of bulk CO2. Yet, the energetically most favorable structure
of small clusters can be very different due to the large fraction of
under-coordinated molecules at the surface. In case of small
clusters of simple liquids such as CO2, it has been widely reported
that an icosahedral packing is preferred over a cubo-octahedral

Fig. 6 Potential energy per molecule as a function of n�1/3 for clusters isolated from nucleation simulation carried out at 75 K. The energies of the
nucleating clusters at different vapour densities (from NVE simulations) are shown as colourful dots, triangles, pentagons and hexagons, and the
equilibrated cluster energies (from NVT simulations) are indicated as filled blue circles. In the inset the energies of the nucleating clusters are given
without harmonic correction, while the energies in the main figure are harmonically scaled to 75 K (the blue solid line shows the extrapolated n�1/3

dependence for the large equilibrated clusters). The bulk FCC cohesive energy value at 75 K is shown by the horizontal dashed line. The open circles
illustrate the equilibrated potential energies harmonically scaled to 0 K, and the black dots are the geometry optimized global minimum energies
obtained by Takeuchi.52 In addition, the equilibrium structure of the icosahedral 13-cluster is illustrated (the oxygen atoms are omitted) and the
exceptionally stable cluster sizes (13, 28 and 40) are marked by vertical gray lines.
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shape.52,54,55 Despite these structural ambiguities, we have com-
pared the potential energy extrapolated linearly to n - N from
the largest clusters in the simulation, with cohesive energies of
bulk FCC systems at equal temperatures. The extrapolated values
are relatively close to the bulk value even though the largest
clusters analysed contain only about 200 molecules, and clusters
this small may still have mixed structures deviating from perfect
FCC. The surface enthalpies are 109 and 104 mN m�1 at 75 and
90 K, respectively, which surprisingly correspond exactly to the
values obtained from the parameterisation by Lielmezs and
Herrick.3,45 Interestingly, for both NVE and NVT simulated clus-
ters, the ratio of the regression coefficients follows rather well the
empirical relation56 B/A E �2/3.

In the first part of this series, we only analysed the structural
differences between nucleating and equilibrated clusters of size
n 4 10 by calculating the carbon–carbon radial distribution
functions and visualising the cluster geometries, as shown in
Fig. 11 in ref. 3.

The potential energies presented in Fig. 6, as well as Fig. S5
and S6 (ESI†), confirm the clear difference between nucleating
and equilibrated clusters for n \ 10 at temperatures of 75 and
90 K. However, nucleating clusters are energetically comparable
with the equilibrated ones for n o 10, due to the large fraction
of under-coordinated and therefore loosely bound molecules.
At the highest studied temperature of 105 K, the discrepancy in
energy between nucleating and equilibrated clusters only
appears at sizes n \ 60.

We observe that the largest clusters considered in this analysis,
n \ 100, may undergo a phase transition in the nucleation
simulation when both temperature and vapour density are low
enough (T = 75 K and N = 0.2� 10�5 Å�3). Even though the relative
amount of carrier gas is about equal in all simulations, at low
density the clusters accumulate less latent heat and have more
time for relaxation between growth events, enabling the transition.
Indeed, in the first part of this series,3 Fourier transform infrared
spectroscopy identified that the large, nano-scale CO2 particles
had a cubic crystal structure. Furthermore, Ramos et al.57 showed
that the Raman spectra of growing CO2 clusters in a free-jet
expansion indicate a cross-over size n E 150. . .400 between liquid
and solid phases at very similar conditions as discussed here.

We have compared our equilibrium cluster energies with
values by takeuchi,52 who calculated the global minimum (0 K)
energies for CO2 clusters n = 4. . .40 using the MOM potential.
This model uses five partial charge sites, but the LJ parameters
of MOM are less than 5% smaller than the corresponding
TraPPE values.58 To our knowledge, this is the only other study
systematically probing the structures and energies of CO2

clusters n 4 13. After scaling the potential energies obtained
in the NVT simulations to 0 K using the harmonic approxi-
mation, the scaled potential energies are in relatively good
agreement with the global minimum values even though the
force fields differ slightly. However, the scaled potential ener-
gies are still systematically higher than the reported global
minimum values, which is partly due to the ensemble averaging
over multiple minima. The difference in energy may also arise
from thermal fluctuations in the configuration and the

vibrational anharmonicities which are usually more pro-
nounced for loosely bound systems. Indeed, the difference is
larger at higher temperatures (see Fig. S5 and S6, ESI†). Based
on the Lindemann index analysis, the thermal motion of the
smallest equilibrated clusters at 75 K is comparable to the
thermal motion of the nucleating clusters of the same size (see
ESI† and Fig. S7 for details). This supports the assumption that
the equilibrium phase of small pre-icosahedral (i.e. n o 13)
clusters can be characterized as liquid-like.

The equilibrium simulations at 75 and 90 K identify
enhanced stability of 13, 28 and 40-clusters, a result that is also
found by Takeuchi52 (see Fig. S8, ESI† for more detail), and
consequently for these sizes the difference between average
equilibrium potential energies and global minimum values is
very small (less than 3% at 75 K). In many studies of solid
clusters, ‘‘magic numbers’’ such as 13, 55, 147,. . . are of parti-
cular interest as they correspond to very tightly bound and highly
symmetric icosahedral shapes.55 As mentioned before, at 105 K
the icosahedral shape and configurational energy minimum of
the 13-, or 55-clusters is not observed during the NVT simulation,
where all clusters below size B60 are found to be liquid-like.
This is in line with results by Maillet et al.,54,59 who observed that
using the MOM potential, both 13- and 55-clusters undergo a
phase transition between 90 and 100 K.

In summary, the nucleating clusters are energetically and
structurally very different from the equilibrium, or global minima
configurations. Despite the strong undercooling, the nucleating
clusters are more liquid-like, and should be treated accordingly
when predicting nucleation rates at these conditions.

4 Simulation-based improvement
on CNT

In Section 3.1.1, we found reasonable agreement between
theory and atomistic simulations by importing the nucleation
barrier height obtained from the MD simulation into the
theoretical kinetic equation of nucleation. The validity of the
kinetic scheme of nucleation has been also recently reported by
Halonen et al.4 and Ayuba et al.5 In addition, in Sections 3.1.1
and 3.2.3, we have demonstrated that the nucleating CO2

clusters are liquid-like and a radius-related term should be
taken into account while applying CNT-like theory to predict
homogeneous nucleation. Here we present an improvement to
the classical theory, in similar fashion as Tanaka et al.,22 by
expressing the critical radius and the Q parameter in the
Zeldovich factor in terms of their classical counterparts.

If the requirement for self-consistency is followed (i.e. DWeq
1 : = 0),

the linear behaviour of DWeq
n /An seen from the lower panel of Fig. 3

would imply that the liquid-drop model coefficient C =�A1s, which
translates into a Tolman-like constant dT = r1/2. Applying this result,
we can introduce a simulation-based theory (ST) which states that
the critical cluster size can be written as

r�ST ¼
r�CNT

2
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2r1

r�CNT

s !
; (34)
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and the Q parameter in the Zeldovich factor (see eqn (13)) becomes

QST ¼ QCNT
r�CNT

r�ST

� �
1� r1

r�ST

� �
: (35)

Unlike in the CNT formalism, eqn (34) internally restricts the critical
size from being smaller than the monomer radius.

It would be imprudent to claim that the Tolman length for
pure CO2 clusters is positive and its value to be r1/2 (actually, it
is recently estimated to be negative35). The origin of the n1/3

term is not necessarily only due to the effect of curvature on
surface tension, but other physical effects with the same func-
tional form might also be present. As discussed in Section 3.2.1,
the simulated cluster radii are related to the liquid-drop radii
by eqn (28). This deviation from the liquid-drop radii gives a
rather clear indication of a non-Tolman-like effect. As both the
surface area (An = 4prn

2) and the ‘‘Tolman’’ term (2dT/rn) depend
on the cluster radius, the correction to the cluster radius
introduces an additional term in the formation free energies:

DW eq
n � A1s n2=3 � 2aþ 2dT

r1

� �
n1=3

� �
: (36)

Here, a small n-independent term is neglected. This is justified,
as when the self-consistent theory is applied to calculate the
nucleation rates, this term cancels out. According to the RDF
calculations, roughly half of the coefficient C in eqn (1) is due to
the size correction, as a E 0.25.

We have also used the effective planar surface tensions
extrapolated from Fig. 3 to calculate the theoretical estimates
for nucleation rates in the simulated systems using eqn (27), (34)
and (35), instead of eqn (9), (11) and (13), respectively. As these
surface tensions are obtained from non-equilibrium simula-
tions, the non-isothermal correction should not be applied here.

The nucleation rates from simulation and both classical
(CNT) and simulation-based (ST) theories are reported in
Table 2 and illustrated in Fig. 7. The agreement between
simulation and ST is perfect, whereas the values from CNT
are several orders of magnitude off. The critical cluster sizes are
reported in Table 3. Again, the theoretical values from ST are
close, but still smaller, than the estimated threshold values
used to calculate the nucleation rates from direct MD simula-
tion data. The agreement between critical cluster size n�ST and
the locations of the top of the nucleation barriers shown Fig. 3
is also quite good, whereas CNT overpredicts the critical size by
about a factor of two. The critical cluster size obtained from the
first nucleation theorem is systematically smaller than
observed in the simulation, this is in line with findings of
wedekind and Reguera,60 and Napari et al.,61 who used alter-
native simulation methods to study the nucleation in super-
saturated Lennard-Jones vapour.

It may seem at first glance that the reason for the excellent
agreement between simulation and ST predictions is that the
nucleation rate estimated directly from the nucleation simula-
tions is inserted in eqn (26) to compute the formation free
energies. However, the theoretical prediction does not strongly
depend on the value of J. For example, the position of the top of
the free energy barrier, the linear behaviour shown in the

bottom panels of Fig. 3, and the extrapolated surface tension,
remain the same when J is chosen to be several orders of
magnitude higher. However, such a radical change of J alters
the shape of the free energy barrier for over-critical clusters.
The perfect agreement between ST predictions and simulations
is due to the fact that both the size dependence of the
formation free energy (i.e., the thermodynamics), as well as
the kinetic scheme are well described.

The theoretical nucleation rates corresponding to the experi-
mental conditions of Dingilian et al.3 are also presented in
Fig. 7. The thermophysical properties of liquid CO2 as well as
surface tension parameterisations by Quinn, and Lielmezs and
Herrick, needed to calculate the nucleation rates are given in
Table S1 (ESI†). Here the non-isothermal correction is included,
and the value of q is estimated from the cluster potential
energies (see ESI†). The nucleation rate values from ST are a
couple orders of magnitude higher than the experimental rates,
and using the Lielmezs–Herrick relation for surface tension
yields a slightly better agreement than using the Quinn rela-
tion. The CNT predictions using the Quinn relation are slightly
lower than the experimental rates, but still quite close, whereas
using CNT with the Lielmezs–Herrick relation underpredicts
the experimental rates by over ten orders of magnitude.

While the uncertainty in surface tension of small, severely
undercooled liquid clusters is the main concern in the context
of this work, other sources of error exist as well. Some addi-
tional terms might still be missing in the liquid-drop model,
other than the ones related to radius. Accounting for the effect
of vapour–cluster interactions in highly supersaturated systems
can increase the nucleation barrier,4,62 and this can have a
substantial effect on the results. Also the effect of long-range
interactions and possible non-accomodation of collision rates
are neglected in the classical view of nucletion.28–31

Fig. 7 Comparison between theoretical nucleation rates and those
observed in simulation and experiment. For the comparison with simula-
tion, full circles and diamonds are used for simulation-based theory (ST)
and self-consistent version of classical theory (CNT), respectively. For the
comparison with experiment, open circles, pentagons, diamonds, and
triangles, are used to represent the combinations of ST, and CNT, with
surface tension parameterizations by Lielmezs–Herrick (LH), or Quinn,
respectively. The temperature is indicated by the symbol colour. The black
line indicates perfect agreement.
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5 Conclusions

We have carried out large scale molecular dynamics simula-
tions of the homogeneous nucleation of CO2 in Ar carrier gas in
a similar range of temperatures (75 to 105 K) as in the super-
sonic nozzle experiments in the first part of this series.3 We
calculated nucleation rates using the threshold method for ten
different combinations of temperature and vapour pressure
and derived the respective cluster formation free energies from
the obtained cluster distributions. Analysis of the size depen-
dence of the free energies using a liquid-drop model clearly
indicated the need to incorporate an additional Tolman-like
term p n1/3 into the free energy expression, as proposed by
Tanaka et al.22 for Lennard-Jones fluid. Using this finding, we
were able to formulate a simulation-based improvement on
classical nucleation theory, leading to a highly accurate predic-
tion of the simulated nucleation rates. Here, values of the
planar surface tension obtained from an extrapolation of the
size dependence of the equilibrium formation free energies
were used. At these deeply undercooled temperatures, the surface
tension values were significantly higher compared to extrapolated
values using parameterizations for liquid CO2. The simulation-
based theory did not predict the experimental nucleation rates as
accurately as the simulated nucleation rates. However, the differ-
ence was only 1–5 orders of magnitude, while the predictions of
self-consistent classical nucleation theory were off by 3–18 orders
of magnitude, indicating that the simulation-based theory offers a
significant improvement.

As demonstrated through the thermophysical properties
retrieved from the MD simulations, the standard Szilard–Farkas
kinetic scheme of nucleation describes the simulated homo-
geneous nucleation of CO2 rather well. As already discussed in
the first part of this series, the major problem in theoretically
estimating the nucleation rate of extremely undercooled CO2 is
the inaccuracy of the available surface tension parameterisation.
The experiments are carried out over 100 K below the triple
point, conditions in which liquid is a highly unstable phase. The
analysis of the TraPPE–CO2 clusters shows considerably higher
planar surface tension than for liquid CO2. On the other hand,
the obtained surface enthalpies of liquid clusters are in good
agreement with the surface tension relation of Quinn.44

From the nucleation simulations we isolated clusters and
studied their structural and energetic properties. Due to insuf-
ficient thermalization of the nucleating clusters through colli-
sions with the carrier gas, the clusters accumulate a significant
amount of latent heat from individual monomer captures.
Based on the analysis of the kinetic energy, we observed cluster
temperatures systematically above the temperature of the carrier
gas. The energetic analysis revealed that during the nucleation
stage, clusters containing fewer than 100 molecules were liquid-
like at all studied temperatures and pressures. While the majority
of these clusters undergoes a phase transition to the solid state
upon equilibration, some of the smallest clusters remain liquid-
like despite the strong undercooling. Over a century ago, Ostwald63

observed in the context of crystal growth from solution that the
phase transition occurred through intermediate metastable phases

until the most stable phase was reached. Here we have demon-
strated that this empirical step rule is equally valid for clusters in
the gas phase in extremely undercooled conditions, where the
stable cluster structure is crystalline.
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