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The phenomenology of resonant scattering has been known since the earliest experiments upon scattering of
atomic beams from surfaces and is a means of obtaining experimental information about the fundamentals of
weak adsorption systems in the van der Waals regime. We provide an overview of the experimental approach
based on new experimental data for the He—Sb,Tez(111) system, followed by a comparative overview and per-
spective of recent results for topological semimetal and insulator surfaces. Moreover, we shortly discuss the
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perspectives of calculating helium—surface interaction potentials from ab initio calculations. Our perspective
demonstrates that atom-surface scattering provides direct experimental information about the atom-surface
interaction in the weak physisorption regime and can also be used to determine the lifetime and mean free
path of the trapped atom. We further discuss the effects of elastic and inelastic scattering on the linewidth and
lifetime of the trapped He atom with an outlook on future developments and applications.
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Since the earliest scattering experiments of atomic beams from
surfaces, the phenomenology of resonant scattering and its
connection to molecular adsorption at a surface has been
known."? Understanding the scattering of atoms and mole-
cules from surfaces forms a central point of many aspects in
physical chemistry, including chemical reactions at surfaces

Anton Tamtogl

Anton (Toni) Tamtogl earned his
PhD in Physics at Graz University
of Technology in 2012. He was
thereafter awarded with an
Erwin-Schrédinger research fellow-
ship to continue his work at the
Cavendish Laboratory in Cam-
bridge, before he returned to
Graz where he is currently senior
researcher of the exotic surfaces
group. His current research is
centred on Dirac and 2D material
surfaces, in particular their inter-
action with gases and molecules

and the role of energy dissipation on these surfaces in connection

with molecular diffusion.

This journal is © the Owner Societies 2021

Adrian Ruckhofer

Adrian Ruckhofer received his
Master’s degree from the Univer-
sity of Technology, Graz in 2017.
He is currently in the last year of
his PhD where he has been
investigating various aspects of
helium scattering from semimetal
and topological insulator surfaces.

Phys. Chem. Chem. Phys., 2021, 23, 7637-7652 | 7637


http://orcid.org/0000-0001-9590-6224
http://orcid.org/0000-0003-4368-8207
http://orcid.org/0000-0002-6278-4352
http://orcid.org/0000-0001-8849-5658
http://crossmark.crossref.org/dialog/?doi=10.1039/d0cp05388k&domain=pdf&date_stamp=2021-01-23
http://rsc.li/pccp
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0cp05388k
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP023013

Open Access Article. Published on 22 December 2020. Downloaded on 1/9/2026 8:44:33 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Perspective

and providing the link for an atomistic understanding of
heterogeneous catalysis.*> Scattering experiments provide
access to the atom-surface interaction potential which is the
necessary prerequisite for any quantitative description and
theoretical treatment of molecular adsorption® or surface reac-
tion processes. Scattering approaches to chemisorption”® and
the coordinates relevant to the reaction potential’*”® rely on
such treatment.

While atomic force microscopy has been used to obtain
information about the forces between a single molecule and the
surface,”"° direct experimental information for the weak physisorp-
tion regime of the atom-surface interaction potential (in the
region of several meV) is only available through atom-surface
scattering.'*™* Diffraction of atomic and molecular beams is
based on their wave nature with momentum and wavelength
being inversely proportional via the de Broglie relation. He atoms
with a wavelength of 1.4 A exhibit an incident energy of only
10 meV."* As slow neutral particles, they are non-destructive with
a classical turning point being at about 2-3 A above the surface.
Their low energy allows to observe effects of the attractive part of
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the atom-surface potential onto the atomic beam in a similar
energy region.

Here we present an overview of the experimental approach
in obtaining atom-surface interaction potentials from He atom
scattering (HAS) experiments based on the study of selective
adsorption resonances (SARs), in which the helium atom briefly
gets trapped on the surface. SARs in HAS provide very high
accuracy information for the determination of the atom-surface
interaction potential’>'® and we present new experimental data
for the He-Sb,Te;(111) system and compare it with previous
results for binary topological insulators and semimetals. We
illustrate the principle in the context of classical HAS and
Fourier-transform (FT)-HAS studies. The presented systems
have certain aspects in common, with the bulk being non-
metallic, while the surfaces exhibit metallic surface states and
the corrugation in the repulsive part of the potential being of
comparable magnitude (~0.2-0.6 A).***” Moreover, while sig-
nificant theoretical effort has been devoted to understanding
the lifetime of these effects'®'® experimental information is
quite limited and we present temperature-dependent
experimental data.

1.1 The atom-surface interaction potential

Fig. 1 shows a schematic diagram of the atom-surface scattering
processes with elastic scattering and trapping. An atom of mass m
arrives at the surface with an incident wavevector k; and kinetic
2

energy E; = ;—mkiz and is scattered by the electron cloud at the
surface, where the atom interacts with all atoms of the semi-
infinite crystal via a total potential V(r). The momentary position of
the atom r = (R,z) is expressed in terms of coordinates in the
surface plane (capital letters) and normal to it along the z-axis
(likewise for the wavevector k = (K,k,), as illustrated in Fig. 1).

A precise model of He-surface scattering is rather compli-
cated, due to the extended nature of the interaction with
the surface.®?° Scattering calculations require a realistic
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Fig. 1 Illustration of the helium-surface scattering process. The incoming
He atom can scatter (or diffract) elastically, scatter inelastically (not shown)
or enter selective adsorption where it is transiently trapped in one of the
energy levels of the potential well.

He-surface potential and a suitable calculation scheme, for
which both empirical and theoretical approaches have been
used to establish interaction potentials."*'® The LiF(001) surface
was the first surface on which He diffraction was observed and to
date most of the best existing theoretical potentials for He-
LiF(001), as well as for other systems, are based on summed
pair potentials.®

Conventionally the potential V(R,z) is divided into a corru-
gated short-range repulsive wall and a less corrugated attractive
well (typically 5-50 meV) for rare gas atoms. The former arises
from the Pauli repulsion of the electrons of the probe atom with
the electrons of the surface; the latter is due to dispersion
forces resulting from the electrostatic polarisation of the atom
induced by the surface charge distribution.

The equipotential surface at which the potential V(R,2)

equals the He atom incident energy for the vertical component
2

of motion Ej. = %k,-zz is given by

V[Ryz) = Eizy (1)

where the resulting surface z = z(R,E;) defines the closest
approach of the atom to the surface, ie., the locus of the
classical turning point for the given surface potential and
vertical incident energy.**

Classical reflection corresponds to the incident He atom
reaching the turning point i.e. the repulsive part of the inter-
action potential while reflection coming from the long-range
attractive part is referred to as quantum threshold
reflection.>>>* The effect of the attractive part of the potential
onto the incident He atom can be seen as an analogy to
refraction for classical scattering from an isolated target. Since
only the z-component is important, refraction can also be made
visible in the case of fast Ne atoms, if angles close to grazing
incidence are used.**

Fig. 2 shows a calculated He-surface interaction potential for
Bi(111) (see Computational details in the ESIt). Fig. 2a shows a
surface plot, with the potential energy as a function of lateral
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Fig. 2 Calculated He-surface interaction potential above a Bi(111) surface.
(a) shows a surface plot of V(x,z) while (b) shows a contour plot with
several equipotential lines. The potential follows the periodicity of the
surface along x and has the general z-dependence shown. As illustrated in
(b), the classical turning point (e.g. for an energy of 10 meV as shown by
the red line) depends on the lateral position x, occurring at different
distances z from the surface for top (T) and hollow (H) sites, respectively.

distance x and distance z with respect to the surface, where the
potential rises steeply already at several Angstroms away from
the top-most layer. In Fig. 2b a contour plot with equipotential
lines is shown, illustrating that the turning point depends (e.g.
for an energy of 10 meV as shown by the red line) on the lateral
position x. Since the potential follows the two-dimensional
periodicity of the surface layer, it is possible to express the
static potential in terms of a Fourier series representation,””
which in turn is useful for scattering calculations.

For scattering calculations, a range of accurate and approximate
techniques have been established**'#?*® and within the exact
quantum mechanical methods the close-coupling (CC) method is
nowadays mainly used for scattering calculations."”**?° For the
calculation of diffraction intensities alone, sometimes simple
approximations for the interaction potential can be used and the
simplest one is the hard corrugated surface. In the case of
graphene (graphite) where the potential is steep and deep the
graphene layer on the substrate may be considered to act like a
hard wall. The latter is also confirmed in inelastic HAS measure-
ments for metal-supported graphene, where only phonons from
the substrate are seen via the electron spill out through the
electron-phonon coupling.®® Roughly speaking, if the distance of
the classical turning point in the potential with respect to z = 0 is
comparable to the He diameter then approximate results may be
obtained with the hard corrugated wall. This is confirmed by the
calculation of diffraction intensities for graphene on SiC(0001)
which are fairly well reproduced using a hard-corrugated-wall
model.*

On the other hand, in the case of metallic surfaces (see
Fig. 2) the latter should be avoided because the potential is
typically both shallow and has a long range component and
scattering calculations require a more realistic He-surface
interaction potential. Before we come to experimental
approaches based on atom-surface scattering experiments in
Section 2, we will discuss ab initio approaches for such a
potential in Section 1.2 and the characteristics of a few
potential shapes in Section 1.3.
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1.2 Helium-surface interaction from ab initio calculations

Besides the use of semi-empirical potentials, which are fitted to
experimental data, it is possible to generate numerical atom-
surface interaction potentials from first-principle calculations.
However, a precise description of the He-surface interaction
still represents a considerable challenge due to the difficulties
in accurately and simultaneously describing the short range
repulsive part and the long range van der Waals (vdW) interac-
tions. Various methods, with different degrees of complexity
have been used over the years.

Very sophisticated protocols combining Moller-Plesset per-
turbation theory (MP2) with high order corrections computed
from coupled-cluster CCSDT(Q) have been proven to provide a
good agreement with He scattering experiments for the
MgO(100) surface.**** Other works used time-dependent den-
sity functional response theory to compute the long range
dispersion contributions®® obtaining a good description of
the interaction of He and Ar on Au(111).>® Accurate interaction
energies with noble gases have also been obtained using a self-
consistent exact-exchange random phase approximation (EXX/RPA)
formalism.*”*® All these methods however, are computationally
expensive and often require a careful material-dependant tailoring.

Density functional theory (DFT), on the other hand, is compu-
tationally cheap and readily applicable. As such, various flavours
of DFT have been used to calculate the He adsorption energies or
the HAS diffraction spectra of a broad variety of systems with
mixed results.’**™* It is known that standard approximations for
the exchange—correlation functional in DFT, like the local-density
approximation (LDA) and the generalised-gradient approximation
(GGA), neglect long-range dispersion effects since they include
only local contributions to the electron correlation.

Different methods have been developed to overcome this
problem from the addition of semi-empirical or ab initio based
long-range corrective terms’®™>° to truly non-local
tionals.>>™* Such an approach has also been used for the
numerical Bi(111) potential shown in Fig. 2, with the full
computational details being given in the ESL.} In addition, new
theoretical approaches include the implementation of neural
networks for molecule-surface scattering™ as well as vdW corrected
semilocal density functionals to determine molecule-surface inter-
actions on transition-metal surfaces.*

It is generally recognised that vdW corrected functionals
consistently improve the adsorption energies of molecules and
noble gases both on insulating and metallic surfaces®>® and
can lead to a good agreement with scattering experiments.>” On
the other hand, a recent comparison between experimentally
measured and theoretically predicted diffraction probabilities,
shows how these functionals can give rise to large overestima-
tions of the corrugation, i.e. despite providing good results for
absorption energies the long-distance corrugation of the
potential energy surface further away from the surface is
overestimated.>® These results highlight the importance of
atom-surface scattering experiments as a benchmark for any
ab initio treatment of the long range interaction and their
contribution in the improvement of those.

func-
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1.3 The characteristics of different potentials

Upon scattering from a solid with a closed-shell system such as
ionic crystals the static potential V(R,z) can be reduced to a sum
of two-body interatomic potentials. However, for semiconduct-
ing and metal surfaces the interaction of the He atom with the
surface is to a large extent mediated by the conduction electrons
and acquires a many-body character.> For example, the 9-3
potential results from pair-wise summation of the Lennard-
Jones potential and describes the correct long-range behaviour
but does not reproduce the correct repulsive behaviour and it has
been shown that it cannot reproduce the measured SARs in the
case of semimetal surfaces."

Instead a combination of two exponential forms for both the
repulsive and attractive part, known as the Morse potential, is
frequently used due to its algebraic simplicity. The three-
dimensional corrugated Morse potential (CMP) as a function
of the lateral position R on the surface and the distance z is
given by*®

V(R,z) = D|Le-2e-<R) _
) Yo

27, 2

with the potential parameters « for the stiffness and D for the
well depth. ¢(R) describes the periodically modulated surface
and v, is the surface average over e***®), In the limit of classical
reflection, &(R) corresponds to the turning point defined in (1).

Quantum mechanical arguments suggest an exponential
form for the short range Pauli repulsion which is correctly
described by the Morse potential. On the other hand, (2) does
not have the z~® long range dependence which is expected by
theory.”" Here, the hybrid Morse potential can be used as an
improvement of the Morse potential since it exhibits the
expected asymptotic long rang behaviour."®

An appropriate potential which considers exponential repulsion
and the attractive part according to a power law is the Tang-
Toennies potential,®® however, it follows from a summation over
pair-potentials which can only be considered accurate for ionic
crystals as described above. While the short range repulsion
exerted by all surface atoms on the He atom can be considered
to be only slightly larger than the two-body repulsion, the joint long
range attraction of the surface largely exceeds the summation of
pair potentials.*!

For the study of SARs the above mentioned potentials are
often simplified to the first order Fourier coefficient leading to
the lateral surface averaged potential. For surfaces which
resemble a hard corrugated wall the latter provides approxi-
mate results, however, in terms of (2) it can be seen that such
an approximation is only valid for x, « 1, and in order to
describe the complete experimental band structure of the He
atom in the corrugated surface potential (Section 2.3) higher
order Fourier components need to be included which are easily
obtained for the CMP.

Since the three-dimensional CMP does not treat correctly
the long range attraction, it is not so appropriate for quantum
mechanical calculations of inelastic HAS resonances and focusing
effects.'®® Instead optical potentials have been used previously to
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study the effect of inelasticity on resonance scattering, e.g. on
graphite(0001)*" and for the Si(111)-(1 x 1)H surface.®®> However,
in SAR studies of the latter system it was noted that a significant
corrugation exists in the region of the attractive well which cannot
be reproduced by such a potential. The effect is subtle as it does
not manifest itself strongly in the diffraction intensities and
instead causes a broadening of the resonance features.”

Despite some limitations in using the pure exponential form
for the atom-surface potential (2), many useful results can be
obtained for conducting surfaces®' and earlier studies have
shown that this potential shape reproduces the measured
bound states of semimetal and topological insulator
surfaces.'®'”?%3° In particular, the CMP greatly simplifies the
treatment of several steps within the CC algorithm, allowing for
an analytical solution in those cases, which leads to reduced
computational costs. The obtained coupling terms are then
only valid for the three-dimensional CMP. Hence in order to
avoid inconsistencies in the CC calculations and to provide a
simple comparison with the atom-surface interaction obtained
for similar systems we will restrict the following discussion to
the CMP.

Considering also the challenges theorists are facing in
describing the vdW interaction correctly, CC calculations in
combination with the three-dimensional CMP are clearly a
sensitive tool for determining the atom-surface interaction
potential, at least in the case of conducting surfaces. Although
some functionals have been proven to yield good results for
diffraction from alkali metal surfaces,®*®* Ne diffraction®” and
physisorption energies in He/metal systems,® the performance
for HAS from conducting surfaces is still under debate.®® As
noted by del Cueto et al.,®® up to now none of the available vdW
functionals have been proven to yield good He diffraction
probabilities, most probably due to the in Section 1.2 described
overestimation of the long-distance corrugation which is
probed by the He atom.®’

1.4 Topological semimetals and insulators

One of the most fascinating aspects when studying surfaces is
that their physical and chemical properties can be radically
different from those of the corresponding bulk material. The
semimetals Bi and Sb are striking examples for these differ-
ences with the surfaces being much better metals than the bulk
due to the existence of electronic surface states.®®® There are
even more peculiar surface dominated effects when it comes to
topological insulators: the material class of topological insulators
(TIs) has recently attracted high interest,>”* due to their unique
electronic structure which exhibits protected conducting surface
as well as insulating bulk states.”>’® Most previous studies
investigated the prominent binary TIs Bi,Te; and Bi,Se;,”””” while
Sb,Te; is discussed in fewer works.”®

Most classic semimetallic elements belong to group 15 of
the periodic table, including Sb and Bi. The side view of the
typical structures of these semimetals is shown in Fig. 3a, while
Fig. 3b shows the structure of the binary TIs. The semimetals Bi
and Sb show a typical bilayer structure, with intralayer bonding
being mostly covalent, whereas the layers are held together by
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Fig. 3 Side view of the structures. (a) The semimetal surfaces Bi(111) and
Sb(111) both exhibit a typical bilayer structure with the hexagonal unit cell
as red dashed line. (b) The binary topological insulators are composed of
quintuple layers with the terminating layer being either Te or Se. The
hexagonal unit cell is illustrated by the green dashed lines (which continues
to the top and the bottom).

weaker interactions predominantly of vdW character. The
binary TIs such as Sb,Te; are composed of layered hexagonal
structures (Fig. 3b) where quintuple layers (QLs) are weakly
bound to each other through weak vdW forces which allow for
an easy cleaving of the samples. Consequently, crystal samples
of binary TIs are cleaved in situ using a load-lock system”®
directly before putting those into the scattering chamber, while
the semimetals Bi and Sb are usually prepared by several Ar'-
sputtering and annealing cycles. In the case of binary TIs,
recent research has also shown the importance of an accurate
theoretical description of their layered structure, where the
inclusion of vdW corrections is essential for surface dynamics
as well as diffusion.?*%'

Hence experimental access to the vdW interaction on these
surfaces is not only interesting from a fundamental point of
view. For example, vertical stacking of different layered materials
held together by vdW interactions is emerging as a new scientific
approach to achieve desired properties by design. Recent studies
have shown that the vdW interactions affect electronic and
phonon properties of such structures with consequences for
transport and optical applications.>**** In addition, an accurate
description of the atom-surface interaction helps to understand
the adsorption of atoms and molecules in the physisorption
regime®® including modifications of the surface electronic
structure via adsorption®*® and effects relevant for heteroge-
neous catalysis or sensing applications.”>*!

2 Experimental approaches based on
gas-surface scattering

Experimental studies of the atom-surface interaction potential
based on the mechanism of SARs, provide very high accuracy
information for the determination of the atom-surface interaction
potential."”>"* Earlier studies of SARs mainly investigated salts
with the NaCl structure,**>%15°%4 semjconductors®® and more
recently layered materials such as TIs."”**® In order to determine
an accurate three-dimensional atom-surface interaction potential
the analysis of SARs has to be combined with quantum mechan-
ical scattering calculations®**'** as outlined below.

The process of an SAR involves trapping of an impinging He
atom on the surface until it scatters with a G-vector or a phonon
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to leave it again.'>'®> A simple semi-classical view of the process
is illustrated in Fig. 1: scattering at the resonance condition
corresponds to a double scattering event where one part of the
incident wave is scattered directly into an open channel, while a
fraction undergoes diffractive scattering into an evanescent,
resonant state that propagates parallel to the surface. After a
short time, a second process scatters the wave into an open
channel with subsequent interference between the two scattered
components leading to modulations in the outgoing intensity,
which can be observed in an experiment.

An SAR process occurs when the outgoing wavevector com-
ponent perpendicular to the surface k> becomes negative
which is a kinematically disallowed state. This appears when
the difference between the incident energy and the kinetic
energy of the atom moving parallel to the surface matches
the binding energy ¢, of an adsorbed atom:"*

2 2
E =k = K4 G 6K G), 3)
as illustrated in Fig. 4. The bound state ¢, is here defined as a
function of the parallel momentum K; and the interacting
G-vector G. Hence studying the SAR processes on the surface
leads to the bound state energies which in succession allows to
determine the atom-surface interaction potential.

This semi-classical picture provides insights into the origin of
the experimental intensity variations, however, the process can
only be fully understood from a quantum standpoint.'® The two
key properties in resonant scattering processes are the kinematic
condition giving rise to a particular resonance, and the lineshape
of the resonance. The former provides information on the energy
of the resonant state and thus in the weak corrugation limit, the
z-dependence of the laterally averaged potential Vy(z) as
described in Section 2.1. The lineshape, on the other hand,
provides information about the corrugation (see Sections 2.2-
2.3) which taken together offers one of the most precise experi-
ments considering physisorption potentials.®

In the free atom approximation, once the He atom has
entered a bound state, it can move freely parallel to the surface
as illustrated in Fig. 4. It corresponds to a simplification of (3),

incoming He atom

E; = §5K} = 47 (Ki+ k)

A

Mx,z)
A

Outgoing He atom

V4

bound'state™ /2 (K; + G)° = F; + |ea
Fig. 4 Schematic illustration of a selective adsorption resonance process
in the free-atom approximation, with the kinematic conditions for entering
a bound state with energy ¢,,.
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neglecting the corrugation of the potential: ¢, is then the nth
bound state of the laterally averaged potential, Vy(z) (&, in (3)
becomes independent of K; and G). Such an approximation is
useful in order to obtain a first “idea” of the potential para-
meters from the experimental data (see Section 2.1) which can
then subsequently be refined using a three-dimensional model
potential that is matched to the experimental results.

As further noted by Jardine et al.,"* for weakly corrugated
surfaces, the He wavefunctions in the resonant state can be
approximated as

¥ (kr6)n(R)2) ~ dn(z)expli(K + G)-R], 4

with ¢,(z) being an eigenfunction of V,(z) and the R-dependence
becomes that of a plane wave (see Fig. 4).""

The time spent in the resonant state depends on the lateral
corrugation of the potential since the “strength” of diffractive
scattering is determined by the corrugation, thus making
resonant scattering a useful experimental probe of the three-
dimensional atom-surface potential. Resonances involving the
ground state are most sensitive to the potential near the
minimum, since that position corresponds to the largest weight
of ¢y(z). On the other hand, higher lying states extend further
into the vacuum region and are a useful probe of the exact
potential shape at larger distances z."*

For accurate studies of corrugated systems, large amounts of
high resolution, high quality data are required. According to
the kinematic condition (3), one can either vary E; or the
parallel momentum transfer K; In a conventional HAS
experiment,'” there are three variables: the incident energy,
E;, together with the polar and azimuthal scattering angles, 9;
and ¢@;. Here, the scattering angles correspond to changes of K;
as determined by the scattering geometry.

Often the energy and azimuthal angle are fixed while the polar
angle ; is varied followed by a simplified analysis based on
approximations, such as (4). However, in particular potentials with
a large corrugation, derived on the assumption of the free-atom
approximation, are inaccurate and the bound-state energies are
known to be systematically misplaced. The full picture is analogous
to a two-dimensional (2D) band structure of nearly-free particles
due to the periodic corrugation of the potential, i.e., in the laterally
averaged potential, each bound state gives rise to a 2D sub-band of
the overall band structure (see Fig. 5b).""'*°*%” Hence for an
accurate determination of the three-dimensional atom-surface
interaction potential, several of the above described experimental
variables should be varied, thus providing a larger data set while at
the same time solving the elastic scattering problem exactly by
using computational methods such as the CC algorithm.

By using Fourier-transform (FT) HAS, a wide range of
incident energies can be studied at once, producing large
datasets over a wide range of kinematic conditions (see
Fig. 5a). In FT-HAS, the spread of energies in the incident beam
is intentionally broadened as far as possible (illustrated by the
red gradient in Fig. 5a), and the spin-echo principle is then
used to analyse the energy distribution of the scattered beam,
thus providing energy dependent reflectivity information'**° as
plotted in Fig. 5b for Bi(111): a large number of resonant features
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Fig. 5 (a) lllustration of the resonance condition in the free atom approxi-

mation, when using an incident beam with a broad energy distribution. (b)
Specular intensity for scattering of He from Bi(111) at 150 K, obtained from
a FT-HAS measurement. The scattered intensity is plotted as a colour map
versus incident energy, E;, and azimuthal angle, ¢;, showing a large number
of resonant features which disperse across the plot. The superimposed
lines show the kinematic conditions in the free atom approximation.

can be seen as bright and dark stripes, dispersing across the plot.
The advantage of FT-HAS with respect to conventional HAS is,
that the energy resolution is unaffected by the spread in the
incident beam, and the data taking time depends on the
required spectral resolution, rather than the spectral range."?
The superimposed red lines in Fig. 5b according to the kinematic
conditions in the free-atom approximation, illustrate that there
are significant offsets and shifts with respect to the maxima/
minima in the experimental data which can only be reproduced
when considering the full three-dimensional potential.

2.1 The laterally averaged potential from diffraction scans

As described above, in order to obtain the laterally averaged
potential Vy(z), which in turn can be used as a first starting
point for the determination of the three-dimensional potential,
often only one experimental variable is varied. Such an experi-
ment is e.g. an elastic scan where the sample is rotated around
the polar (incident) angle 9,. The parallel momentum transfer
to the surface AK = |AK]|, is then given by

AK = |Kf— Kl'| = |ki|[sin(95D — Sl) — sin 9,’], (5)

where the final scattering angle 3= 35p — §; is determined by
the fixed source-detector angle 3sp. In such an experiment,
SARs will typically become visible as smaller features in-
between the diffraction peaks and the position of the SAR
features in the scans are related to the bound state energies.

Following the free-atom approximation we can directly obtain
the bound state energies of the laterally averaged potential which
assumes a surface without corrugation, V,(z) = D[e” >* — 2e "“].
The kinematic condition (3) at certain values of the parallel
momentum transfer AK needs to be fulfilled, but in the free-
atom approximation, the binding energies ¢,(K;,G) are consid-
ered constant and therefore independent of K; and G. (3) can
then be expressed in terms of the incident angle 9; and the
incident wave vector k;:

2 .
h—’:llsn‘ = (k, sin 9; + GH)2+GLZ — k,‘z. (6)

This journal is © the Owner Societies 2021

View Article Online

Perspective

Here G has been split into its parallel and normal component
(Gy,G 1) with respect to the incidence plane.

Such an approximation is useful in order to obtain a first
idea about the potential parameters. However, the assignment
of SARs to a certain bound state energy ¢, is not always
unambiguous due to the manifold of various G-vectors and the
known systematic displacement in the free-atom approximation.
A more robust approach considers the different curvatures
associated with a certain G-vector, either using the FT-HAS
technique®® or considering consecutive elastic angular scans in
terms of their incident energy."”

By combining many elastic scans along the same azimuthal
direction with various incident energies E;, the scattered intensity
as a function of two variables (%,E;) can be obtained. Hence a
similar data set as in the FT-HAS experiment is obtained, although
it will be resolution limited to some extent by the apparatus. Such
a two-dimensional intensity plot is shown in Fig. 6 for the TK
azimuth of Sb,Te;(111). The x-axis has been converted from
incident angle to parallel momentum transfer according to (5)
and the y-axis corresponds to the incident energy E; while the
colour map represents the scattered intensity. The high intensity
of the specular and first order diffraction peaks has been omitted
for better visibility of the SAR features in the surface plot.

In order to decrease the linewidth and thus the separation of
the SAR features, the sample is typically cooled down (e.g. to
113 K in Fig. 6) for these angular scans. The peak position at a
certain k; can now be used to identify the corresponding
diffraction channel G and bound state energy ¢, in the free
atom-approximation. The coloured lines represent the kinematic
conditions (6) for various ¢, with the number in brackets
denoting the interacting G-vector. For simplicity only the three
most prominent interacting G-vectors, which show stronger
intensities, are drawn. Analogous to an FT-HAS scan such as in
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Fig. 6 Contour plot of the scattered He intensity in dependence of
momentum transfer and incident energy along the TK azimuth, for the
Sb,Tes(111) sample at 113 K. The solid lines are the positions of the SAR
features according to the free atom model with the different colours
denoting the bound state energies ¢, 3. The Miller indices of the interacting
G-vectors are given in brackets.
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Fig. 5(b), different G-vectors will give rise to different curvatures,
versus incident energy, in these kind of plots, thus allowing for a
better assignment of the involved G-vectors and bound states.

Following such an initial analysis for the He-Sb,Te;(111)
system, three prominent lines can be attributed to three
different bound state energies with the G-vector (10) with
2.38, 0.9 and 0.4 meV. The same measurement as in Fig. 6
was performed along the I'M azimuthal direction (see ESIT)
from which, in addition to confirming the bound state energies
along TK an additional bound state at 4.28 meV can be
identified.

Finally, the four obtained bound-state energies were fitted to
the laterally averaged Morse potential using a least squares
method."” The fit yields a potential with the parameters D =
(5.5 & 0.2) meV for the well depth and « = (0.76 4 0.05) A~* for
the stiffness.

2.2 Surface electronic corrugation

After the determination of the laterally averaged atom-surface
interaction potential V, the surface electronic corrugation &y,
as it appears in the corrugated potential needs to be consid-
ered. In principle, the corrugation determines the fraction of
the incident beam which is scattered into diffractive channels
and thus the diffraction intensities. Thus, following quantum
mechanical scattering calculations the intensities in the angular
diffraction scans can be determined®® and compared with the
experimental intensities.

Calculations of the scattered intensities can be performed
using the elastic CC approach in which the time-independent
Schrédinger equation is solved. Inserting the Fourier series of
the surface potential and the wave function in this equation
gives a set of coupled equations for the outgoing waves. These
waves are numerically solved for in the CC-algorithm for a finite
set of closed channels.'®® The method of solving the set of
coupled equations has been discussed widely in previous
publications'®'#?%9%19 and the Fourier ansatz with the corru-
gation function and the corresponding coupling terms can be
found in ref. 16, 29 and 100. The elastic CC-calculations further
need to be corrected for the Debye-Waller attenuation, using a
previously determined Debye-Waller factor'®'/surface Debye
temperature Oy, (see ESIT).

As a starting point, the potential parameters from the
kinematic analysis and an estimated value of the corrugation
are used for the elastic CC-calculations. By comparing a data set
of several angular scans over the high symmetry directions and
at various sample temperatures the value of the corrugation is
iteratively improved. The optimisation is usually performed by
minimising a measure of the deviation R:

1
R=—

Ny 2T =1 ?)

G

with IZP and I5™ being the measured and calculated diffraction
intensities and N the number of experimentally measured
diffraction peaks.'*
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Fig. 7 The blue line shows the scattered intensity versus the parallel
momentum transfer along the TM azimuth of Sb,Tes(111). The orange
areas show the fitted measured intensities based on a Voigt-profile,
resulting in a value displayed as red stars. The green squares correspond
to the calculated values based on elastic quantum-mechanical scattering
calculations.

In Fig. 7 an exemplary comparison is depicted for a scan
along the TM direction of Sb,Te; with an incident energy of
15.4 meV. The peak areas of the diffraction channels are fitted
using Voigt profiles and shown as orange shaded regions, while
the obtained values of the peak areas are indicated by the red
stars. The calculated scattering intensities are plotted as green
rectangles, showing good agreement with the experimentally
determined values. Following this optimisation, the best fit
value for the peak to peak corrugation of Sb,Te; in percentage
of the lattice constant is found to be &, = 5.5%.

2.3 The three-dimensional potential and quantum-
mechanical scattering calculations

Although we have considered the surface electronic corrugation
in Section 2.2 based on a comparison of diffraction intensities
with quantum-mechanical scattering calculations, the potential
parameters D and « are still those based on the initial analysis
following the free-atom approximation. In order to obtain a
realistic, three-dimensional atom-surface interaction potential,
further refinement of the potential based on the inclusion of
larger experimental data sets and a comparison with quantum-
mechanical scattering calculations is required as outlined in
the following.

While an analysis based on the free-atom approximation
may be appropriate for “flat” metal surfaces, i.e. with a negligible
electronic corrugation,'®® surface corrugation is a necessary
ingredient for SAR processes to occur. In fact, considering the
semi-classical picture, the strength of diffractive scattering both
into and out of a resonant state is determined by the corrugation
and the “quality” of experimental SAR data will depend on the
magnitude of the corrugation.

With increasing corrugation, resonances become stronger
since more of the incident wave scatters into the resonant state.
On the other hand, a larger corrugation will give rise to a
greater deviation from the free-atom model making an analysis
solely based on (4) and (6) much more difficult. The analysis of
SARs is also affected by the dimensionality of the corrugation
function since one-dimensional problems, such as e.g. stepped
surfaces,'®'® have a simple band structure, while for systems
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which exhibit a two-dimensional corrugation there are many
more open channels making it more difficult to find “isolated”
SAR features. The strong deviation from the simple free-atom
like dispersion and the broadening and overlap of SAR features
for systems with a large 2-D corrugation makes the analysis
much more challenging.'®

In order to identify systematic shifts/misplacements due to
the corrugation and dispersion in the picture of the three-
dimensional interaction potential (see Fig. 5b), quantum mechanical
scattering calculations considering the full-dimensional potential
need to be used for a comparison. However, reproducing an
angular scan, where 9; is varied is rather difficult to implement in
a CC-calculation. Instead it is much easier to follow the variation
of the scattered intensity for a specific scattering channel in the
CC calculation which is then compared to an experiment where
e.g. E; is varied while 9; remains fixed in a conventional HAS
experiment. The latter corresponds to a single slice at fixed ¢; of
an FT-HAS experiment.

The so-called “drift scan” in a conventional HAS experiment

7‘2
is easily realised by changing E; = ;—mkiz via the nozzle tem-

perature while measuring the scattered intensity. Usually, this
is done by monitoring the intensity of the specular channel,
since the specular reflection provides the highest signal-to-
noise ratio. Various dips and peaks in the drift scans give
access to the detailed shape of the potential and can further
be compared with the mentioned scattering calculations.

The left-most and the central panel in Fig. 8 show such a
measurement (blue line) taken at 113 K for Sb,Te3, with several
features that can be attributed to SAR processes. The dash-
dotted light green line shows the CC calculation while the dark
green curves were convoluted with a Gaussian function to account
for an apparative broadening of the natural linewidths.'” By
adjusting the parameters of the initial potential and comparing
the position of the features (in terms of k;) from the scattering
calculations with the experimental data it allows for a refinement
of the potential parameters.
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Fig. 8 Normalised scattered intensity of the diffraction peaks versus
incident wavevector k;. The blue curve shows the measured Sb,Tes data
at 113 K with the solid green curve corresponding to the elastic
CC-calculations corrected by the Debye—Waller factor according to the
optimised three-dimensional potential. The dash-dotted curve has been
convoluted with a Gaussian to account for the experimental/beam broadening.
The so-called drift scans are plotted (from left to right) for the TK specular, the
TM specular and the (11) diffraction peak, respectively.
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Table1 Comparison of the potential parameters well depth D, stiffness «
and surface electronic corrugation ¢p in % of the lattice constant for the
binary topological insulators as well as the single-elemental semimetals
which are part of the compounds forming binary Tls

Crystal D (meV) K (A7) Epp (%) Ref.
Bi,Se;(111) 6.54 0.58 5.8 17
Bi,Te,(111) 6.22 0.92 9.6 30
Sb,Te,(111) 5.43 0.73 6.6 a
Bi(111) 7.9 0.88 8.1 29
Sb(111) 4.28 0.39 13.7 16

¢ Current study.

A more detailed description of the analysis of such drift scan
spectra, including the adaptation of a corresponding R-factor
and additional experimental effects such as nozzle flow correc-
tions and surface terraces can be found in ref. 17. The scattered
intensity of the (11) diffraction peak at a momentum transfer of
AK = —3 A™* as shown in the right-most panel of Fig. 8 can also
be analysed in the same manner. However, the fact that the
position of the diffraction peak will shift with 9; complicates
such a measurement - hence the number of experimental
points is much smaller compared to measurements at specular
position. Nonetheless, several SAR features are again very well
reproduced with the elastic CC-calculations using the same
potential.

The final potential parameters following this kind of analysis
and iterative optimisation can be found in Table 1. Therefore,
once the potential parameters D and k have been optimised, the
corrugation ¢, is further improved by following the procedure of
comparing the diffraction intensities as discussed in Section 2.2.

Finally, it should be noted that inelastic effects cannot be
reproduced within the scheme of elastic CC-calculations, mean-
ing that in addition to apparative broadening effects it is not
possible to resemble the actual shape of the whole measured
drift spectrum based on elastic calculations. One can clearly see
that, e.g. for the measurement along the TK azimuth, the peaks
at 4.6 and 5.0 A™* occur as dips in the calculation which can
possibly be explained by inelastic events that turn maxima into
minima and vice versa.'**'°> We can however obtain an estimate
of the influence of inelastic events based on a comparison of how
the broadening of SAR features changes when changing the
sample temperature (see Section 4.1)

2.4 Linewidth and lifetime of SARs

As outlined in Section 2.3, corrugation is a necessary ingredient for
SARs to occur and as the corrugation increases the resonances
become stronger, as more of the incident wave scatters into the
resonant state. However, at the same time resonances will become
simultaneously broader since the resonance lifetime decreases
through stronger scattering out of the resonant state."?
Consequently, the broadening of SAR features in experi-
mental measurements is related to the lifetime of the He atom
in that particular bound state. The usual approach is to
determine the external linewidth from e.g. an angular scan
which has to be corrected with respect to resolution aspects of
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the apparatus, in order to obtain the actual internal/natural
linewidth."®'

However, in the few experimental studies available up to
now, there is some ambiguity about how to obtain the corres-
ponding lifetime from the measured linewidth which shall be
clarified at this point. The lifetime follows from the uncertainty
principle which is based on the standard deviations and there-
fore one should use the half-width at half-maximum (HWHM):
following the uncertainty principle, the relation in terms of
lifetime is a consequence of the Fourier theorem i.e. in classical
wave mechanics the uncertainty of the angular frequency times

the uncertainty in time is > 5 Following the derivation of

response functions within the theory of time-dependent
perturbations,” an SAR exhibits a Lorentzian lineshape which
decays according to exp(—t/t), where 7 is the lifetime. From the
corresponding HWHM I of the Lorentzian it follows I" = /i/r and
hence the experimental broadening can be used to determine
the lifetime 7.

On the other hand, upon using the angular broadening of
SARs in diffraction scans, those tend to be fitted with Gaussian
functions since it makes a subtraction of the experimental
broadening (being the sum of two Gaussians) to obtain the
internal linewidth easier and the uncertainty in doing that is
usually negligible. Following this approach, the SAR features in
several diffraction scans are fitted with a Gaussian function
which is then corrected for the effects of the angular resolution
of the apparatus as well as the energy spread in the beam (see
ref. 17 for further details). The HWHM Ag, of the Gaussian then
yields the natural linewidth which is related to the lifetime 7 of
the bound state via 1, = fi/Ag,. >

Moreover, using the lifetime, the distance that the He atom
travels parallel to the surface can be estimated. Based on the
parallel momentum K| = k;sin 3; + G, where G| is the parallel
component of the interacting G-vector, the velocity of the He
atom parallel to the surface can be determined which together
with the corresponding lifetime 7, yields the travel distance L,,.

3 A comparison for semimetals and Tls

In the following, we provide a comparison of the He-surface
interaction potential of binary TIs as well as of single-elemental
Bi(111) and Sb(111).'72%°%'%° The determined potential para-
meters for the well depth D, stiffness x and surface electronic
corrugation &, are summarised in Table 1. All quantities have
been determined based on HAS experiments, assuming a
corrugated Morse potential following the approach presented
in this perspective.

Single elemental Sb(111) exhibits the most shallow poten-
tial well depth with D = 4.28 meV and the smallest stiffness
k = 0.39 A, while at the same time, the value for the
corrugation is the largest, with &,, = 13.7% of the surface
lattice constant. In comparison, single elemental Bi(111) exhi-
bits the deepest potential well depth, possibly due to a larger
polarisability of Bi compared to the other elements, giving rise
to stronger vdW interactions and thus a deeper potential well.

7646 | Phys. Chem. Chem. Phys., 2021, 23, 7637-7652

View Article Online

PCCP
4 T T T T T T T T T
——BiyTes, D = 6.22 meV, k = 0.92 A~!
- ——BisSes, D = 6.54 meV, k = 0.58 A1
= 2r ShyTes, D = 5.43 meV, = 0.73 A~1[]
&
~ 0f
>
o0
8
o -2+
()
K
5
g
(=}
(2
6+

-1 0 1 2 3 4 5 [§ 7 8
Distance z with respect to the potential minimum (A)

Fig. 9 Comparison of the laterally averaged potentials V(z) for the binary
Tls based on the determined corrugated Morse potentials in Table 1.

The latter also seems to transfer to the well depth of the binary
TIs containing the element as described below.

In Fig. 9 the laterally averaged Morse potentials for all three
binary TIs are plotted, based on the parameters from Table 1.
The different well depths can be clearly seen in the potential
energy values at zero distance from the surface. Bi,Se; exhibits
the deepest well depth among these binary TIs (D = 6.54 meV),
but at the same time the smallest stiffness x = 0.58 A~". Taken
together it means that the laterally averaged potential of Bi,Se;
contains the largest number of bound states with a total of
seven states with ¢5; and ¢ being quite close to zero i.e. to the
threshold condition. The well depth of Sb,Te; is the most
shallow one within the group of binary TIs and as the only
binary TI without Bi in the compound this may be due to the
influence of the heavier Bi atoms in the other two compounds
(BiySe; and Bi,Te3) with respect to the attractive part of the
potential - i.e. the large polarisability of Bi as mentioned above.

While some properties of the single-elemental group 15
semimetals (Bi,Sb) seem to transfer to the binary compounds,
the uppermost layer of these binary TIs is either Se or Te (see
Fig. 3b). Since the Se atoms are “smaller” compared to Te, the He
atoms may get closer to the surface and might therefore experi-
ence stronger effects from the heavier Bi elements in the second
atomic layer. The latter would make the Bi,Se; interaction
potential deeper compared to the Bi,Te; potential with the
terminating Te layer as is indeed the case according to Table 1.

These simple trends in terms of the atom-surface interaction
well depth and stiffness seem to work upon comparison of the
group 15 semimetals and the compounds forming the binary
TIs, however, other data suggests that they cannot easily be
extended to other groups across the periodic table. For exam-
ple, for the layered material 2H-Mo0S,(0001), a He-surface
potentital with a well depth D = 13.6 meV and stiffness k =
1.15 A™" had recently been reported.”®

4 The linewidth and lifetime of
resonances

While several theoretical efforts have been devoted to studies of
the lifetime of SAR effects*®***%" 1% and we will compare our
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Table 2 Bound state values of the laterally averaged He-Sb,Tes(111)
interaction potential. The determined internal linewidths Ag, of the corres-
ponding bound states (based on the experimental width of the resonances)
and their lifetimes t,, are also given. From the lifetime the distance L,
travelled in the bound state can be calculated. All data was collected at
113 K and the overall accuracy is estimated to be about £15%

Bound state &y (meV) Ae, (meV) 7, (ps) L, (A)
&o 4.27 0.29 3.1 13
& 2.37 0.165 4.5 34
& 1.02 0.11 6.2 44
&3 0.23 0.055 12.2 86

findings with a few of those, experimental studies about the
lifetimes of SARs are particularly scarce, with the exception of
the He-LiF(001) system,'% a stepped copper surface''® and a
few preceding studies of semimetal and TI surfaces."®"’

The natural linewidths, corresponding lifetimes and travel
distances for all four bound states of the He-Sb,Te;(111)
potential are listed in Table 2. As expected, the lower the bound
state (higher binding energies) the broader the natural linewidth
Ae, yielding a shorter corresponding lifetime."® As follows from
(4), for bound states lying just below the threshold, the majority
of the weight in ¢,(z) lies well away from the repulsive wall.
Hence higher lying bound states couple weakly to the repulsive
lateral corrugation: the He atom will remain longer in that
particular state since the probability of scattering “out” of the
bound state is smaller and the SAR exhibits a long lifetime and
a narrow width in energy. In contrast, the lower lying bound
states are broader, reflecting greater coupling to the repulsive
corrugation.

In comparison with other binary TIs, the internal linewidths
for Bi,Se; are very similar to the here reported values for Sb,Te;.
The bound state ¢, = 2.3 meV for Bi,Se; exhibits a lifetime of 7, =
4.4 pst and thus exhibits a very similar lifetime as the bound
state ¢; in the case of Sb,Te; (Table 2), which occurs at a similar
binding energy. The same holds for Bi,Te;, where upon analysis
of the angular scan for *He scattering,*® a lifetime of about 15 ps
for ¢, ~ 0.3 meV is obtained.

The distances L,, travelled parallel to the surface are also
reported in Table 2 for Sb,Te;. Naturally, longer lifetimes in
Table 2 correspond to longer distances travelled parallel to the
surface with the longest lifetime in the case of Sb,Te; (12.2 ps)
corresponding to a travel length of 86 A. The travel distances of
bound states with similar energies among the binary TIs are
again quite similar, e.g. & for Sb,Te; in Table 2 is in good
agreement with the 36 A for ¢, in the case of Bi,Se;. In fact the
travel distances are also close to previous works of different
systems. E.g. for LiF(001) L, = 17 A is founds§ for the ¢, = 2.46 meV
bound state at room temperature, whereupon we obtain L, = 25 A
for &; when measured at room temperature (Table 3).

i Note that here we use the HWHM from ref. 17 where originally the values were
obtained for the full width at half maximum.

§ Note that ref. 106 used the relation 7, = h/A¢, with the Planck constant A.
Therefore, the travel lengths L, were recalculated using 7.
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Table 3 The internal linewidths A¢, and the corresponding lifetimes 7,
and travel distances L, of the He—Sb,Tes(111) interaction potential, analo-
gous to Table 2 but now for measurements at room temperature.
Comparing the lifetimes obtained at T = 296 K with the measurements
at T = 113 K (Table 2) provides an estimate of the temperature dependence

1A
% TIAT
Bound state Aée,, (meV) 7, (ps) L, (A) w0 (102 K
&o 0.32 2.3 19 2.0
&1 0.19 3.4 25 1.7
&y 0.14 4.8 35 1.7
&3 0.08 8.2 58 2.8

In addition to elastic and defect scattering, inelastic processes
involving phonon scattering will further limit the lifetime, which
becomes more important at elevated temperatures®” and will be
further discussed below. The natural linewidth of a resonance
will usually be given by the sum of elastic and inelastic processes,
so that for the corresponding lifetime 1! = 1o ! + i) * holds.

The longest travel distance L, = 86 A for Sb,Te; implies that
the crystal surface can be regarded as being perfect over this
range. To put this in context, the angular broadening of the
specular peak gives rise to an estimate (lower limit) for the
quality of the crystal. For Sb,Te; the domain sizes are larger
than 500 A while for Bi,Se; and Bi,Te; values of ~1000 A were
found.'”® Hence considering the travel distances it follows
that inelastic effects must have a large influence on scattering
out of the bound states, even for the cooled samples.

Even though SARs are certainly not the method of choice for
the determination of crystal qualities we will in the following
attempt to compare our findings with other methods such as
scanning probe microscopy measurements. In general there
seems to be a consensus that the cleavage of single crystals as
well as the growth of thin films gives rise to terraces which are
separated by one QL steps (~1 nm high),"***** though sub-QL
steps have also been reported in some cases.'*® The step height
can also be determined from HAS measurements upon intensity
oscillations with varying beam energy and comparable results
have been obtained for Bi,Se; single crystals.'” The overall size of
individual terraces is generally reported to range between
100 nm to 1 pm.'™ These can be readily compared with the
domain sizes from the angular broadening of the HAS specular
peak and are in good agreement with the above mentioned sizes.

In addition, there is experimental evidence coming from
scanning tunneling microscopy that the surfaces of Sb,Te;™"*
and Bi,Te;'"® but also similar materials such as PdTe,'*® and
PtTe,""” contain a substantial number of point defects with a
characteristic clover shape, separated not more than 10 nm.
While we do not expect that single point defects would have an
influence on the mentioned width of the specular peak, these
could possibly scatter the He atom out of the bound state and
thus reduce the travel length. On the other hand, in Landau level
spectroscopy of Sb,Te; films grown by molecular beam epitaxy, a
mean free path of about 80 nm is found in accordance with
comparable terrace sizes''* which is again in very good agree-
ment with the longest travel length of 86 A reported for the
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highest bound state of the cooled Sb,Te; sample. Hence while
the travel length may be reduced due to inelastic scattering at
single point defects, the contribution of inelastic phonon scattering
channels to the lifetime is best discussed upon considering
temperature dependent measurements as done in the following.

4.1 Elastic and inelastic contributions

The comparison in terms of the travel distances between
several binary TIs shows that for similar materials but different
potentials the travel distances are quite similar. Together with
the much larger estimated domain sizes it follows that inelastic
effects must in general play an important role. In fact it has
already been noted quite early for SARs when scattering from
graphite, that an appreciable amount must come from inelastic
processes.''® Moreover, calculations of the corrugation in the
example of Bi(111), where the inelastic CC gives a smaller
corrugation with 6.3% of the lattice constant®® compared to
the value from the elastic CC in Table 1 already imply the
importance of inelastic phonon scattering and these should
also be included in future studies.

While elastic and defect scattering should be independent of
the temperature, higher surface temperatures will give rise to an
increase of inelastic (phonon) scattering events which will in turn
significantly decrease the lifetimes. Table 3 shows the lifetimes for
Sb,Tes, obtained at room temperature. In addition the tempera-
ture dependence of the linewidths of the *He-Bi,Te;(111) and the
*He-Bi(111) system are shown in the ESL7 illustrating clearly an
increased broadening with increasing temperature.

Comparing the lifetimes for Sb,Te; at T = 113 K (Table 2)
and T = 296 K (Table 3) shows that the lifetimes are by a factor
of about 1.5 larger at low temperature. Assuming a linear
increase with temperature, the effect is largest for the lowest
bound state yielding At/AT ~ 0.02 ps K ', although the
changes relative to the lifetime at room temperature

T TAT
comparable within the uncertainties.

The increase of phonon scattering with temperature can be
compared to an earlier work of the stepped Cu(115) surface by
Armand et al'® and temperature dependent changes of the
resonance peak width reported therein. Following the analysis
for Sb,Te, we obtain a value of ~1 x 10 * rad K * for the FWHM
of the & bound state and the (10) vector which is larger than for
the bound states of the Cu(115) system with (1-2) x 10 > rad K",
Note however, that the interaction potential of Cu(115) is possibly
closer to a 1D case as described above and for a stepped surface
one expects a much shorter lifetime compared to flat surfaces
based on elastic scattering channels alone.'® At the same time,
the temperature dependence of the natural linewidths of mole-
cular hydrogen adsorbed on Cu(001) shows a similarly strong
temperature dependence'®® compared to Sb,Te;(111). Thus we
conclude that at least for the here presented binary TIs, surface
imperfections only have a small influence on the linewidth of
SARs and a large contribution comes from inelastic phonon
scattering effects.

1A
(ocI = T), as shown in the last column of Table 3 are
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Actual quantitative statements of how the linewidths should
change with temperature have not been addressed in any detail
up to now. Some previous attempts to include phonon scattering
effects in the description of SARs are based on a Debye-Waller
theory. As shown for SARs on graphite, including a Debye-Waller
factor may account for phonon scattering processes to some
extend,'®* but at specific incident energies the method becomes
inadequate for the description of inelastic effects on the experi-
mental resonance lineshapes.''®'** Moreover, the He-C(0001)
potential is both steep and deep'' and thus closer to the
situation of a hard wall potential in comparison to the here
presented potentials.

In reality the temperature dependent population of the
phonon states changes with the Einstein-Bose distribution,
and hence phonon states are less populated at lower tempera-
tures which therefore minimises the scattering probability. On
the other, due to the heavy elements present in the here
presented semimetals and TIs, the acoustic phonon modes will
already be completely occupied even for the low temperature
measurements (see ESIT). In this context it is also interesting to
note that the temperature dependence in Table 3 is comparable
for all binding energies, in contrast to the trend for the
(absolute) linewidth, where higher lying bound states exhibit
a weaker coupling and thus a longer lifetime. It suggests that
the relative importance of phonon scattering contributions is
larger for the higher lying bound states.

5 Conclusion and outlook

Studying the position, shape and width of selective adsorption
resonances provides a powerful route for an experimental
determination of the attractive part of the helium-surface
potential, and hence an exceptionally sensitive test of any
corresponding theory with one of the most precise sources of
information about physisorption potentials. While recent
experimental approaches for the study of van der Waals inter-
actions based on atomic force microscopy measurements via
pulling a single molecule™® and Xe-functionalised tips'>' have
achieved broad attention, resonance effects in atom-surface
scattering, as an approach to study the vdW interaction at the
surfaces have not been appreciated up to date.

Within this perspective we have presented the experimental
approach in observing effects of the attractive atom-surface
interaction potential in gas-surface scattering experiments.
While the great majority of recent experiments have concen-
trated on measuring resonance positions in order to determine
an effective, laterally averaged potential our approach shows
that experimental data can be used together with quantum
mechanical scattering calculations to obtain an exact three-
dimensional atom-surface potential. We have further shown
that for the surfaces of semimetals and binary topological
insulators a few general trends in terms of the atom-surface
interaction well depth and stiffness exist.

A short view on recent ab intio approaches for the calculation
of He-surface interaction potentials shows that it remains still
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difficult to accurately and simultaneously describe both the
short range repulsive and the long range vdW part. It highlights
the importance of atom-surface scattering experiments as a
benchmark for ab initio treatments, in particular in terms of
improving treatments of the long range interaction part.

Finally, we provide also experimental data about a number
of so far much less studied features, namely the lifetime of
SARs. Despite some general guidelines about the occurrence
of maxima and minima in SARs"*” the linewidth and lifetime of
SARs remain an elusive subject. E.g. if inelastic effects are
considered in calculations, those are often based on the
assumption of a flat surface."*®> Recent works have shown that
the interaction of a particle with a vibrating corrugated surface
can be described theoretically'>**** and the linewidths of SARs
can also be studied within the formalism of inelastic close-
coupled calculations. Such an additional analysis could show
whether elastic or inelastic phonon scattering channels are
mainly responsible for the lifetime of bound states. It would
further allow to establish whether indeed the lifetimes of SARs
on topological insulator surfaces are mainly limited due to
inelastic effects as found in our experimental study.

With this perspective, we hope that the herein presented
experimental approach and data will stimulate further research
with respect to quantum studies of the trapping of light
particles on surfaces.
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