Nonlinear light absorption in many-electron systems excited by an instantaneous electric field: a non-perturbative approach†
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Applications of low-cost non-perturbative approaches in real time, such as time-dependent density functional theory, for the study of nonlinear optical properties of large and complex systems are gaining increasing popularity. However, their assessment still requires the analysis and understanding of elementary dynamical processes in simple model systems. Motivated by the aim of simulating optical nonlinearities in molecules, here exemplified by the case of the quaterthiophene oligomer, we investigate light absorption in many-electron interacting systems beyond the linear regime by using a single broadband impulse of an electric field; i.e. an electrical impulse in the instantaneous limit. We determine non-pertubatively the absorption cross section from the Fourier transform of the time-dependent induced dipole moment, which can be obtained from the time evolution of the wavefunction. We discuss the dependence of the resulting cross section on the magnitude of the impulse and we highlight the advantages of this method in comparison with perturbation theory by working on a one-dimensional model system for which numerically exact solutions are accessible. Thus, we demonstrate that the considered non-perturbative approach provides us with an effective tool for investigating fluence-dependent nonlinear optical excitations.

1 Introduction

Nonlinear optics globally refers to the regime in which the polarization induced in a material by an electric field is not directly proportional to the magnitude of the external field. All optical media are intrinsically nonlinear, but it is only with the development of high power lasers that nonlinear properties have become experimentally accessible and, hence, extensively studied.1–3

The standard theoretical approach to nonlinear optics rests on perturbation theory, in which the polarization induced in a quantum system by a (classical) electric field is expressed as a power series in the field strength.4 Susceptibilities calculated at the first few finite orders are usually of interest. Second- and higher-order response function theory has been derived in different flavors and levels of accuracy.5–28 In this way, nonlinear phenomena such as second harmonic generation,29 optical rectification,30–32 and multi-photon absorption in molecular systems33,34 can be described.

The development of femtosecond and attosecond lasers has pushed the largest available peak intensity toward magnitudes of the electric field comparable with (or larger than) those experienced by electrons in the atoms.35 These light sources have thus provided direct access to a variety of resonant regimes in which perturbation theory is not suitable either because the perturbation series does not converge or because its use is impractical.36 To explore the corresponding phenomenology, a non-perturbative solution is in order.37–39

Direct numerical time-propagation of a quantum state subject to time-dependent fields provides us with a numerical approach that, in principle, does not suffer from the limitation of perturbative series expansions.40,41 In fact, nonlinear properties both at finite order in the perturbation42–44 and at all orders45–49 can be obtained. First-principles approaches such as time-dependent density functional theory (TDDFT)40,51 enable realistic simulations of both steady-state and time-resolved spectroscopies for large systems that cannot be tackled by means of more accurate but also more computationally
demanding methods. The linear and nonlinear regimes can, in principle, be tackled on equal footings within the same framework. Moreover, the inclusion of nuclear dynamics is straightforward. Extensions for describing the propagation in presence of decoherence, dissipative environments, or coupling to other external degrees of freedom are also available.

When applied to compute the linear-response of a system, the time-propagation method is often formulated in terms of impulse response theory in order to extract the entire frequency window of interest by means of a single impulse - given that the time propagation can be run long enough. For time-invariant dynamical systems, the impulse response to an external perturbation is a property of the unperturbed system and is independent of the specific temporal shape of the perturbation: Given the knowledge of the impulse response alone, it is possible to predict the response to any small perturbation by means of the convolution theorem. In the linear regime, this procedure is equivalent to calculating the first-order polarizability.

Although the aforementioned procedure breaks down as the nonlinear effects become important, it can be extended to compute the nonlinear frequency-dependent cross section in such a way that the determination of the density-density response function does not enter explicitly any step. As we demonstrate below, the procedure is appealing particularly because it can work well when a perturbative approach is challenged by a slow (or a lack of) convergence. The methodology we consider was proposed and applied within the framework of real-time TDDFT in the work by Cocchi et al. to study optical power limiting due to reverse saturable absorption (RSA) in organic molecules.

RSA is the property of materials to increase their light-absorption efficiency at increasing intensity of the incoming field, due to the presence of an available channel for excited state absorption. It can be described either through phenomenological models or in the framework of perturbation theory through a two-step procedure. First, the initial excited state has to be computed and then, from it, the optical absorption spectrum has to be determined. However, these methods are limited to one (or at most a few) absorption channels given a priori, which hinders the generality of the results. In contrast, the real-time methodology by Cocchi et al. can capture RSA without any assumption about the excitation channels. The kind of the nonlinear process that drives the RSA may justify the success of the aforementioned approach: As long as the steady-state absorption is observed by means of continuous wave lasers (i.e., we are only concerned with a time-invariant observable) the spectrum depends on the intensity, but not on the detailed shape or phase of the impinging light.

However, for these processes, the interpretation of the results based on TDDFT rests so far on empirical grounds, due to the difficulty of disentangling the approximations introduced by TDDFT from the information provided by the impulsive response. In particular, the adiabatic approximation - common to essentially all the state-of-the-art TDDFT calculations - is difficult to improve systematically. Moreover, it is well known that the errors implied by the specific approximations for the ground-state exchange-correlations functional (invoked within in the adiabatic approximation) can vary largely from one form to another. The dependence of the results on these approximations can be expected to be stronger when dealing with nonlinear excitations and, thus, further systematic evaluations would be required. Last but not least, it may also be necessary to access interacting quantities which are not directly available in TDDFT, which provides only the time-dependent particle density.

Here, we elaborate on some of the open questions by analyzing the nonlinear absorption spectrum of quaterthiophene oligomer (4T) computed via the nonperturbative TDDFT technique as introduced in ref. (all the relevant details on the procedure are provided below). To gain non-empirical insights into these results and of the likes, we also study the response to instantaneous non-perturbative probes of a model system for which numerically exact solutions are accessible. This will grant us valuable information to control real-time TDDFT simulations in the same regime and thus to exploit their full potential.

This work is organized as follows: In Section 2, we present and analyze the linear and nonlinear absorption spectra of 4T, highlighting the current shortcomings in the interpretation of these results. In Section 3 the expression of the absorption cross section and its spectral resolution is analytically derived for an instantaneous impulsive exciting field of arbitrary strength within the dipole approximation. The cross section is analyzed both in the nonlinear case and in the weak-field limit. The complementarity between the proposed non-perturbative methodology and regular perturbative theory is discussed. In Section 4 the linear and nonlinear absorption of two electrons interacting in a 1D infinite well is simulated by means of an accurate numerical time-propagation scheme. The absorption cross section of the model system is interpreted, determining the contribution of ground-state and excited-state absorption at different field strengths. Finally, the validity, the usefulness, and limitations of the proposed non-perturbative methodology to simulate nonlinear properties in complex materials are discussed.

2 Nonlinear optical absorption of quaterthiophene

We start our study by applying the non-perturbative approach introduced in ref. 55 to access the nonlinear optical response of 4T, a popular oligomer in the research field of organic semiconductors. While often adopted to model segments of polymeric chains, this molecule absorbs visible radiation, which makes it technologically relevant per se upon suitable functionalization.

Before moving on to the analysis of the results, we briefly comment on the computational costs. In ref. 98, the computational details of the devised procedure are reported, where linear and
nonlinear regime are accessible on the same footing and with comparable numerical efforts. It should be noticed, though, that the access to nonlinear properties requires a proper adjustment of the basis set or, like in the present case, of the simulation box size, in order to prevent numerical artifacts.

The linear absorption cross section of 4T as computed from real-time TDDFT using the non-linear impulse approach from ref. 55 in the linear regime (top panel) and in the nonlinear one (middle panel). The grey shaded area marks the optical limiting region for which the linear and nonlinear cross sections are overlaid on the bottom panel. Inset: 4T molecule in the ball-and-stick representation, with C atoms in grey, S atoms in yellow, and H atoms in white.

Fig. 1 Absorption cross section of the 4T oligomer computed from real-time TDDFT using the non-linear impulse approach from ref. 55 in the linear regime (top panel) and in the nonlinear one (middle panel). The grey shaded area marks the optical limiting region for which the linear and nonlinear cross sections are overlaid on the bottom panel. Inset: 4T molecule in the ball-and-stick representation, with C atoms in grey, S atoms in yellow, and H atoms in white.

3 Absorption cross section in the instantaneous impulsive limit

Let us consider a system of \( N \) interacting electrons subject to a time-dependent classical electric field in the dipole approximation, described by the Hamiltonian \( \hat{H}(t) = \hat{H}_0 - \hat{d}_\mu \delta(\mu)(t) \) (summation over repeated indices is understood), where \( \hat{H}_0 \) includes the ordinary electron–nuclei and electron–electron Coulomb interaction, \( \hat{d}_\mu = \sum_{i=1}^N \hat{r}_\mu \), is the electric dipole operator with \( \hat{r}_\mu \) and \( \mu = \lambda x y z \) is the \( \mu \)-th component of the position operator of the \( i \)-th electron. Spin-orbit coupling is neglected. We aim to describe the light absorption process in the case of an extremely short pulse, \( i.e. \) in the limit of a Dirac-delta time-dependence

\[
\delta(\mu)(t) = \kappa_\mu \delta(t).
\]

The quantity \( \kappa_\mu \) is a constant specifying direction and magnitude of the instantaneous electric field. In the dipole approximation it is independent of the spatial coordinates. We make no particular assumption about the value of \( \kappa \equiv \sqrt{\kappa_x \kappa_y \kappa_z} \). Here, we focus our analysis on absorption at equilibrium, \( i.e. \), we suppose that the system is in its ground state at \( t < 0 \), namely \( |\Psi(0)\rangle = |\Psi_0\rangle e^{-i\delta(t)} \). For a description of the out-of-equilibrium absorption processes, as in the case of time-resolved absorption spectroscopy, further analysis is required.
For $t > 0$, the solution of the time-dependent Schrödinger equation $|\Psi(t)\rangle$ can be projected onto the eigenstates $\{|E_i\rangle\}$ of $\hat{H}_0$ as

$$|\Psi(t > 0)\rangle = \sum_{i=0}^{\infty} c_i |E_i\rangle e^{-iE_it},$$

where $\{E_i\}$ are the eigenvalues of $\hat{H}_0$. The coefficients $c_i$ are

$$c_i = \langle E_i | e^{-i\hat{H}_0 t} | \Psi_0 \rangle.$$

Due to the instantaneous nature of the perturbation, the $c_i$ coefficients are time-independent. The time-dependent dipole moment $d_{ij}(t) = \langle \Psi(t) | \hat{d}_{ij} | \Psi(t) \rangle$ for such a system is

$$d_{ij}(t) = \theta(t) \sum_{i,j=0}^{\infty} c_i^* c_j d_{ij}^0 e^{-i\omega_{ij}t} + \theta(-t) d_{ij}^{00},$$

where $\theta(t)$ is the Heaviside theta function, $d_{ij}^0 = \langle \Psi | \hat{d}_{ij} | \Psi \rangle$ are the dipole matrix elements, $d_{ij}^{00}$ is the ground state dipole, and $\omega_{ij} = E_j - E_i$ is the energy difference between the $j$-th and $i$-th eigenstates of the unperturbed Hamiltonian $\hat{H}_0$.

We now want to employ the explicit shape for the dipole moment in eqn (4) in order to calculate the absorption cross section

$$\sigma(\omega) = \frac{4\pi \omega^{\text{om}}}{c} \left| \frac{d_{ij}(\omega) e^{i\omega_{ij}}}{|E(\omega)|^2} \right|^2$$

The full derivation of eqn (5) is provided in the ESI,† showing that this expression is not limited to the weak-field regime. The way we will make use of eqn (5) deserves an important clarification: we will report below absorption spectra computed beyond the linear regime which therefore will be referred to as non-linear spectra. This terminology is used for simplicity beyond the linear regime which therefore will be referred to as non-linear spectra. This terminology is used for simplicity.

By Fourier transforming eqn (4), substituting it into eqn (5), and assuming, for sake of simplicity, that the system is centrosymmetric (i.e., $d_{ij}^{00} = 0$), we obtain

$$\sigma(\omega) = \frac{4\pi^2}{c k^2} \sum_{j \neq i} \left[ C_{ij} S_{ij} - S_{ij} C_{ij} \right] M_{ij} \delta(\omega - \omega_{ij}),$$

where $C_{ij} \equiv \langle \Psi | \cos(\hat{d}_{ij} \rho_\kappa) | \Psi \rangle$, $S_{ij} \equiv \langle \Psi | \sin(\hat{d}_{ij} \rho_\kappa) | \Psi \rangle$, and $M_{ij} \equiv \langle \Psi | (\hat{d}_{ij} \rho_\kappa)^n | \Psi \rangle$, with $M_{ij}^{(1)} \equiv M_{ij}$. Eqn (6), derived in the ESI,† can be used to describe any centrosymmetric system, or an ensemble of non-centrosymmetric objects randomly oriented with respect to the direction of the electric field. Since the ensemble-averaged optical response is centrosymmetric regardless of the point symmetry of the individual molecules, the average cross section is obtained by sampling and averaging the responses to impulses with different polarization directions.

In order to highlight the nonlinear character of the cross section, we compute the linear absorption cross section $\sigma^{(1)}(\omega)$ by approximating the matrix elements in eqn (6) up to the first order in $\kappa$. We can physically define the concept of “small $\kappa$” since the magnitude of the dipole is limited by the spatial extension $R$ of the system. For molecular systems with $R \approx (1-100)$ Bohr, $\hat{d}_{ijs} \approx 1$ when $\kappa \ll 1/\kappa$. Therefore, $\kappa \approx 10^{-3} \text{ Bohr}^{-1}$ is suitable to define a weak field in the impulsive limit. Since $\sin(\hat{d}_{ij}\rho_\kappa) \approx \hat{d}_{ij}\rho_\kappa$ and $\cos(\hat{d}_{ij}\rho_\kappa) \approx 1$, we have

$$\sigma^{(1)}(\omega) = \frac{4\pi^2}{c k^2} \sum_{j=0}^{\infty} |M_{ij}|^2 \delta(\omega - \omega_{ij}).$$

For small $\kappa$ (in the above-mentioned sense), eqn (7) provides a good approximation for eqn (6).

While in the linear regime the resonances in the cross section are only found at $\omega = \omega_{ij} \equiv E_j - E_i$, in eqn (6) the resonances occur at $\omega = \omega_{ij} \equiv E_j - E_i$; i.e., for the energy of the incoming light equating the energy difference between any pair of eigenstates of the unperturbed Hamiltonian $\hat{H}_0$. This is sketched in Fig. 2, in which black arrows indicate ground-state absorption (GSA), as given by eqn (7), and red arrows denote excited-state absorption (ESA), as given by eqn (6). ESA, in practice, can occur when one or more excited states of the unperturbed system are populated by a laser.

Eqs (6) and (7) share the same dipole parity selection rule, as they include the same matrix elements $M_{ij}$, with $i = 0$ in eqn (7). However, while states with the same parity as the ground state cannot be populated in the linear regime, they can be populated in the nonlinear regime through ESA. Further, the individual contributions to eqn (6) vanish for all the states $i$ with either $C_{ij} = 0$, or $S_{ij} = 0$. In the next section, we exploit this fact to determine the set of transitions that build up the ESA at different field strengths. Also note that in eqn (6) $\sigma(\omega)$ satisfies the Thomas–Reiche–Kuhn sum rule in the form

$$\int_0^{\infty} d\omega \sigma(\omega) = \frac{2\pi^2 N}{c},$$

where $N$ is the number of electrons. Since the right hand side of eqn (8) does not depend on $\kappa$, the sum rule is valid both in the linear and nonlinear regimes.

The perturbative analysis can be carried on by further expanding eqn (6) in powers of $\kappa$. The second-order term, like all subsequent terms of even order, vanishes because we assumed inversion symmetry. The third-order term is

$$\sigma^{(3)}(\omega) = \frac{4\pi^2}{c k^2} \left[ \sigma^{(3)}_{\text{GSA}}(\omega) + \sigma^{(3)}_{\text{ESA}}(\omega) \right].$$

Fig. 2 Sketch of ground-state (black) and excited-state (red) excitations in the singlet manifold. Excited-state excitations involve transitions between excited states and are activated in the nonlinear regime described by eqn (6). Ground-state absorption is described by the ordinary linear cross section in eqn (7).
where
\[
\sigma_{\text{GSA}}^{(3)}(\omega) \equiv -\frac{1}{6} \sum_{j} \left( M_{ji}^{(2)} M_{ji}^{(3)} + 3 M_{ji}^{(2)} |M_{ji}^{(2)}|^2 \right) \omega_{ji} \delta(\omega - \omega_{ji})
\]
(10)

has poles only at the ground state excitation energies \(\omega_{ji} = E_j - E_0\) (see eqn (7)); i.e., it describes the third-order correction to GSA. Hence, the term
\[
\sigma_{\text{ESA}}^{(3)}(\omega) \equiv -\frac{1}{2} \sum_{j > i} \left( M_{ji}^{(2)} M_{ji}^{(3)} - M_{ij}^{(2)} M_{ij}^{(3)} \right) \omega_{ji} \delta(\omega - \omega_{ji})
\]
describes the third-order correction to ESA. Note that \(\sigma^{(3)}\) includes both excitations and de-excitations from the excited states. The spectral features obtained from the nonlinear cross section may therefore have either positive or negative oscillator strengths, physically corresponding to light absorption or emission from an excited state. Next, the fifth-order correction is derived in a similar way as done for the third-order one:
\[
\sigma^{(5)}(\omega) = \frac{2\pi \epsilon_0}{c^6} \left[ \frac{1}{120} \sum_j M_{ji}^{(6)} M_{ji}^{(3)} \omega_{ji} \delta(\omega - \omega_{ji}) + \frac{1}{12} \sum_{j > i} \left( M_{ji}^{(2)} M_{ji}^{(3)} - M_{ij}^{(2)} M_{ij}^{(3)} \right) \omega_{ji} \delta(\omega - \omega_{ji}) \right]
\]
(11)
\[
+ \frac{1}{24} \sum_{j > i} \left( M_{ji}^{(2)} M_{ji}^{(4)} - M_{ij}^{(2)} M_{ij}^{(4)} \right) \omega_{ji} \delta(\omega - \omega_{ji}) \right) \right).
\]
(12)

4 Analysis of nonlinear absorption in a 1D model system

Here, we scrutinize the information that can be retrieved by the “real-time impulsive method” on the cross section of an interacting system beyond the linear regime. Our choice to work at the level of a simple model system, instead of a real molecule, allows us to avoid from the outset the challenge of the typical approximations of state-of-the-art TDDFT. Below, we also compare results from the perturbative expressions derived in the previous section with the computed non-perturbative solution obtained by directly time-evolving the many-body state.

The considered system consists of two interacting electrons confined in a one-dimensional segment by a potential well of infinite depth (hereafter 1DW). The unperturbed Hamiltonian of the 1DW is
\[
\hat{H}_0 = \sum_{i=1}^{2} \left[ -\frac{1}{2m} \frac{\partial^2}{\partial x_i^2} + v_{\text{ext}}(x_i) \right] + \frac{1}{\sqrt{1 + (x_1 - x_2)^2}}.
\]
(13)
with the external potential
\[
v_{\text{ext}}(x_i) = \begin{cases} 0 & -L/2 < x_i < L/2 \\ \infty & \text{otherwise} \end{cases}.
\]
(14)

The second term in eqn (13) is the Coulomb interaction between the two electrons, which is softened to avoid the singularity at \(x_1 = x_2\). For the numerical simulation, we have employed the Octopus code. The \(\hat{H}_0\) is symmetric under particle interchange \(x_1 \leftrightarrow x_2\). Hence, we can choose the spatial component of the wavefunction to be either symmetric or antisymmetric with respect to the exchange of the spatial coordinates. The eigenstates belong to the irreducible representation of either singlet or triplet spin multiplicity. In addition, \(\hat{H}_0\) has also spatial inversion symmetry. Consequently, the orbital part of the wavefunctions must be either even or odd under inversion of the coordinates.

The time-dependent polarization is calculated as \(\hat{d}(t) = \langle \Psi(t) | \hat{d} | \Psi(t) \rangle\) and its Fourier transform \(\tilde{d}(\omega)\) enters the absorption cross section
\[
\sigma(\omega) = \frac{4\pi \omega \text{Im}[\tilde{d}(\omega)]}{c \kappa}.
\]
(15)

The eigenstates and eigenfuctions of this system are shown in Fig. 3. The singlet and triplet states are labeled as \(S_n\) and \(T_n\).
The first and second components account for the absorption from obtained by applying an electric field impulse with linear and nonlinear regimes. The resulting cross sections show an intrinsic broadening of the ground state and from the first excited state, while the third one includes the contributions from all higher excited states. These components are calculated from eqn (6) evaluating the sums up to the first 100 eigenstates of $\hat{H}_0$. Convergence is ensured by the sum rule in eqn (8). Dirac deltas in eqn (6) are broadened in order to match the peak width of the cross sections obtained from the solution of the time-dependent Schrödinger equation.

The component $\sigma_{S_0}(\omega)$ (top panel of Fig. 5) includes the same contribution as the linear cross section, $S_0^g \rightarrow S_0^u$ (see top panel of Fig. 4). Therefore, the additional peaks in the lower panel of Fig. 4 result from ESA. In particular, the two peaks at 0.41 Ha and 0.96 Ha (see middle panel of Fig. 5) are due to the absorption from the first excited state ($S_1^u$) and involve the transitions to gerade excited states $S_1^u \rightarrow S_2^u$ and $S_1^u \rightarrow S_3^u$.
respectively. Simply based on symmetry, the excited states $S_{g}^{2}$ and $S_{g}^{3}$ cannot be reached from the ground state $S_{g}^{0}$. By inspecting the bottom panel of Fig. 5, we notice that the higher-order contributions to the absorption consist of a number of weak peaks below and above the maximum at 0.67 Ha. For example, the maximum at about 1.1 Ha corresponds to the transition $S_{g}^{2} \rightarrow S_{g}^{1}$.

To gain further understanding on the information provided by the non-perturbative approach presented so far, it is interesting to inspect the variation of the relative weights of GSA and ESA as a function of the field strength. These contributions are quantified by

$$I_{s} = \frac{c}{4\pi} \int_{0}^{\infty} \text{d} \omega \sigma_{s}(\omega). \quad (16)$$

The values of $I_{S_{0}}, I_{S_{1}},$ and $I_{S_{m}}$, with $m \geq 2,$ are shown in Fig. 6 as a function of $\kappa$. Note that each contribution refers to a specific subset of the absorption but they all include contributions at all perturbation orders. The solid curve in Fig. 6 represents the weight of the ground-state cross section $I_{S_{0}}$. For $\kappa \approx 0$, we have that $I_{S_{0}} \approx 1$, which confirms that there is only GSA in the linear regime, as expected. At increasing values of $\kappa$, $I_{S_{0}}$ decreases monotonically: ESA becomes relevant as the response of the system deviates from linearity. For $\kappa > 1.44$ Bohr$^{-1}$, we have that $I_{S_{0}} < 0.05$, meaning that ESA becomes negligible above this threshold. The dashed curve in Fig. 6 represents the weight of the first-excited-state cross section $I_{S_{1}}$. It vanishes for small $\kappa$, reaches its maximum at $\kappa = 0.85$ Ha, and decreases monotonically for higher values of $\kappa$. The dashed-dotted curve in Fig. 6 represents the weight of the higher-order absorption cross section $I_{S_{m}}$, where $m \geq 2$. Also $I_{S_{m}}$ does not contribute at small $\kappa$. It increases monotonically starting from $\kappa \approx 0.25$ Bohr$^{-1}$ and reaches its saturation value, $I_{S_{m}} = 1$, for $\kappa$ approaching 2 Bohr$^{-1}$. In the strong field limit ($\kappa > 1.75$ Bohr$^{-1}$), the only non-negligible component of the cross section is $I_{(S_{m})_{m=2}}$.

We complete our analysis by considering the perturbative expansion of the nonlinear absorption cross section, as discussed in Section 3. The perturbative terms $\sigma^{(1)}(\omega), \sigma^{(3)}(\omega),$ and $\sigma^{(5)}(\omega)$ are shown in on the left panel of Fig. 7. They are computed from eqn (7), (9) and (12). The cross section $\sigma(\omega)$ calculated with the impulse response method for $\kappa = 0.80$ Bohr$^{-1}$ is also shown for reference. For comparison, on the right panel of Fig. 7 we show the perturbative contribution summed up to the indicated order.

The first-order cross section $\sigma^{(1)}(\omega)$ assumes only positive values and contributes only to the maximum at 0.67 Ha. The first nonlinear non-vanishing component of the cross section, which thus accounts for ESA processes, is the third-order one, $\sigma^{(3)}$, which assumes both positive and negative values. A pronounced peak with negative strength is found at 0.67 Ha and corresponds to the third-order correction of the ground-state transition $S_{g}^{0} \rightarrow S_{g}^{1}$. This term cancels out almost completely the contribution from $\sigma^{(1)}$ at the same energy. Maxima with positive intensities appear at about 0.4 Ha and 1.0 Ha.

However, the contribution of $\sigma^{(3)}$ alone is not sufficient to describe the nonlinear excitations in the 1DW – see Fig. 7, left panel, middle graph. For this purpose, it is necessary to include at least also the contributions from the fifth-order cross section, $\sigma^{(5)}$. This term has maxima and minima at the same energy as those of $\sigma^{(3)}$ but with intensities of opposite sign. In particular, the peak at 0.67 Ha is positive and overlaps almost perfectly with the one in the impulse cross section shown in the background. Minima are found at approximately 0.4 Ha and 1.0 Ha, at the same energies where $\sigma^{(3)}$ exhibits maxima. The absolute values of the corresponding intensities are very similar, suggesting that these contributions should cancel out. We stress the fact that summing up the perturbative contributions of $\sigma$ up to the fifth order is still not sufficient to match the non-perturbative result. Even assuming that the perturbative series is within its convergence radius (which is not trivially granted), Fig. 7 shows that for large values of $\kappa$ the terms of the series tend to have alternating sign contributions, which explains the observed difficulties in the convergence.

5 Discussion

Before moving to our general conclusions, we look back at the linear and nonlinear absorption spectra computed for the 4T molecule (see Fig. 1). Although the spectral region considered in that case was significantly narrower in energy than the one examined in the 1DW model (see Fig. 4), we can recognize some common features. First and foremost, with the exactly solvable system, we have clarified that the oscillator strength arising above the absorption onset in the linear regime stems from excited-state absorption that can be associated to specific contributions in the perturbative expansion of the total cross section (see Fig. 7). Also the loss of spectral weight of the first peak in the nonlinear regime is explained as a renormalization due to the high-order contributions to the cross section. Finally, nonlinear effects
are responsible for the enhanced absorption below the linear absorption onset.

We stress that the impulse approach cannot access the dependence of the spectrum on the pulse shape. Therefore, it cannot be exploited, as it is, to study processes such as two-photon absorption or ultrafast transients. It is not suitable either to investigate those cases in which hysteresis loops or other memory-dependent phenomena are important. However, for cases in which the interest in optical nonlinearities is not restricted to wave mixing at a predefined order, or at a single frequency, the computation of observables from real-time propagation in the nonlinear impulsive excitation regime is particularly useful to perform a wide-band quick check for the presence of non-linear effects outperforming the ordinary approach based on perturbation theory. In fact this technique does not make use of unoccupied states, which implies a number of computational advantages: it is not affected by the convergence issues of perturbative methods or by the choice of an active space; it is equally stable on and off-resonance (at difference, for example, with Sternheimer's method\(^{28}\)); its sensitivity is controlled by the same parameters as a linear propagation (namely, time step and total propagation time); it is easily scalable; it is easily integrated with a nuclear dynamics scheme.

These features render this method an ideal tool to scan materials for potential interesting non-linearities induced by excited state absorption such as reverse saturable absorption, optical switching, and optical limiting.

### 6 Conclusions and outlook

In conclusion, we have shown that the time-evolution of many-electron systems induced by an electric field in the instantaneous limit is an effective tool for investigating computationally fluence-dependent nonlinear optical properties. It works well also for those cases in which the convergence of the perturbative expansions of the cross sections is challenging. Specifically, we have shown that the impulsive method provides relevant information about the steady-state absorption of time-invariant systems in which the nonlinear effects manifest themselves merely as a function of the field fluence.

One of the main advantages of the impulse technique is that the nonlinear absorption cross section is promptly obtained at computational costs that are comparable with those needed for linear response in real time and certainly much lower with respect to conventional perturbative approaches. This method is deliberately designed to take advantage of an infinite bandwidth excitation to search for optical nonlinearities of a system. Its application in the framework of real-time TDDFT to a free-base phthalocyanine molecule demonstrated that the outcome of optical limiting experiments based on the Z-scan technique\(^{113}\) can be successfully reproduced.\(^{55}\)

We envision additional theoretical work in the near future that systematically analyzes the impact of approximations of TDDFT also beyond the linear regime. We are confident that these developments will provide the community with novel, powerful computational tools that are able to complement emerging experimental directions in ultrafast spectroscopy.\(^{114–116}\)
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112 The simulations were performed on a regular spatial grid with a spacing of 0.015 Bohr and $L = 5.0$ Bohr. The dipole impulsive perturbation is $\hat{H}(t) = -\hat{d}\delta(t)$, where $\hat{d} = \hat{x}_1 + \hat{x}_2$. After the impulse is applied, the wavefunction is propagated up to $150$ Ha$^{-1}$, employing a time step of 0.002 Ha$^{-1}$.