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Singlet fission (SF), a multiexciton generation process, has been proposed as an alternative to enhance the performance of solar cells. The gas phase dimer model has shown its utility to study this process, but it does not always cover all the physics and the effect of the surrounding atoms has to be included in such cases. In this contribution, we explore the influence of crystal packing on the electronic couplings, and on the so-called exciton descriptors and electron–hole correlation plots. We have studied three tetracene dimers extracted from the crystal structure, as well as several dimers and trimers of the α and β polymorphs of 1,3-diphenylisobenzofuran (DPBF). These polymorphs show different SF yields. Our results highlight that the character of the excited states of tetracene depends on both the mutual disposition of molecules and inclusion of the environment. The latter does however not change significantly the interpretation of the SF mechanism in the studied systems. For DPBF, we establish how the excited state analysis is able to pinpoint differences between the polymorphs. We observe strongly bound correlated excitons in the β polymorph which might hinder the formation of the 1TT state and, consequently, explain its low SF yield.

1 Introduction

Conversion of sunlight into electricity remains as one of the most promising sources to generate renewable and clean energy. In fact, it has been estimated that if we were able to harvest the amount of energy that the sun delivers during one hour to the Earth’s surface, we would fulfil the world’s total annual energy consumption. Nevertheless, the artificial sunlight-harvesting is still problematic due to the low conversion yields shown by current solar cells where challenges related to thermalisation loss, exciton diffusion and dissociation and charge collection need to be addressed. Therefore, ways to improve their efficiency are needed. Among all the proposed solutions, singlet fission (SF) has been considered as a potential scheme to overcome the so-called Shockley–Queisser limit of 34% on the efficiency of single-junction solar cells, since two pairs of charge carriers can be generated per single absorbed photon. Theoretical estimations suggest that the conversion yield of a single-junction photovoltaic device could increase up to 45% after inclusion of a SF material layer. If endothermic SF is also considered in the estimation, the efficiency has been calculated to increase to 45.9%. In fact, experiment has already shown the potential that adding SF materials has on increasing the efficiency in different photovoltaic architectures.

SF takes place typically in organic solids and a general scheme is depicted in Fig. 1. In this process, a singlet excited (S1) chromophore, generated upon absorption of a single photon by the molecule in its ground state (S0), transfers part of its energy to a neighbour chromophore to form two coupled triplets (the so-called 1TT state) in an overall spin-allowed process. The conversion efficiency to the 1TT state depends mainly on two factors; First, the SF process should be preferably slightly exothermic (although endothermic SF has also been investigated) which means that the energy condition ΔE(S1) > 2ΔE(T1) has to be fulfilled for the individual chromophore. Second, the mutual disposition of the chromophores plays an essential role in both the energy levels and the electronic coupling between the relevant diabatic states. Theoretical efforts, at different levels of sophistication, have been made to find novel chromophores that fulfil the SF energy condition as well as protocols to optimise the spatial distribution of the chromophores and maximise the coupling between S0S1 (or S1S0) and 1TT.

The simple picture in Fig. 1 is generally accepted, but the conversion from S0S1 (or S1S0) to the 1TT state is still subject of ongoing debate. Three different mechanisms have been proposed to explain the process: (i) the direct mechanism

† Electronic supplementary information (ESI) available: NOCI and AIFDEM coefficients and Cartesian coordinates for the relevant dimers and trimers. See DOI: 10.1039/d1cp00298h
in which there is straight conversion via a two-electron transfer; (ii) the mediated mechanism, in which high-energy charge transfer (CT) states (D⁻D¹⁺ and D¹⁻D) in Fig. 1) are believed to mix with the initial and final states enhancing their coupling through the so-called superexchange effect; and finally (iii) a two-step mechanism known as charge hopping in which CT states act as intermediates and are populated before the generation of the ¹TT state. Thus, understanding how the coupled triplets are generated is crucial to design guidelines for optimising the conditions for the formation of the ¹TT state.

Several theoretical and computational studies have been performed to understand the underlying mechanism of SF. These works focus either on the simple model of two interacting chromophores in the gas phase or by studying the process taking into account the crystal packing applying a variety of methods. The gas phase dimer model has been proven to be useful as a first approximation to study SF. However, its reliability for the description of the process in organic crystals needs further analysis and validation.

An early study on the acenes family employing a simple kinetic model has pointed out that the SF yield depends on different factors, such as couplings, singlet–triplet energy gaps and entropic factors with the latter being an important contribution to be considered. A previous study on pentacene J-type and H-type ring-shaped aggregates have concluded that the electronic coupling depends heavily on both the size and structure of the aggregate. These findings show the importance of going beyond the dimer model. Furthermore, the influence of the environment has been studied previously in model crystals for tetracene and pentacene. The findings suggest that SF can occur without the presence of a low-lying CT state in the acene crystal and that for tetracene the ¹TT state is higher in energy than S¹ and S₀. Nevertheless, a recent work has pointed to the presence of low-lying CT states in pentacene clusters that are energetically available when increasing the cluster size and that depend on the choice of functional. These conclusions encourage to study the SF process taking into account the crystal environment.

Here, we present a study of the influence of crystal packing on the electronic couplings, the so-called exciton descriptors and the overall underlying SF mechanism on pairs of tetracene and 1,3-diphenylisobenzofuran (DPBF) two chromophores known to exhibit SF. This contribution is organized as follows: the approach employed to evaluate the electronic couplings for the pairs of molecules is presented in Section 1.1. In Section 1.2, a subset of the so-called exciton descriptors and how to apply them to assign the character of excited states is described. The approaches used for the inclusion of the environment are mentioned in each of these sections. Results of the influence of the environment on the electronic couplings and exciton descriptors for pairs of the two different chromophores are discussed in Section 3. Concluding remarks of this contribution are given in Section 4.

1.1 Non-orthogonal configuration interaction approach

A SF rate \( k_E \) in a system can be approximated by means of Fermi’s golden rule:

\[
k_E = \frac{2\pi}{\hbar} |V|^2 \rho(E)
\]

where \( V \) denotes the electronic coupling between the relevant diabatic states and \( \rho(E) \) represents the density of states per energy \( E \) unit. Different approaches have been used to evaluate the electronic couplings, but in this work a non-orthogonal configuration interaction (NOCI) approach is employed. The advantages of using this method include a clear chemical interpretation of the states and the compactness of wave functions since each of the molecular states are described with its own optimal set of orbitals.

The NOCI wave function describing the molecular pair can be expanded as a linear combination of the so-called many-electron basis functions (MEBFs, \( \Phi \)) which describe different electronic states of the pair. These MEBFs are generated as antisymmetrised products of molecular wave functions:

\[
\Phi_{\alpha\beta} = \hat{A}|\Psi_{\alpha\alpha}\Psi_{\beta\beta}|
\]

where \( \alpha \) and \( \beta \) represent the electronic states of molecules A and B, respectively. In this contribution, the molecular wave functions are chosen to be of the complete active space self-consistent field (CASSCF) type. For the SF process, the following six electronic states are of particular interest: \( \Phi_{S_0S_0} \), \( \Phi_{S_0S_1} \), \( \Phi_{S_0S_{1T}} \), \( \Phi_{D^+D^-} \) and \( \Phi_{D^-D^+} \). Subsequently, Hamiltonian and overlap
matrix elements between the MEBFs are calculated. The electronic coupling can be then computed by the means of the direct coupling scheme:

$$V = \frac{1}{2}(\langle \phi_n | \hat{H} | \phi_m \rangle + \langle \phi_m | \hat{H} | \phi_n \rangle) - \langle \phi_n | \hat{H} | \phi_n \rangle \cdot \langle \phi_m | \phi_m \rangle$$

(3)

where $\mu$ and $\nu$ represent the local excited states and the $\text{1T}^{\text{T}}$ state, respectively. We use the embedded cluster approach\textsuperscript{59,60} to account for the surrounding crystal environment. The orbital optimisation and generation of the molecular wave functions of the electronic states of the molecules are performed using a frozen Hartree–Fock (HF) electron density around the target molecule.

1.2 Exciton descriptors

In addition to the excited state of local singlet coupled triplets, there are four more states that can play a role in the basic description of the singlet fission process. The character of these states is depicted in Fig. 2.\textsuperscript{61} Two of them correspond to local excitons on each of the chromophores ($S_0S_1$ and $S_1S_0$) and the other two are separated CT states ($\text{D}^-\text{D}^+$ and $\text{D}^+\text{D}^-$). Linear combinations of these states can be constructed under resonance conditions, leading to excitonic resonance (ER) and charge resonance (CR) states.\textsuperscript{61} Please note that the presence of LE states in the dimer excludes the ER states (and vice versa), and similar for the CT and CR states that are also mutually exclusive. An excited state analysis can be done in order to identify and differentiate between the state character.

Recently developed excited state analysis based on the one-particle transition density matrix (1TDM) offers a compact description of the character of electronic transitions.\textsuperscript{62,63} This analysis has the following advantages:\textsuperscript{64} (1) it can be applied to any excited state method that provides access to the 1TDM, (2) allows a detailed benchmarking of excited state methods, and (3) facilitates the characterisation of excited states of a molecule or a cluster of molecules. The character assignment can be done based on the so-called exciton descriptors.\textsuperscript{61,65–69}

In a previous work, we have compared a subset of these descriptors calculated with time-dependent density functional theory (TD-DFT) against wave function-based methods for the tetracene molecule and pairs, establishing CAM-B3LYP/ANO-S-VDZP as the most suitable theoretical method.\textsuperscript{70} Here, we will focus on describing the exciton descriptors depicted in panel (a) of Fig. 3 and how these can be used to assign the character of excited states. For a more elaborate discussion on excited-state descriptors, the reader is referred to the ref. 62–64.

![Exciton descriptors](image)

A descriptor related to the amount of CT character in an excited state is the vectorial distance ($d_{\text{h} \rightarrow \text{e}}$) between the centroids of the hole and electron. This quantity is particularly useful to identify CT states: $d_{\text{h} \rightarrow \text{e}} \approx 0$ indicates a locally excited (LE) state whereas $d_{\text{h} \rightarrow \text{e}} > 0$ indicates a completely separated CT state. The magnitude of $d_{\text{h} \rightarrow \text{e}}$ (in Â) can be often associated with the distance of separation between the fragments where the CT takes place, e.g. it can be close to the distance of separation between the chromophores if the CT occurs in a pair of molecules.

Detection of CR states can be challenging but the exciton size ($d_{\text{exc}}$) has been proven to be helpful in their characterisation.\textsuperscript{61} This descriptor is the root-mean-square distance between the hole and electron, and takes into account not only the separation between the centroids of hole and electron but also their spatial distribution as well as their covariance.\textsuperscript{64} It is advisable to look at this descriptor to identify hidden resonance states, e.g. $d_{\text{exc}}$ values for ER and CR states are rather different and easily spotted by comparison.

$R_{\text{eh}}$ is known as the correlation coefficient and its value ranges from $-1$ to $1$. Its sign provides information about the exciton correlation. Positive values indicate that the hole and electron are attracted to each other by Coulombic forces and that they move together as an entity. On the contrary, negative values suggest that the electron and hole avoid each other in space arising from exchange repulsion or correlation effects.\textsuperscript{69} If its value is zero, there is no correlation between the hole and the electron, and they move independently from each other.

Electron–hole correlation plots are pseudo-matrix representations of the so-called charge transfer numbers ($\Omega_{\text{AB}}$). $\Omega_{\text{AB}}$ are calculated between \textit{a priori} defined fragments in which the molecule or system is split. Panel (b) of Fig. 3 shows a $4 \times 4$ electron–hole correlation plot of a system split into four fragments. Local excitations correspond to the diagonal elements of the matrix going from the bottom-left to upper-right, whereas off-diagonal elements represent CT occurring between the corresponding fragments. In this contribution, the intensity of the transition between and within the fragments is marked in a grey scale. Another useful descriptor results from summing up the off-diagonal $\Omega_{\text{AB}}$ values to obtain the so-called total...
charge transfer number ($\omega_{\text{CT}}$). Its values go from zero to one, with $\omega_{\text{CT}} = 0$ indicating a pure LE state and $\omega_{\text{CT}} = 1$ a state with CT character.

For the inclusion of the crystal environment in the calculation of the exciton descriptors, we employ a hybrid quantum mechanics/molecular mechanics (QM/MM) approach with the electrostatic embedding scheme. The pairs are included in the QM subsystem whereas the surrounding crystal environment is treated as point charges in the MM subsystem.

## 2 Computational details

### Calculation of electronic couplings

For the gas phase calculations, CASSCF(6,6)/ANO-S-VDZP molecular wave functions for the three tetracene molecules (highlighted in Fig. 5) describing the ground state ($S_0$), the first excited state ($S_1$), the lowest triplet state ($T_1$), the cationic ($D^+$) and anionic ($D^-$) forms were generated with the OpenMolcas package. The geometries of the three tetracene molecules were taken directly from the crystal structure (CCDC code TETCEN). Please note that these geometries were used for the calculations of all the molecular states. In order to reduce the computational cost associated with the NOCI calculations, we have followed the protocol as explained in ref. 74 to generate a reduced common molecular orbital (MO) basis for each of the three possible pairs. The common basis was generated with a program written in $f$95, and the molecular wave functions of the electronic states are now expressed in the new MO basis. For the three pairs, construction of the following six MEBFs: $\Phi_{S_0S_0}$, $\Phi_{S_0S_1}$, $\Phi_{S_1S_0}$, $\Phi_{T_1T_1}$, $\Phi_{D^+D^+}$ and $\Phi_{D^-D^-}$, and calculation of the Hamiltonian and overlap matrix elements are performed with the GronOr $^{55,56}$ code. Finally, the electronic couplings are calculated as defined in eqn (3) between the localised excited states and the $^3\text{TT}$ state. Two diabatic states, $\Phi_{S[1]}$ and $\Phi_{S[2]}$, were constructed from a $2 \times 2$ NOCI calculation in the basis of the $\Phi_{S_0S_1}$ and $\Phi_{S_1S_0}$ MEBFs, whereas the diabatic state of the coupled triplets corresponds to the $\Phi_{T_1T_1}$ MEBF. Note that the $S[1]$ and $S[2]$ diabats are not necessarily the simple +/− combinations of the $S_0S_1$ and $S_1S_0$ MEBFs as there is no inversion center between the pair of molecules. The importance of the charge transfer states in the description of the lower lying $S[1]$, $S[2]$ and $^3\text{TT}$ states is explored by performing a $4 \times 4$ NOCI calculation with the $\Phi_{S_0S_1}$, $\Phi_{S_1S_0}$ and $\Phi_{D^+D^+}$, $\Phi_{D^-D^-}$ MEBFs on one hand, and a $3 \times 3$ NOCI with the $\Phi_{T_1T_1}$ and $\Phi_{D^+D^+}$, $\Phi_{D^-D^-}$ MEBFs on the other. For the embedded cluster calculations, the frozen HF density for each molecule was generated considering twelve surrounding tetracene molecules with the ANO-S-3MB basis set.

### Excited state analysis

Excited state calculations were performed on the three tetracene pairs in the gas phase using TD-DFT within the Tamm–Dancoff approximation at the CAM-B3LYP/ANO-S-VDZP level of theory. The excited state calculations were carried out as implemented in the Q-Chem 5.3 $^{75}$ quantum chemistry package. For the QM/MM calculations, each tetracene pair was included in the QM subsystem and treated at the same level of theory as in the gas phase. The MM region considered 123 molecules in a symmetrical portion of the crystal. The surrounding molecules were treated as Charge Model 5 point charges$^{76}$ as shown in Fig. 4. Post-processing of results and generation of the electron–hole correlation plots were performed with the TheoDORE 2.2$^{77,78}$ analysis package. In this contribution, we use a gray scale ranging from black (highest $\omega_{\text{AB}}$ value) to white (lowest $\omega_{\text{AB}}$) color. For the fragmentation scheme, we considered each molecule as an individual fragment which resulted in $2 \times 2$ electron–hole correlation plots in the case of dimers and in $3 \times 3$ plots for the trimers. For the QM/MM calculations of DPBF, six different QM regions were considered as explained in the next section. For the dimers the MM region included 178 molecules and 177 for the trimers. All relevant Cartesian coordinates are given in the ESL.$^\dagger$

## 3 Results and discussion

### Tetracene

Fig. 5 highlights the three pairs considered for the QM calculations [AB, AC and BC] within the crystal structure.

Charge transfer mediated electronic couplings calculated for the three tetracene pairs, with and without considering the environment, are reported in Table 1. In the AC and BC pairs, the inclusion of the environment enhances $V$ of the $S[1]$ state by 13 and 17 meV, respectively, and approximately 2 meV for $S[2]$ compared to the gas-phase values. The couplings are within the range of previously reported NOCI values for tetracene. $^{16,57,79}$ The parallel AB disposition shows the lower $V$ value which translates to the lowest probability of SF to occur, while the highest probability is associated to the AC and BC pairs. Additionally, for AB pair, the inclusion of the environment substantially affects the $S_1$ while $S_2$ remains unchanged. Our results suggest that the inclusion of the immediate adjacent molecules surrounding the pair does not change electronic coupling qualitatively, indicating that the AC and BC pairs still exhibit larger $V$ values than the AB pair.

Table 2 compares the calculated exciton descriptors for the three tetracene pairs in the gas phase and with the QM/MM
approach. The distance between the centers of mass of the molecules are also shown for each pair. As explained in Section 1.2, the exciton descriptors can be used to assign the character of the excited states of the pairs.

For the AB pair in the gas phase model, S1 is predicted as the brightest state. The value of $d_{h-e}$ is zero for all four states, which suggest a LE character. Nevertheless, $d_{ex}$ reveals that the character of the S1 and S2 states is different from S3 and S4. The $\omega_{CT}$ values give more information about the real character of the excited states. For S1 and S2, $\omega_{CT} \approx 0$ points at a ER character which is further supported by the positive values of $R_{eh}$, revealing that the states have a highly correlated bound excitons. In the case of the next two states, $\omega_{CT} \approx 1$ would suggest a CT character but the negative values of $R_{eh}$ clarifies that they actually correspond to CR states. Interestingly, we observed that in this pair the excitation energies of the two CR states are lower than the LE ones by 0.40 eV. A recent work on pentacene molecules included in the QM region are highlighted, and in grey the molecules considered in the MM region.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Gas phase $V_{S1}$</th>
<th>Gas phase $V_{S2}$</th>
<th>Embedded cluster $V_{S1}$</th>
<th>Embedded cluster $V_{S2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>3.3</td>
<td>3.7</td>
<td>0.9</td>
<td>3.6</td>
</tr>
<tr>
<td>AC</td>
<td>41.8</td>
<td>14.8</td>
<td>54.2</td>
<td>17.6</td>
</tr>
<tr>
<td>BC</td>
<td>23.9</td>
<td>11.3</td>
<td>40.5</td>
<td>13.6</td>
</tr>
</tbody>
</table>

The excited-state character and order in the pairs AC and BC are similar, both in gas phase and QM/MM framework. The recognition of the state character is less straightforward than in the AB pair but, even then, the exciton descriptors facilitate their assignment. In the gas phase, S1 and S4 can be assigned as pure separated CT states since $d_{h-e} > 3.2 \text{ Å}$ and $\omega_{CT} > 0.69$. Based on the same descriptors, S2 and S3 are identified as LE states where their $d_{h-e}$ are less than 1 Å and the $\omega_{CT}$ values are closer to zero. Nevertheless, the fact that these descriptors are non-zero hints to a non-negligible CT contribution to the character of both LE states. Less obvious indications on the different state character are given in the $d_{ex}$ where for the CT states the values is higher than 6 Å. Unlike the AB pair, the CT and LE states are now closer in energy. Although the inclusion of the environment does not change the character of the four states since two CT and two LE are still identified, the state order is affected by the electrostatic embedding. In this sense that the two lowest singlet states under the QM/MM approach have LE character with small CT contribution while S3 and S4 correspond to the CT states. Despite this new state order, the LE and CT character are observed for these two pairs in contrast with the ER observed in the AB pair.

The electron–hole correlation plots of the tetracene pairs are shown in Fig. 6. These plots provide an insight beyond the descriptors on where the excitons might be located and from where the CT occurs within the chosen fragmentation scheme. Please note that we consider each molecule as an individual fragment. For the pair AB, it is confirmed that S1 and S2 correspond to ER states whereas S3 and S4 correspond to CR states. Interestingly, no grey off-diagonal contributions are predicted in the plots of the ER states which indicates no CT contribution. The pattern in the correlation plots change for the AB pair when the environment is included in the description. The QM/MM correlation plots (second row in Fig. 6) corroborates that the S1 and S2 states remain with ER character as in the gas phase. Nevertheless, S3 and S4 are now predicted as CT states while in the gas phase they were initially identified as CR states.
These changes highlight how the inclusion of the environment influences the character of the higher excited states as further confirmed the character assignments discussed based on the exciton descriptors reported in Table 2.

The gas phase correlation plots of the AC pair (third row in Fig. 6), further confirm that that S1 and S4 correspond to CT states. The LE character of S2 and S3 is also corroborated by the corresponding plots with the excitons located in molecules C and A, respectively. The QM/MM plots for this pair (fourth row in the state order and character) show that the state order and character has changed compared to the corresponding plots in the gas phase. S1 and S2 now correspond to a LE state with exciton being localized on molecule A. S3 and S4 can be easily assigned CT states corresponding plots with the excitons located in molecules C and B, respectively. S1 and S4 correspond to CT states with the excitons localized in molecules C and B, respectively. When the environment is switched on, the resulting QM/MM plots (last row in Fig. 6) show that the state order and character has changed compared to the corresponding plots in the gas phase. S1 and S2 correspond to LE states with exciton being localized on molecule C and B, respectively. S3 and S4 can be easily assigned to CT states based on the correlation plots. The character of the states in the three dimers for both the gas phase and the QM/MM environment is further validated with the corresponding MEBFs coefficients of each state as shown in Tables S2–S7 in the ESI.†

The QM/MM results show how the nature of the excited states change with both (i) the orientation of the molecules in the pairs and (ii) when the environment is taken into account. Despite these changes, the underlying mechanism remains similar for both the gas phase and the QM/MM approach. We observed that the LE state is mixed with CT character for the pairs with $V \gg 0$, which highlights that this mixing is responsible for the enhancement of the electronic coupling. Both, the electronic couplings and exciton descriptors, when including the environment, point to a CT-mediated superexchange mechanism, as in our previously reported work.70

DPBF
Panels (a) of Fig. 7 shows the long-range packing of the two known polymorphs of DPBF referred as $\alpha$ and $\beta$ forms. Experimental indicators such as 2D structure reconstructions, PXRD, and DSC were used for structure determination. The COX-CX exchange interactions between the two excited states in the complex were then computed using the COX-CX approach and were found to be significant.
measurements on polycrystalline thin films of both polymorphs revealed that the \( \alpha \) form exhibits SF with different yields depending on the temperature, whereas fluorescence predominates in the \( \beta \) form quenching the formation of the \( 1^\text{TT} \) state.80 Both polymorphs have almost an identical crystal structure: they consist of slipped-stacked and herringbone pairs and the possible nearest-neighbour pairs35 are practically the same in both forms. The only difference between the two forms lies in the next-nearest neighbour interactions.35 For clarity, a superposition of a portion of the \( \alpha \) and \( \beta \) polymorphs is shown in panel (b) of Fig. 7. Here, it is clear that the nearest-neighbour pairs formed between the molecules in rows I and II are similar for both polymorphs. The major difference appears when a next-nearest neighbour molecule (from row III) is considered into the description. This stresses that a gas-phase dimer model would not be enough to explain the difference in SF efficiency between the two, and that the inclusion of the crystal environment is essential. Here, we apply the exciton descriptors to unravel differences in the excited states in both polymorphs where each DPBF molecule is considered as an individual fragment.

We have considered six different QM regions of DPBF (for the gas phase and the QM/MM calculations) which were identified within and between the stacks of the polymorphs (see Fig. 8). Two of them correspond to dimers found within the stack and a superposition of these is depicted in panel (a) of Fig. 9. As can be seen, the dimers are almost identical for both polymorphs. One can define another two additional dimer arrangements between the stacks formed by molecules in row I and II. The superposition (panel (b) of Fig. 9) puts in evidence that they are also nearly identical. The other two QM regions consist of trimer arrangements that include one nearest and one next-nearest neighbours between stacks for both polymorphs. It is clear from the superposition, shown in panel (c) of Fig. 9, that the differences between the polymorphs are in the next-nearest neighbour molecules (molecule III).

Table 3 collects the charged-mediated electronic couplings for the dimer and trimers formed for molecules I, II and III in the \( \alpha \) and \( \beta \) polymorphs. A NOCI calculation on a trimer is not

**Fig. 6** Electron–hole correlation plots of the three tetracene pair arrangements within the crystal structure in the gas phase and with the QM/MM approach. Pairs were treated at the CAM-B3LYP/ANO-S-VDZP level of theory in the QM region, while the rest of the crystal structure was included in the MM region as electrostatic embedding.

**Fig. 7** The two polymorphs of DPBF. (a) The long-range packing of the \( \alpha \) and \( \beta \) forms are depicted. Vector lengths are indicated in each polymorph. (b) Superposition of a portion of the \( \alpha \) (blue) and \( \beta \) (red) polymorphs. Nearest-neighbours are almost identical (rows I and II) whereas next-nearest are different (row III).

**Fig. 8** Depiction of the (a) dimer identified within the stack, and (b) the trimer arrangement formed between stacks in the crystal structure of the \( \alpha \) polymorph of DPBF.

**Fig. 9** The QM regions of DPBF treated in this contribution. (a) Dimer arrangements identified within the stack; (b) dimers identified between the stacks and (c) trimer arrangements between different stacks of the \( \alpha \) (blue) and \( \beta \) (red) polymorphs.
yet feasible with the current implementation. For this case, the
Hamiltonian and overlap matrix elements were obtained
employing the ab initio Frenkel–Davydov exciton model \(^{47,81-84}\)
(AIFDEM) which is in principle a similar methodology to NOCI.
In a previous comparison for dimers in the gas phase, we have
established that the couplings calculated with the NOCI and
AIFDEM methodologies have a qualitative agreement.\(^{16}\) The
AIFDEM calculations reveal that the dimers in both poly-
morphs have similar couplings in the gas phase (0.7 meV),
which is not unexpected because of the almost identical con-
formation of both dimers. Inclusion of environment leads to
a larger enhancing in \(\alpha\) than in \(\beta\). A similar trend is observed for
the trimers, where the couplings are enhanced within the
QM/MM approach in comparison with their gas phase counter-
parts. Larger values are (>21.2 meV) calculated for \(\alpha\) which implies that SF occurs faster than in \(\beta\) where the couplings are
<8.9 meV. A previous study has suggested that besides
electronic factors, such as energies and couplings, entropic
contributions might play an important role in the solids to
explain differences in SF yields.\(^{63}\)

Table 4 collects the exciton descriptors calculated for the
dimer parallel arrangements within the stack (panel (a) in
Fig. 9) of the \(\alpha\) and \(\beta\) forms in the gas phase and the QM/MM
description. As expected, the exciton descriptors of the four
states calculated in the gas phase are similar for both dimers
taken from both polymorphs since they are almost identical.
This leads to identical state character and order. Exciton descrip-
tors for \(S_1\) and \(S_2\) states suggest in principle a LE character since
the \(d_{\text{eh}}\) and \(\omega_{\text{CT}}\) are almost zero and the larger \(R_{\text{eh}}\) values of
approximately 0.47. Nevertheless, the electron–hole correlation
plots in Fig. 10 unravel that they correspond to ER states since the
exciton are predicted to be delocalised over the two molecules. \(S_3\)
is predicted as the bright state. For \(S_1\) and \(S_2\), \(\omega_{\text{CT}} \approx 1\) to and the
negative signs of \(R_{\text{eh}}\) point to a CR character which is also
confirmed by the corresponding electron–hole correlation plots.
Interestingly, the \(d_{\text{eh}}\) values calculated for the CR states (\(S_3\) and
\(S_4\)) in the dimer from \(\beta\) in the gas phase are lower than those in
the dimer from \(\alpha\) by 0.2 Å. This points to a lesser CT contribution
to the character of the states in the \(\beta\) polymorph.

The QM/MM results for the dimer from the \(\beta\) polymorph
show that the order of the states and their character are similar
to their correspondence in the gas phase with \(S_1\) and \(S_2\)
identified as ER states and \(S_3\) and \(S_4\) as CR ones. These
assignments are based on both the exciton descriptors and
the electron–hole correlation plots at the bottom of Fig. 10. The
similar values on the exciton descriptors and the identical
correlation plots suggest that the character of the states in
the dimer within the stacks of the \(\beta\) form are not affected when
the environment is switched on.

In contrast to the results for \(\beta\), the character of the states in
the dimer from \(\alpha\) is highly affected under the presence of the
environment within the QM/MM framework. The \(S_1\) and \(S_2\)
states have now LE character with CT contribution inferred by

Table 3 Charged-mediated electronic couplings (in meV) of the photo-
excited states with the TT states in the dimers and trimers of DPBF.
Charge transfer states were allowed to mix with both states. Subscript \(X\) in
\(\Phi_{\text{TT}[X]}\) indicates for the photoexcited states where the exciton is located,
and \(XY\) in \(\Phi_{\text{TT}[X,Y]}\) represents in which monomers the triplets are placed.

Table 4 Exciton descriptors calculated at the CAM–B3LYP/ANO-S-VDZP for the identified DPBF dimers within the stack in the \(\alpha\) and \(\beta\) polymorphs in the
gas phase and with electrostatic embedding (QM/MM approach).

<table>
<thead>
<tr>
<th>Polymorph</th>
<th>System</th>
<th>State</th>
<th>(\Delta E) (eV)</th>
<th>(f)</th>
<th>(\omega_{\text{CT}})</th>
<th>(d_{\text{exc}}) (Å)</th>
<th>(d_{\text{eh}}) (Å)</th>
<th>(R_{\text{eh}})</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>Gas phase</td>
<td>(S_1)</td>
<td>3.419</td>
<td>0.000</td>
<td>0.010</td>
<td>4.201</td>
<td>0.518</td>
<td>0.487</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_2)</td>
<td>3.489</td>
<td>1.234</td>
<td>0.046</td>
<td>4.280</td>
<td>0.605</td>
<td>0.475</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_3)</td>
<td>3.893</td>
<td>0.000</td>
<td>0.978</td>
<td>6.671</td>
<td>0.624</td>
<td>-0.372</td>
<td>CR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_4)</td>
<td>3.909</td>
<td>0.025</td>
<td>0.947</td>
<td>6.609</td>
<td>0.629</td>
<td>-0.339</td>
<td>CR</td>
</tr>
<tr>
<td></td>
<td>QM/MM</td>
<td>(S_1)</td>
<td>3.391</td>
<td>0.030</td>
<td>0.040</td>
<td>4.282</td>
<td>0.614</td>
<td>0.443</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_2)</td>
<td>3.445</td>
<td>0.938</td>
<td>0.205</td>
<td>4.741</td>
<td>1.078</td>
<td>0.313</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_3)</td>
<td>3.578</td>
<td>0.236</td>
<td>0.766</td>
<td>6.163</td>
<td>3.862</td>
<td>0.070</td>
<td>CT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_4)</td>
<td>4.207</td>
<td>0.001</td>
<td>0.954</td>
<td>6.688</td>
<td>4.986</td>
<td>0.022</td>
<td>CT</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Gas phase</td>
<td>(S_1)</td>
<td>3.446</td>
<td>0.000</td>
<td>0.010</td>
<td>4.184</td>
<td>0.512</td>
<td>0.488</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_2)</td>
<td>3.515</td>
<td>1.230</td>
<td>0.044</td>
<td>4.258</td>
<td>0.599</td>
<td>0.477</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_3)</td>
<td>3.925</td>
<td>0.000</td>
<td>0.978</td>
<td>6.659</td>
<td>0.421</td>
<td>-0.377</td>
<td>CR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_4)</td>
<td>3.940</td>
<td>0.023</td>
<td>0.948</td>
<td>6.600</td>
<td>0.428</td>
<td>-0.344</td>
<td>CR</td>
</tr>
<tr>
<td></td>
<td>QM/MM</td>
<td>(S_1)</td>
<td>3.446</td>
<td>0.000</td>
<td>0.010</td>
<td>4.184</td>
<td>0.512</td>
<td>0.488</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_2)</td>
<td>3.515</td>
<td>1.230</td>
<td>0.044</td>
<td>4.258</td>
<td>0.599</td>
<td>0.477</td>
<td>ER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_3)</td>
<td>3.925</td>
<td>0.000</td>
<td>0.978</td>
<td>6.659</td>
<td>0.421</td>
<td>-0.377</td>
<td>CR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S_4)</td>
<td>3.940</td>
<td>0.023</td>
<td>0.948</td>
<td>6.600</td>
<td>0.428</td>
<td>-0.344</td>
<td>CR</td>
</tr>
</tbody>
</table>
the gray off-diagonal elements and the non-zero values of the $d_{h-e}$ and $\omega_{CT}$ exciton descriptors. This is contrary to the gas-phase results where $S_1$ and $S_2$ are identified as ER states. Additionally, the characters of $S_3$ and $S_4$ are affected as well; they were identified as CR states in the gas phase, while within the QM/MM approach they correspond to CT states, easily assigned by the large $d_{h-e}$ of $3.862$ Å (for $S_3$) and $4.986$ Å (for $S_4$) and their $\omega_{CT}$ values close to one (0.766 and 0.954). The QM/MM $R_{ch}$ values of 0.070 and 0.022 ($S_3$ and $S_4$, respectively) for the CT states suggest that the hole and electron are loosely correlated but bound by Coulombic force. This is again contrary to the gas phase results where the electron and hole are expected to avoid each other ($R_{eh} = -0.372$ and $-0.339$). The different character of the states in the dimer from $\alpha$ becomes clearer when one looks at the correlation plots in Fig. 10. The QM/MM plots confirm that $S_1$ and $S_2$ correspond to LE states (excitons being localized on I.a and I.b, respectively) with CT contributions, and also show the CT character of the $S_3$ and $S_4$ states. This is in contrast with the resonance states predicted in the gas phase plots.

Our results reveal that considering the dimer model in the gas phase is not adequate to explain the experimentally observed difference in SF yields of the polymorphs, and clear differences between the dimers are observed when the environment is switched on.

In sum, our results highlight that character of excited states in the dimer from $\alpha$ is highly affected by the inclusion of the environment compared to the dimer from $\beta$. We observe the presence of LE and CT states in $\alpha$, which exhibits SF, whereas resonance states are observed in $\beta$. Results for the slipped-stack pairs are not enough to explain the difference in SF efficiency. In fact, a previous study has shown that the largest calculated excitonic couplings and SF matrix elements occurs between molecules that are not collocated within the slipped stacks. This conclusion indicates the study should be focused primarily in molecules between different stacks and not within the stack$^{49}$ (see Fig. 8). Despite this conclusion, the QM/MM exciton descriptors put in evidence differences between the polymorphs for the similar dimers when the environment is considered. We observe a localisation of excitons within the slipped stacks in the $\alpha$ form which is in line with experimental evidence of the delocalisation not being great in either polymorph.$^{49}$ We speculate that these local excitons could undergo SF more efficiently with neighboring stack molecules than the ER states formed in the $\beta$ form.

The exciton descriptors for the two dimers formed between stacks (panel (b) in Fig. 9) are presented in Table 5. As expected the state character and order in the gas phase for both dimers from the polymorphs is identical. $S_1$ and $S_2$ are assigned as LE states while $S_3$ and $S_4$ are CT ones. The character is further

### Table 5

<table>
<thead>
<tr>
<th>Polymorph</th>
<th>System</th>
<th>State</th>
<th>$\Delta E$ (eV)</th>
<th>$f$</th>
<th>$\omega_{CT}$</th>
<th>$d_{exc}$ (Å)</th>
<th>$d_{h-e}$ (Å)</th>
<th>$R_{eh}$</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Gas phase</td>
<td>$S_1$</td>
<td>3.491</td>
<td>0.687</td>
<td>0.001</td>
<td>4.175</td>
<td>0.588</td>
<td>0.726</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_2$</td>
<td>3.496</td>
<td>0.717</td>
<td>0.000</td>
<td>4.174</td>
<td>0.584</td>
<td>0.726</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_3$</td>
<td>4.536</td>
<td>0.000</td>
<td>1.000</td>
<td>10.840</td>
<td>9.875</td>
<td>-0.003</td>
<td>CT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_4$</td>
<td>4.544</td>
<td>0.000</td>
<td>0.998</td>
<td>10.547</td>
<td>9.587</td>
<td>-0.002</td>
<td>CT</td>
</tr>
<tr>
<td>QM/MM</td>
<td></td>
<td>$S_1$</td>
<td>3.447</td>
<td>0.647</td>
<td>0.001</td>
<td>4.175</td>
<td>0.832</td>
<td>0.219</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_2$</td>
<td>3.466</td>
<td>0.670</td>
<td>0.000</td>
<td>4.174</td>
<td>0.752</td>
<td>0.219</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_3$</td>
<td>4.399</td>
<td>0.000</td>
<td>0.999</td>
<td>10.384</td>
<td>9.423</td>
<td>-0.002</td>
<td>CT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_4$</td>
<td>4.643</td>
<td>0.000</td>
<td>0.999</td>
<td>10.978</td>
<td>10.031</td>
<td>-0.003</td>
<td>CT</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Gas phase</td>
<td>$S_1$</td>
<td>3.517</td>
<td>0.685</td>
<td>0.001</td>
<td>4.158</td>
<td>0.582</td>
<td>0.723</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_2$</td>
<td>3.522</td>
<td>0.713</td>
<td>0.000</td>
<td>4.156</td>
<td>0.578</td>
<td>0.722</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_3$</td>
<td>4.567</td>
<td>0.000</td>
<td>1.000</td>
<td>10.801</td>
<td>9.841</td>
<td>-0.003</td>
<td>CT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_4$</td>
<td>4.574</td>
<td>0.000</td>
<td>0.998</td>
<td>10.519</td>
<td>9.565</td>
<td>-0.003</td>
<td>CT</td>
</tr>
<tr>
<td>QM/MM</td>
<td></td>
<td>$S_1$</td>
<td>3.545</td>
<td>0.734</td>
<td>0.001</td>
<td>4.175</td>
<td>0.410</td>
<td>0.529</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_2$</td>
<td>3.554</td>
<td>0.764</td>
<td>0.000</td>
<td>4.184</td>
<td>0.365</td>
<td>0.528</td>
<td>LE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_3$</td>
<td>3.751</td>
<td>0.000</td>
<td>0.999</td>
<td>10.642</td>
<td>9.692</td>
<td>-0.003</td>
<td>CT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_4$</td>
<td>4.662</td>
<td>0.061</td>
<td>0.000</td>
<td>4.557</td>
<td>1.711</td>
<td>0.090</td>
<td>LE</td>
</tr>
</tbody>
</table>
confirmed by the corresponding electron–hole correlation plots depicted in the first and third row of Fig. 11. The nearly identical values of the exciton descriptors for the four states, as well as the similar correlation plots, confirms that the states are practically the same in the gas phase for both dimers. Please note that the largest difference between this inter-stack dimers and the previously discussed intrastack dimers is the relative orientation of the two molecules, which reflects already how this affects, at first, the character of the excited states.

Changes are appreciated when the environment is switched on although they are less pronounced. For these two dimers, we observed a localisation of the excitons in the $S_1$ and $S_2$ states in the QM/MM plots (first and third rows in Fig. 11) whereas the $S_1$, $S_4$ remain as CT states but the order has exchanged compared with the gas phase results. Similar QM/MM results for the dimers suggest that inclusion of the environment within the electrostatic embedding scheme is not able to capture totally the effect that the next-nearest molecules has on excited states (in row III) and that inclusion of a explicit third molecule in the QM regions might capture further effects.

Table 6 reports the exciton descriptors calculated for the trimer arrangements. For both trimers in the gas phase, the first three lowest states ($S_1$, $S_2$ and $S_3$) are identified as LE with minor CT contributions. This assignment is done based on the zero values of $\omega_{CT}$ and $d_{h-e} < 0.6$ Å. Comparing the descriptors of these three states in the gas phase for both polymorphs, we observe that the $d_{exc}$ and $d_{h-e}$ values are almost identical. Nevertheless, the corresponding $R_{eh}$ values indicate that the LE character of the $S_1$ (0.721 for $\alpha$ and 0.836 for $\beta$) and $S_2$ (0.918 for $\alpha$ and 0.828 for $\beta$) states is different, whereas the descriptors for the $S_3$ are similar for both polymorphs. These differences point to bound excitons but with different degree of correlation and character. The electron–hole correlation plots shine light on these differences. If we compare the gas phase plots (first and third rows in Fig. 12) we can identify them. In the case of $S_1$, the exciton is predicted to be localised in molecule II in $\alpha$ whereas in the $\beta$ it would be

![Fig. 11 Electron–hole correlation plots of the DPBF dimers identified between the stacks in the two polymorphs in the gas phase and with the QM/MM approach.](image)
localised predominantly in molecule III (refer to Fig. 9). The differences in the S_2 state are even more pronounced since the exciton in the trimer from α is predicted to be delocalised mainly between molecules I and III whereas in β it would correspond to a delocalised exciton predominantly in molecules I and II. The almost identical plots for S_3 (predicted as the exciton for S_2 is also delocalised. In the trimer extracted from the β polymorph, there is a localised exciton on molecule I with minor contributions from molecule III.

S_4, S_5 and S_6 states are straightforwardly assigned as CT states from the QM/MM exciton descriptors in Table 6 in both polymorphs. The character follows immediately from \(\omega_{\text{CT}} \approx 1\) and \(d_{\text{exc}} > 9\) Å. It is important to note that the corresponding \(R_{\text{eh}}\) values of these states range from 0.000 to \(-0.003\) for both polymorphs. These values suggest that the electron and hole generated after the CT are either not correlated or avoiding each other in an almost negligible degree. However, there is a major difference in the S_4 state for both polymorphs. \(d_{\text{eh}}\) is 9.422 Å and 19.305 Å for the α and β forms, respectively. This points to a larger separation in space of the charges in this particular state of the trimer from β. The \(d_{\text{eh}}\) values for S_3 are similar for both polymorphs (9.394 and 9.647 Å) and slightly different for S_6 (10.086 and 9.636 Å).

The electron–hole correlation plots offer an insight on where the exciton might be located. For the S_4 state, the plots reveal that the CT in α occurs from molecule I to II (dark off-diagonal element in the fourth graph in the second row) whereas in the β form the CT occurs from molecule I to III (dark off-diagonal element in the fourth graph in the fourth row). This explains the difference in the distance between the charges in both polymorphs. The plots of the S_5 state are identical for α and β with the CT occurring from molecule II to III. For S_6, the CT occurs from molecule III to II in the case of α and from molecule I to II in the β form.

We observe that, for both polymorphs, the QM/MM plots show a localisation of the excitons in the S_4, S_5 and S_6 states in comparison with the gas phase, particularly in the β form. Experimental evidence suggest that in films of the β form loss of energy occurs due to presence of low energy states, such as excimers or traps. Our QM/MM results hint to two main differences: (1) the exciton formed in S_4 (the brightest state) of the β form has a higher correlation \((R_{\text{eh}} = 0.859)\) than the one in the brightest state \((S_3)\) in the α polymer \((R_{\text{eh}} = 0.574)\). This high correlation suggests that the excitons formed are more tightly bound in the β form, and this might hinder the conversion to the "TT" state; and (2) the possible formation of CT states leads to larger separated electron and hole \((\approx 19\) Å) in the case of the β form which could function as a trap since the generated charges are not correlated \((R_{\text{eh}} \approx 0)\) and might move freely through the crystal.

Comparison of the gas phase correlation plots of the dimers (first and third rows in Fig. 11) and trimer (first and third rows in Fig. 12) arrangements reveals that the changes are not particularly significant. The gas phase plots of the trimers (first and third rows of Fig. 12) show that adding the third molecule in both trimers gives slightly different state character for two of the LE states, i.e. S_1 and S_2. The S_3, S_4, S_5 and S_6 states seem to

---

**Fig. 12** Electron–hole correlation plots of the DPBF trimers identified in the two polymorphs in the gas phase and with the QM/MM approach.
be similar for both trimers. Differences are already appreciated when we consider the QM/MM results. In the case of the trimer extracted from the $\alpha$ polymorph, inclusion of the environment results in excitons predominantly localised in one of the molecules, i.e. molecule II in $S_\alpha$, molecule III in $S_\beta$ and molecule I in $S_\gamma$ (second row of Fig. 12). As can be seen, the localisation in the QM/MM plots is less pronounced in $\alpha$ than in $\beta$ for the above mentioned states. The environment seems to have a larger effect for the LE states in the trimer from the $\beta$ polymorph than in the trimer from $\alpha$.

In overall, the QM/MM exciton descriptors are able to spot differences between the two polymorphs (for the dimers and trimer arrangements considered) which highlights the importance of going beyond the gas-phase dimer model for certain chromophores and the potential of the excited state analysis to explore and unravel differences for other polymorphic systems. As for tetracene, the AIFDEM eigenvectors (Tables S8–S19 in the ESI) corroborate the character of the identified states employing TD-DFT in the gas phase and within the QM/MM approach in the dimers and trimers of DPBF.

4 Conclusions

To summarize, we have explored the influence of the crystal packing on the electronic couplings and the character of excited state of different molecular arrangements of tetracene and DPBF, two chromophores known to exhibit singlet fission. Three tetracene pairs were identified within the crystal structure exhibiting different electronic coupling values. These couplings are enhanced when the environment is considered for two of these pairs (AC and BC), while in the parallel AB disposition this is not observed. The results indicate that, even though the numerical value changes, the inclusion of surrounding adjacent molecules do not change the electronic couplings qualitatively with AC and BC exhibiting larger values than AB. Gas phase exciton descriptors for the tetracene pairs revealed that the excited character of the dimers is affected, in the first instance, by the mutual disposition of the molecules. On top of this, inclusion of the environment affects the excited state character and order of the dimers particularly on AB. Within the QM/MM framework, we observed LE and CT states in the pairs with non-zero electronic coupling (AC and BC), and ER and CT states in AB. Despite these differences, the electronic couplings and exciton descriptors show that the LE states mix with CT ones which points to a CT-mediated superexchange mechanism in both the gas phase and the QM/MM approach.

We illustrated how the excited state analysis can be used to unravel differences between two different polymorphs, namely $\alpha$ and $\beta$, which exhibit different SF yields with $\alpha$ showing the higher SF efficiency. First, we identified dimer arrangements within the stacks of the polymorphs. These dimer arrangements are almost identical in both the $\alpha$ and $\beta$ forms. This leads to a similar excited state character and order in the gas phase. Differences in the excited states of the dimers are solely spotted when the crystal environment is taken into consideration.

We observe ER and CR states in the $\beta$ while in $\alpha$ LE and CT states are expected. We speculate that these local excitons in $\alpha$ might go under SF easier than the resonant states formed in the $\beta$ polymorph.

We also studied the excited states in dimers and trimers formed between molecules in different stacks in the crystal structures of the polymorphs. The results for the trimers stress the effect that the relative orientation of the molecules has, at first, on the excited state character. We identified that, for the trimer arrangements in the $\alpha$ and $\beta$ forms, the differences in the excited state character are more pronounced with the inclusion of the crystal packing within the QM/MM framework. Based on our QM/MM exciton descriptors, we speculate that the exciton formed in the brightest state of the $\beta$ form is stronger correlated than the one formed in the brightest state in the trimer of $\alpha$. We hypothesize that the formed excitons are more tightly bound in $\beta$ than in $\alpha$. This stronger interaction in the $\beta$ polymorph could hinder the conversion of the photoexcited chromophore to the $^4$TT state explaining its lower SF efficiency. These observations emphasize that the inclusion of the environment is crucial to understand some of the experimental observations where the dimer model might not be adequate or enough.
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