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Quantitative vibrational spectroscopy on liquid
mixtures: concentration units matter†

Henk-Jan van Manen, *a,b Jan Gerretzen,a Martijn Smout,a Geert Postmab and
Jeroen J. Jansen b

Quantitative vibrational absorption spectroscopies rely on Beer’s law relating spectroscopic intensities in a

linear fashion to chemical concentrations. To address and clarify contrasting results in the literature about

the difference between volume- and mass-based concentrations units used for quantitative spectroscopy

on liquid solutions, we performed near-infrared, mid-infrared, and Raman spectroscopy measurements

on four different binary solvent mixtures. Using classical least squares (CLS) and partial least squares (PLS)

as multivariate analysis methods, we demonstrate that spectroscopic intensities are linearly related to

volume-based concentration units rather than more widely used mass-based concentration units such as

weight percent. The CLS results show that the difference in root mean square error of prediction (RMSEP)

values between CLS models based on mass and volume fractions correlates strongly with the density

difference between the two solvents in each binary mixture. This is explained by the fact that density

differences are the source of non-linearity between mass and volume fractions in such mixtures. We also

show that PLS calibration handles the non-linearity in mass-based models by the inclusion of additional

latent variables that describe residual spectroscopic variation beyond the first latent variable (e.g., due to

small peak shifts), as observed in the experimental data of all binary solvent mixtures. Using simulation

studies, we have quantified the relative errors (up to 10–15%) that are made in PLS modeling when using

mass fractions instead of volume fractions. Overall, our results provide conclusive evidence that concen-

tration units based on volume should be preferred for optimal spectroscopic calibration results in aca-

demic and industrial practice.

1 Introduction

Mid-infrared (MIR), near-infrared (NIR), and Raman spec-
troscopy are powerful and common techniques in both quali-
tative and quantitative analytical chemistry, with widespread
applications in academic, medical, and industrial environ-
ments.1 For absorption spectroscopies, successful quantitative
applications of these vibrational techniques rely mostly on
Beer’s well-known law relating spectroscopic intensity (e.g.,
absorbance) to chemical concentration, and for Raman spec-
troscopy there is also a linear relation between Raman intensi-
ties and concentration.2 The calibration process typically
involves samples with known analyte concentrations, as

measured by a reference method, and the use of multivariate
data analysis techniques such as partial least squares (PLS) or
multiple linear regression (MLR) to establish the quantitative
relationship between spectra and concentrations.3,4 These
regression techniques are linear in nature and therefore work
best when the assumed linear relationship between spectro-
scopic intensity and concentration holds.

By and large, weight percent (wt%) is the concentration
unit that is most often used for quantitative spectroscopic cali-
bration in industrial practice and the scientific literature.
However, Mark et al. demonstrated that NIR absorbance
spectra are in fact linearly related to volume fractions of the
various components of a mixture.5,6 Because volume- and
mass-based concentration units are not necessarily related to
each other in a linear fashion, the use of wt% may lead to sub-
stantially larger calibration errors than volume-based units.
Recent work by Yan et al. contradicted the results of Mark
et al. by reporting similar performance between mass- and
volume-based multivariate calibration models for quantitative
NIR and Raman spectroscopy on ternary solvent mixtures.7

To address these contrasting conclusions and clarify this
issue of broad importance to analytical chemists, we here
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provide conclusive evidence that NIR, MIR, and Raman spec-
troscopic intensities are linearly related to volume-based con-
centration units. Using both experimental data on four
different binary solvent mixtures and simulations, classical
least squares (CLS) and PLS analysis shows that the difference
in calibration errors between models based on mass or volume
fractions correlates strongly with the density difference
between the two solvents in each binary mixture. Under
certain conditions (e.g., large density differences between sol-
vents and high analyte concentrations), relative calibration
errors of 10–15% are introduced by using mass rather than
volume fractions as concentration unit. PLS regression shows
that non-linearity due to the use of mass fractions leads to the
inclusion of additional latent variables (LVs) in the PLS
models. Such additional LVs make use of the non-linear
residual spectroscopic variation beyond LV1, originating
mainly from small peak shifts present in all investigated
binary solvent systems. Our results demonstrate that concen-
tration units based on volume are preferred over mass-based
units for accurate quantitative spectroscopy on liquid systems.

2 Experimental
2.1 Sample preparation

Table 1 shows the binary liquid systems that were investigated
in this study. For each system, 30 samples spanning the full
compositional range (mass or volume fraction 0–1; see ESI†
for compositional details) were prepared by gravimetric dosing
of pure solvents into 40 mL glass vials using a high-throughput
robotic system (Syntegon Technology GmbH, Waiblingen,
Germany, formerly known as Bosch Packaging Technology),
followed by vial capping and 60 s mixing in an orbital mixer.
Of these 30 samples per binary system, 21 samples were used
for development of calibration models and 9 samples were
used as independent test samples for evaluation of model per-
formance (e.g., root mean square error of prediction (RMSEP)
values).

2.2 Instrumentation

NIR measurements were performed on a Bruker MPA instru-
ment (Bruker Optics, Ettlingen, Germany) in transmission
mode using sample vials (inner diameter 6.5 mm) kept at 27.5
± 0.5 °C and the following acquisition settings: resolution
8 cm−1, 16 scans per spectrum. A background spectrum was

recorded before each series of 30 samples per binary system.
Raman measurements were performed on a Kaiser RXN-4
instrument (Kaiser Optical Systems, Inc., Ann Arbor, MI) by
using a fiber-optic probe head coupled to a microscope objec-
tive (Leica HCX PL Fluotar, 50×/0.55 NA, long working distance
of 8 mm) to focus the excitation beam (λexc = 785 nm) through
the glass wall of the sample vials. Acquisition settings: 10 s
acquisition time per spectrum (5 accumulations of each 2 s);
cosmic ray filtering and dark subtraction were both applied.
The NIR and Raman measurements were automated by inte-
gration of the above-mentioned spectrometers into a high-
throughput Lipos plat-form (Zinsser Analytic GmbH,
Frankfurt, Germany) programmed by WinLissy 8.1 software.
MIR measurements were performed manually on a Spectrum
100 instrument (PerkinElmer, Groningen, The Netherlands) in
ATR mode (diamond crystal) with the following settings:
resolution 4 cm−1 (spectral point spacing 1 cm−1), 16 scans per
spectrum. A background measurement was recorded before
each series of 30 samples per binary system. Evaporation of
liquid on the ATR crystal was prevented by positioning a
spacer around the ATR crystal and filling the resulting well
with enough liquid sample. MIR ATR spectra were corrected
for refractive index-dependent optical penetration depths
using the “extended ATR correction” in Bruker OPUS software
7.5, with known refractive index values for the pure com-
ponents and using the Arago-Biot equation for calculating the
refractive index values of the mixtures.

2.3 Software

All data analyses were performed using MATLAB R2019b (The
MathWorks, Natick, MA). CLS regression and 2D correlation
spectroscopy (2D-COS) were performed with MATLAB routines
developed in-house. Principal component analysis (PCA) and
PLS regression were performed using PLS_Toolbox 8.8 software
(Eigenvector Research, Inc., Manson, WA) running under
MATLAB.

2.4 Data analysis

The following spectral regions were used for analysis: NIR,
6400–10 200 cm−1; Raman, 250–1150 cm−1 (with slight vari-
ations per binary system); MIR, 600–1700 cm−1 (with slight
variations per binary system), except for the chloroform–

heptane system which was analyzed in the spectral region
1150–1550 cm−1. CLS coefficients were calculated for each
binary component by using the pure component spectra and a

Table 1 Binary liquid systems investigated in this study, their corresponding differences in component densities, and their reported excess molar
volumes

System Comp. 1 densitya (kg L−1) Comp. 2 densitya (kg L−1) Δρ (kg L−1) VE at x1 = 0.5 (cm3 mol−1)

1 Chloroform 1.4832 Heptane 0.6837 0.80 +0.50 (ref. 8)
2 Chloroform 1.4832 Toluene 0.8669 0.62 +0.06 (ref. 9)
3 Toluene 0.8669 Heptane 0.6837 0.18 +0.15 (ref. 10)
4 MEK 0.8054 Heptane 0.6837 0.12 +0.80 (ref. 11)

a CRC Handbook of Chemistry and Physics, 72nd ed.; Boca Raton, FL, 1991–1992.
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variable 0th order baseline offset to fit the mixture spectra of
each binary system. The resulting coefficients of the 21 cali-
bration samples were subsequently regressed against the
known mass and volume fractions of each component to calcu-
late RMSECV values (using 7-fold Venetian blinds as cross-vali-
dation method). The regression models were then used to cal-
culate RMSEP values for the 9 independent samples. For PCA,
PLS, and 2D-COS, all spectra (NIR, Raman, MIR) were pre-pro-
cessed by Savitzky–Golay 1st derivative (2nd order, filter width
15 points for NIR and 9 points for Raman and MIR) followed
by mean centering.

3 Results and discussion
3.1 Selection of binary systems and their spectroscopic
analysis

Scheme 1 shows the experimental design that we used to
address the contrasting conclusions reached by Mark et al.5,6

and Yan et al.7 with respect to the difference between volume-
and mass-based concentration units as reference data for
multivariate calibration. The components of the four binary
liquid mixtures shown in Table 1 were selected to provide a

broad range of density differences and therefore a varying
degree of non-linearity between mass and volume fractions.

Moreover, the selected components are apolar and lack
protic moieties such as OH groups, thereby preventing strong
non-covalent interactions such as hydrogen bonds with pro-
nounced and complex effects on vibrational spectra,12–14

which is undesirable for this study. Furthermore, by taking lit-
erature values for the excess molar volumes of these systems
(Table 1), we calculated a relative volume change due to non-
ideality of 0.33 ± 0.29% (average ±1 s for the 4 systems) at equi-
molar concentrations. The degree of volume non-ideality is
therefore small for these binary systems, hence this effect was
not further taken into account in this study.

Before discussing the CLS and PLS calibration results in the
following sections, we first present results from analysis of the
mixture spectra themselves. Despite the relatively strong ideal-
ity of the selected systems, small but significant spectral non-
ideality was observed in the NIR, Raman, and MIR spectra of
all mixtures. This is exemplified in Fig. 1, which shows the
results of PCA and 2D correlation spectroscopy (2D-COS)
analysis15,16 for the NIR calibration spectra of the chloroform–

toluene system. The plots of PCA scores (showing a concave
curve) and loadings, as well as the characteristic pattern
observed in the asynchronous 2D-COS plot,17 are indicative of

Scheme 1 Experimental design of our study.

Fig. 1 Scores (A) and loadings (B) of the first 2 principal components (together explaining 99.98% of the variance) obtained by PCA on the 21 NIR
calibration spectra of the chloroform–toluene binary system. The labels “1” and “21” in panel A correspond to the spectra of pure chloroform and
toluene, respectively. (C) Asynchronous plot for the 7200–6900 cm−1 region obtained by 2D-COS of the chloroform–toluene system.
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NIR peak shifts as a function of chloroform–toluene compo-
sition. Using PCA, PC1 and PC2 were found to explain 98.67 ±
0.89% and 1.20 ± 0.85% (average ±1 s) of the spectral variance,
respectively, for all systems combined excluding the MIR data
on the chloroform–toluene system (which showed 90.60% and
5.92% variance explained by PC1 and PC2, respectively).
Similar to these results, spectroscopic non-ideality is the rule
rather than the exception for reported vibrational studies on
liquid mixtures, even in seemingly ideal systems such as
methanol–ethanol18,19 and binary aliphatic or aromatic hydro-
carbon systems (e.g., benzene–toluene and n-hexane–n-
heptane),20 and PCA has recently been proposed as a powerful
tool for unsupervised screening of non-ideal mixtures.21

Spectral non-ideality results are generally interpreted as pro-
viding evidence for the existence of microheterogeneity (i.e.,
homo- and heteroclusters) at the molecular level in
mixtures.18–20

Excess spectroscopy13 is another powerful tool to reveal
non-ideal features in spectroscopic data on liquid mixtures. An
excess spectrum εE (expressed as an absorption coefficient
spectrum) is the difference between the measured spectrum of
a mixture and that of the respective ideal mixture under identi-
cal conditions, and can be calculated as follows:13

εE ¼ A
dðC1 þ C2Þ � ðx1ε*1 þ x2ε*2Þ ð1Þ

where A is the spectroscopic intensity (e.g., absorbance) of the
mixture, d is the optical path length, C1 and C2 are the molari-
ties of the two components, x1 and x2 are the mole fractions of
components 1 and 2, and ε*1 and ε*1 are the molar absorption
coefficients of the two components in their pure states,
respectively.

To compare the degree of spectroscopic non-ideality for
different liquid mixtures, Wrzeszcz et al.19 have defined the
excess parameter ER as:

ER ¼
Ð
meanðexcess spectrumÞj j
Ð
meanðspectrumÞ � 100% ð2Þ

where “mean” indicates the composition-averaged excess or
normal spectrum. The ER values calculated in this way for the
systems investigated in this study are shown in Table 2. It is
clear that ER values strongly depend on the type of spec-
troscopy, with the average ER values increasing in the order
NIR < Raman < MIR. The NIR-based ER value for toluene–
heptane (5.75) is similar to the value reported for the analo-
gous system benzene–hexane (6.69).20 The ER values correlate

fairly well with the variance explained by PC2 (R2 = 0.55) as
obtained from the PCA results, confirming the report by Kiefer
and Eisen that analysis of higher PCs can be used as screening
tool for non-ideal mixture systems.21 The intensity of excess
spectra, from which ER values are calculated, depends strongly
on the magnitude of peak shifts as a function of composition.
For example, the strong anti-symmetric CCl3 stretching band
at 744 cm−1 in the MIR spectrum of chloroform shifts to
758 cm−1 upon mixing with toluene (ESI Fig. S5†). Using spec-
tral simulations, we calculated that the shift of this band alone
produces an ER value of 47% for the MIR data of the chloro-
form–toluene system. Other bands in the MIR spectra with
less pronounced peak shifts have lower ER values, leading to
an average ER of 22.73% for this case (Table 2). Similarly,
other large ER values in Table 2 are explained to a large extent
by peak shifts.

3.2 CLS calibration results

CLS calibration was performed on the 12 investigated data sets
(4 binary systems, each measured by NIR, Raman, and MIR
spectroscopy) in order to directly compare our results with
those obtained by Mark et al.5,6 and by Yan et al.,7 who also
reported CLS results in their studies (see Data analysis section
2.4 for details about the CLS analyses). The clear difference
between mass- and volume-based models obtained in this
fashion is exemplified by the Raman results for the chloro-
form–heptane system shown in Fig. 2. Very strong non-linear-
ity in the predicted versus measured plot is observed for the
mass-based model (Fig. 2A), leading to a large RMSEP value
for predicted mass fraction, whereas the volume-based model
is much more linear in nature and therefore exhibits a much
lower RMSEP value for predicted volume fraction (Fig. 2B).
This confirms the NIR results reported by Mark et al.5,6 and
proves that Raman spectroscopic intensities in liquid solutions
are also linearly sensitive to volume-based concentration units.
An overview of all CLS results, expressed as RMSEP values, is
shown in Fig. 3. We observed that all 3 spectroscopic tech-
niques show deviations from Beer’s law when using mass frac-
tions as concentration unit. However, the non-linearity and
therefore RMSEP difference between mass- and volume-based
models was found to decrease in going from systems with a
high density difference between both components (e.g., chloro-
form–heptane) to systems with a low density difference such
as MEK–heptane (see also Table 1). In fact, when averaging the
RMSEP difference results (RMSEPmass − RMSEPvolume) over the
3 spectroscopic techniques, we found a strong dependence of
the RMSEP on the density difference between solvents, as
shown in Fig. 4, where the estimated RMSEP converges to zero
for solvents of equal density.

This is not a surprising result, since the degree of non-line-
arity between mass and volume fractions depends on the
density difference between the 2 components in a binary
mixture. The contrasting results by Yan et al.,7 who reported
similar CLS performance for mass- and volume-based units in
quantitative NIR and Raman studies on ternary mixtures, are
explained by the small density differences (about 0.1 and

Table 2 ER values calculated for the 4 binary liquid systems investi-
gated in this study

System ER (%) NIR ER (%) Raman ER (%) MIR

Chloroform–heptane 2.16 20.26 16.38
Chloroform–toluene 19.85 6.58 22.73
Toluene–heptane 5.75 7.97 15.67
MEK–heptane 6.63 10.53 16.88
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0.2 kg L−1) between the components in the ternary mixtures
(benzene–cyclohexane–ethylbenzene and ethyl acetate–1-hepta-
nol–1,4-dioxane, respectively) that they studied. At such low
density differences between solvents, the degree of non-linear-
ity between mass and volume fractions is only small and there-
fore only small differences between RMSEPmass and
RMSEPvolume are observed (Fig. 4).

3.3 PLS calibration results

PLS regression is nowadays by far the most often used multi-
variate calibration method for quantitative vibrational spec-
troscopy. It is therefore of interest to investigate how PLS deals
with the non-linear relation between spectral intensities and
mass fractions. Fig. 5 shows PLS results for the NIR data of the
chloroform–toluene and toluene–heptane systems.

In the chloroform–toluene system with a large density
difference (Fig. 5A), volume-based models only require 2 latent
variables (LVs) to reach low RMSECV and RMSEP values,
whereas mass-based models require 3 LVs to obtain such
values. Thus, the non-linearity between NIR absorbance and
mass-fraction leads to an increased number of LVs. This is
expected due to the bilinear nature of the PLS method. In con-
trast, in the toluene–heptane system with much lower density
difference (Fig. 5B), the RMSECV and RMSEP values at 1 and 2
LVs are very similar for mass- and volume-based models.
These results are in agreement with the CLS results (vide
supra) and prove that the use of mass-based concentration
units in PLS regression leads to increased model complexity,
which can be avoided by using volume-based units instead.
Inspection of the PLS model loading weights (data not shown)
reveals very similar spectral differences (i.e., peak shifts)
between the loading weights as observed in the principal com-
ponents from PCA (Fig. 1B), indicating that PLS uses such
spectral non-ideality in higher LVs to decrease model error.
The contribution of this effect is more prominent in mass-

Fig. 3 RMSEP values obtained from linear regression models of CLS
coefficients against mass and volume fractions. RMSEP values were
averaged over the 2 components of each binary mixture.

Fig. 4 Correlation between average RMSEP difference values
(RMSEPmass − RMSEPvolume) and density difference of the 2 components
of each mixture. RMSEP difference values were averaged over the 3
spectroscopic techniques and over the 2 components of each binary
mixture. Error bars represent 1 s.

Fig. 2 Predicted vs. measured plots obtained from linear regression of
Raman CLS coefficients against mass (A) and volume (B) fraction of
chloroform for the chloroform–heptane binary system.
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based models because the variance explained by LV1 in the
concentration data is lower in that case than in
models using volume-based concentration units. Note that
unlike PLS, CLS cannot deal with peak shifts because in CLS
each mixture spectrum is fitted with a combination of fixed
pure component spectra. RMSEP values obtained by CLS are
therefore larger than those obtained from PLS using 2 or more
LVs.

To quantify the relative errors that are made in PLS model-
ing when using mass fractions instead of volume fractions, we
simulated mixture spectra as noise-free Gaussian peaks
scaling in intensity with volume fraction for 15 binary
solvent systems with varying density differences (ESI†). PLS
models were subsequently developed using mass fractions as
reference data. Only 1 LV can be obtained for this error-free
system because the first LV already accounts for 100% of the
variance in the spectral data. Fig. 6 shows the resulting
RMSECV errors expressed relative to the mean of the relevant
mass fraction range. It is clear from these results that large
errors up to 10–15% are made when both the density differ-
ence between the 2 components and the fraction ranges are
high.

4 Conclusions

We have demonstrated that NIR, Raman, and MIR spec-
troscopy are linearly related to volume-based concentration
units, confirming the previous report by Mark et al.5,6 and
extending their conclusion about NIR spectroscopy to MIR and
Raman spectroscopy. Unnecessary calibration errors (extend-
ing up to 15% at high density differences and high analyte
concentrations) are made when using mass-based units for
quantitative vibrational spectroscopy, due to non-linearity
between mass- and volume-based units, caused by density
differences between mixture components. The implication of
using mass-based units for PLS regression is that additional
LVs will be required, which increases the risk of overfitting
and reduces model robustness. Based on our results, it is rec-
ommended to use volume-based concentration units for
optimal spectroscopic calibration of liquid solutions.
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Fig. 5 RMSECV and RMSEP values as a function of the number of latent
variables for PLS models built with mass and volume fractions as refer-
ence data. (A) NIR data of the chloroform–toluene system. (B) NIR data
of the toluene–heptane system.

Fig. 6 Relative errors obtained by PLS using mass fractions as reference
data and simulated Gaussian peaks scaling in intensity with volume frac-
tions as spectral data.
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