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Accessing local electron-beam induced temperature
changes during in situ liquid-phase transmission
electron microscopy

Electron beam-induced heating is monitored in situ during
liquid phase TEM. Via precise evaluation of parallel-beam
electron diffraction patterns, gold nanoparticles serve as
local nano-thermometers, enabling a temperature precision
of 2.88 K. To access elastically scattered electrons, the liquid
thickness was reduced by encapsulating an air-bubble.
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A significant electron-beam induced heating effect is demonstrated
for liquid-phase transmission electron microscopy at low electron flux
densities using Au nanoparticles as local nanothermometers. The
obtained results are in agreement with theoretical considerations.
Furthermore, the impact of beam-induced heating on radiolysis
chemistry is estimated and the consequences of the effect are
discussed.

Introduction

Electron-beam induced effects are crucial for designing exper-
iments and interpreting results obtained by liquid-phase
transmission electron microscopy (LPTEM). Most promi-
nently, radiolysis strongly influences solution chemistry gov-
erning eg growth and degradation processes of
nanomaterials."™* In addition, specimens are affected by
emerging electric fields® or radiation damage.®

One effect, which has been controversially discussed, is
beam-induced heating of liquids and of substances dispersed in
liquids. Already a small heating effect is expected to be relevant,
because not only chemical rate constants, but also electron-
beam induced radiolysis sensitively depend on temperature.”
Although several attempts to estimate the expected temperature
changes have been made, calculations yield partially
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counterintuitive results and have been not validated experi-
mentally so far. Zheng et al.® and Grogan et al.® predicted that
electron-beam induced heating remains negligible for typical
beam conditions. In contrast, Hsieh et al. observed an electron-
beam induced temperature increase of up to 85 °C at high
electron doses by benchmarking nanocrystal formation
processes with ex situ experiments while using theoretical esti-
mations for modelling the observations.*®

Recently, Yesibolati et al.™* applied resistance measurements
on electrodes in contact with a liquid phase of glycerol and
water to demonstrate that the global heating of a liquid cell
during low dose STEM irradiation remains below five Kelvin.
Although MEMS-based heating systems allow for high-precision
measurements, they only access the global temperature of the
TEM holder or at least a liquid volume in the order of several
cubic micrometers rather than the local temperature within the
irradiated area. The real temperature at the site of observation is
not accessible as the heat quickly dissipates to the surrounding
liquid by convection and dynamics of thermal exchange.

In order to resolve the problem, there is a strong need for an
in situ method enabling precise quantification of local
temperature changes directly at the location of observation.

Extracting thermal expansion from diffraction patterns of
amorphous thin films" or polycrystalline samples*'* has
proven to be feasible for thermometry. As these changes are
subtle, a strict control of experimental conditions and precise
data analysis are required. Particularly parallel-beam electron
diffraction (PBED) using gold nanoparticles as temperature
sensors demonstrated by Niekiel et al*® seems specifically
promising for temperature measurements in liquids because it
was demonstrated to reach a temperature resolution of £2.8 K.
As gold is a widely investigated material system in
LPTEM, 4579111525 the evaluation of electron-beam induced
heating on gold nanoparticles is expected to deliver a particu-
larly relevant approach for local temperature evaluation,
allowing for improved control and interpretation of in situ
experiments.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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In this communication, we present in situ LPTEM experi-
ments, which demonstrate electron-beam induced heating at
low electron flux densities. For this purpose, an improved PBED
method for measuring temperature changes in LPTEM within
the irradiated area is introduced. Its performance is evaluated
by comparing temperature profiles from external heating with
in situ temperature measurements within the irradiated area.
We evaluate how the electron beam contributes to local spec-
imen heating. Furthermore, we show that an electron-beam
induced temperature increase can be significant even under
low-dose conditions when imaging metallic nanostructures in
the vicinity of gas bubbles. Finally, we calculate the impact of
electron-beam induced heating on the equilibrium concentra-
tions of radiolysis products. These findings are relevant for the
vast majority of LPTEM experiments studying, e.g., nucleation
and growth of nanostructures, material degradation and
corrosion, or even nanoparticle motion.

Experimental
Instrumental setup

All TEM experiments were performed using an image and probe
corrected FEI TITAN Themis® 80-300 (S)TEM microscope oper-
ated at an acceleration voltage of 300 kV. Fine tuning of beam
parallelism™ is enabled by a three-stage condenser lens system.
The set up offers a wide range of illumination diameters with
a parallel beam (by the C2-C3 condenser zoom). Selected area
electron diffraction (SAED) was performed using an aperture
cutting the measurement region down to a diameter of 3.3 pm
(the illumination diameter was set to 8-10 pm). The camera
length was chosen to capture data until the {222} diffraction
ring of gold using a Ceta camera with 4k x 4k pixels.

Experiments were conducted using the liquid flow holder
system Poseidon Select© (Protochips). The utilized liquid cell
consists of a top chip providing a viewing area with a size of 50 x
500 um? and a bottom chip with the same window size equipped
with a gold spacer layer with a thickness of 150 nm. The top chip
can be heated by a tungsten-based heating coil, which is
controlled via monitoring its thermal coefficient of resistivity
(TCR). Both chips were prepared following the recommended
protocols from Protochips by removing the PMMA protection
layer in acetone and methanol and blow-drying with N,. To
mitigate potential charging effects reducing the obtainable reso-
lution during TEM,*® the outer membranes of both chips were
coated with an amorphous carbon (a-C) layer. The thickness of a-C
was determined to be 9.8 nm by evaluating reflectance spectra
acquired by microspectroscopy using a system-corrected® gener-
alized transfer matrix method® (see the ESI, Fig. 17).

Prior to loading, plasma treatment of the inner membrane
surfaces was performed for enhancing wettability. A droplet of
deionized water was dispensed onto the viewing area before
mounting the chips with an orthogonal alignment of the long
window sides.

Parallel-beam alignment is extremely important for attrib-
uting changes in the radius of the diffraction rings AR to
a change in the specimen temperature. This is because the
relative change (AR/R) of any diffraction ring in focus depends

© 2021 The Author(s). Published by the Royal Society of Chemistry
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on the position of temperature sensors (i.e. the gold nano-
structures) along the optical axis (z-position, Az) and the beam
vergence (8, positive for a convergent beam and negative for
a divergent beam):**

% = aﬁsAZ’ (1)
as denotes the radius of the selected area. Consequently, 8 is
measured by fitting the relative radius change of the {220} Au
diffraction ring as a function of the z-position and minimized by
carefully adjusting the C2-C3 condenser zoom." By comparing
(factory) standard and optimized parallel-beam alignment, it
becomes evident that 8 was reduced significantly and was
determined close to zero (4 = 1 prad) for the experiments pre-
sented here (Fig. 1(a)).

Due to bulging, Az can range up to a few microns in the
utilized setup. Together with the residual non-zero (@, this
results in a detectable radius change that is not related to
temperature and, thus, defines a systematic error bound. As
illustrated in Fig. 1(b), the maximal error amounts to about +1
K for the setup used during the presented experiments. To
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Fig. 1 (a) Minimization of the vergence angle by tuning of electron-
optical settings, and (b) the residual impact of the systematic error of
the z displacement on temperature measurements. The dashed dotted
line marks the achieved convergence angle shown in (a), whereas the
dashed lines show its 26 confidence interval.
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exhaust this margin, a movement of temperature sensors of 5
um along the optical axis is required.

The electron flux density ¢ was adjusted by tuning the
monochromator. To prevent possible beam-induced artefacts,
the beam was blanked for at least five minutes prior to each
temperature measurement (Z.e. until ¢ = 0 in Fig. 3(a) and ESI,
Fig. 5a and bf).

Preparation of temperature monitoring samples

As nanothermometers, gold particles have proven to be feasible
because of their inert nature in pure aerated water without
species complexing Au cations (e.g. halogenides),* and their
high material contrast. These particles were prepared on the
inner surface of the silicon nitride top window by sputter
deposition of a thin gold layer (18 nm) followed by solid-state
dewetting.” Dewetting was performed at a relatively low
temperature of 200 °C by heating the top chip in a furnace for
31 h to conserve the polymer passivation of the electronics. ESI,
Fig. 3(a) and (b)} show the STEM images of gold particles in the
liquid after the experiments have been conducted. Although the
particles were only deposited on the top membrane (a), it is
evident that a distinct fraction of particles has been detached
from the top membrane (b) during the experiments. Due to
bulging, the maximum distance between the membranes (at the
center of the viewing area) was determined to 4.2 um by STEM
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defocus. This underlines the requirement for parallel beam
alignment during thermometry because the particles are clearly
distributed inside the entire volume of the liquid cell.

Temperature calculations

To attribute the change of the extracted relative position of the
Bragg diffraction rings to temperature changes, the relative
thermal expansion of the Au lattice parameters is modelled by
a polynomial of third order.** The coefficient of thermal
expansion (CTE) can safely be approximated using bulk values
because the mean diameter of particles clearly exceeds 10 nm **
(ESL, Fig. 3(c)f). In the case of external heating, the starting
temperature was set to the temperature evaluated using the
heating device prior to heating. For experiments without heat-
ing, a starting temperature of 20 °C (room temperature inside
the lab) was assumed.

Data evaluation

An automated data analysis algorithm is used for precise
determination of the relative change of the lattice constant
based on polycrystalline diffraction patterns (Fig. 2(a)). Residual
image distortions in the diffraction patterns are corrected up to
the fourth order and the radial profile is modelled using a set of
Voigt functions. The data analysis routine is based on
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Fig. 2

(a) Exemplary diffraction pattern. (b) Illustration of the non-iterative least-squares ellipse fitting to {220} for accurate center finding. (c)

Illustration of distortion modelling in polar coordinates to {220} based on eqn (2): Besides the full function, the underlying distortions of k' order
are drawn. Note that the beam stopper crosses the {220} ring at 1.5 (d) Fit of the Voigt functions to the prominent Bragg peaks and (e) the
residual background utilized for creating initial guesses for a combined spectrum modelling as shown in (f).
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Fig. 3

(a) Active heating protocol of a TEM liquid cell (orange) and in situ temperature profile acquired from parallel beam electron diffraction by

Au nanoparticles (x) in the observation area. Particle-based measurements perfectly reproduce the temperature ramp (until 220 s) but show an
offset related to beam heating effects upon subsequent delay and decline. (b) PBED-derived increase of specimen temperature after 5 min of
illumination depending on the electron flux density ¢. Error bars mark the maximum deviation of the {220} and {311} data from the mean value.
The green area spans the considerable range of temperature variation modelled for a gaseous environment (see text). (c) Beam heating strongly
affects the equilibrium concentrations of water radiolysis products and thus the prospected chemical environment. Assuming a reference
temperature of 25 °C, the curves give the percental change of relevant species at the corresponding dose rate ¢ against a conventional radiolysis
model neglecting beam-heating effects. The corresponding sample temperature in the observation area is plotted on the top axis.

a workflow presented in our previous study on in situ temper-
ature measurements in a vacuum,* but is optimized to operate
for data comprising faint diffraction rings and varying amor-
phous background contributions. In particular, the routine
does not rely on precise value guesses for the center position of
the direct beam, radii of diffraction rings, and amorphous
background distributions. The latter is especially important, as
background contributions are prone to change during LPTEM,
for example due to bubble formation.®

The algorithm is written in Python 3.7 and uses Hyperspy,*
NumPy,** Matplotlib,** pandas,* scikit-image®*® and SciPy.*” To
extract the radial profile, polar transformation has to be applied
with respect to the center of the diffraction pattern. The center
position, however, is not directly accessible since the beam
stopper (Fig. 2(a)) blocks the direct beam. Therefore, a center
guess based on a circular Hough transformation is derived from
the diffraction pattern. Polar transformation is performed using
PyAbel.*®

Peak finding® is utilized for pixel extraction of the diffrac-
tion rings of interest, combined with intensity-based thresh-
olding. The range of ring radii is constrained by reasonable
input variables whereas the center of the respective diffraction
ring is determined using non-iterative least-squares ellipse
fitting,*>** as illustrated in Fig. 2(b).

Finally, distortions are interpreted as the azimuthal (¢)
variations of the radius R of a diffraction ring which is the
product of the undistorted radius R, and the sum of circular
distortions up to the 4™ order. This is performed by least-
squares fitting of eqn (2) to the extracted ring data, as demon-
strated for the {220} ring in Fig. 2(c).

4 2
1- Nk
R(¢) =R (2)
’ /Z; V14 m2 = 2m; cos(k(e + wy))

© 2021 The Author(s). Published by the Royal Society of Chemistry

here, n describes the amplitude of the distortion of the &
order, whose orientation of the major axis is determined by .
The intensity of diffraction spots (i.e. the pixel grey value) was
used as a weighting factor.

Subsequently, the distortion-corrected, radially integrated
diffraction pattern is described by a set of Voigt functions to
simultaneously model the Bragg peaks and the amorphous
background. The data used for fitting exclude the radial range
of the diffraction pattern dominated by the beam stopper tip
(small radii), and the missing information because of the
squared detector symmetry (large radii), respectively. Center
finding and distortion correction are performed for each ring
individually.

During LPTEM, reference measurements without crystalline
particles for modelling the amorphous background are not
feasible due to variations in the background caused by specific
dynamics during the experiments. In particular, bubble
formation, motion of particles and sample drift, as well as
radiolytically-induced particle formation or degradation
dynamically change the intensity ratio between the Bragg peaks
and the amorphous background.

Thus, the least-squares fit of the spectrum relies on the
automatic creation of initial guesses and the restriction to
physically meaningful parameter boundaries (i.e. no negative
peak maxima and widths). First, the individual Au diffraction
peaks are fitted separately using a Voigt profile (Fig. 2(d)). Initial
fit parameters are obtained by using the theoretical lattice
constant of gold for calculating the relative peak positions of
individual diffraction rings. The radius obtained during
distortion fitting is used as a reference. Second, the residual
intensity profile is modelled by a set of three Voigt functions.
The difference of the residual and original data (orange area) is
minimized during the least-squares fit (Fig. 2(e)). Finally, the

Nanoscale Adv., 2021, 3, 2466-2474 | 2469
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resulting parameters are used as starting values for a simulta-
neous fit of the full spectrum (Fig. 2(f)). In the case of
a successful fit, the resulting parameters are used as starting
values for fitting of the next diffraction pattern. This compre-
hensive procedure enables precise determination of the Au
lattice spacing from diffraction patterns with varying back-
ground contributions and is therefore specifically suitable for in
situ LPTEM experiments.

Results & discussion

In order to measure temperature via PBED, the sample thick-
ness should not be significantly larger than the inelastic mean
free path of the sample (about 380 nm in water for the setup
used in our experiments*?) because a poor signal-to-background
ratio at thicker samples will limit the precision of the peak
fitting. Although this thickness limit can be further extended
using elastic filtering (see the ESI, Fig. 27), it was not possible to
obtain a feasible diffraction signal at a filled and bulged cell.

To reduce the thickness of the liquid an ambient gas bubble
was intentionally introduced during the loading process of the
liquid cell (see the ESI, Fig. 41). By taking the Si;N, membranes
and a-C layers into account, the residual (projected) liquid
thickness in the region of the gas bubble amounted to 140 nm
as measured by the electron energy loss spectroscopy (EELS)
log-ratio method.*® Intensity variations, however, suggest minor
liquid thickness fluctuations during the experiments. Further-
more, particle motion is observed in both real and reciprocal
space (see the ESI, Video 1}), emphasizing the presence of the
liquid layer. We note that we do not observe any particle
degradation during the whole experiment.

Accessing the local specimen temperature during LPTEM

The capability of measuring changes in temperature T over time ¢
during LCTEM was validated by applying a temperature profile
using the heating capability of the TEM holder upon irradiation
with an electron flux density ¢ of 5 e A~ s~ . Fig. 3(a) shows the
comparison of the resistivity-based reading of the heating device
with the evaluated temperature derived from the {220} data.

A temperature plateau at 30 °C was established, before
applying a heating ramp of 0.3 K s up to 80 °C. It is evident
that temperature measurements via PBED and device reading
are in good agreement during this initial phase of the
measurements. To quantify the precision of the method, the
sample standard deviation in the plateau at 30 °C (50 frames) is
calculated, amounting to +2.88 K. Despite a significantly
increased amorphous background contribution, this is
comparable to our previous temperature measurements by
PBED in vacuum,* indicating a significant improvement of the
evaluation procedure.

Following the heating ramp the temperature was held
constant at 80 °C for 120 s. At this point, reading and
measurements start to deviate. During this time the tempera-
ture reading only documents a negligible (global) temperature
overshoot of 0.6 K, whereas the PBED measurements reveal an
(local) increase of more than 10 °C. It is furthermore evident

2470 | Nanoscale Adv, 2021, 3, 2466-2474
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that the thermal fluctuation increases significantly, indicating
that dynamic processes affect the local temperature.

Finally, the chip heater was switched off while continuously
measuring the local temperature until the chip reading settled
at 25 °C, which corresponds to the starting temperature
measured by the heating device. The corresponding tempera-
ture measured via PBED decreases with a significant delay,
suggesting poor heat dissipation from the analysed Au nano-
particles. Most striking, however, is that the final temperature
does not return to the initial value during the time of observa-
tion but stabilizes at around 50 °C. Note that we have observed
this discrepancy regularly (see the ESI, Fig 57).

To interpret these deviations, it is crucial to bear a few
considerations in mind. The heating coil is neither calibrated
individually (for a particular heating chip) nor are the resistivity
measurements performed directly on the chip (e.g. via four
point probe measurements close to the viewing area), as this is
standard for in situ heating devices in comparable systems
operating in a vacuum or gas environment. Nevertheless, the
good agreement of both, PBED and resistivity measurements for
the first 220 seconds shown in Fig. 3(a) justifies the assumption
that both methods work correctly.

The measurements, however, are performed at different
positions within the experimental setup. The heating coil
surrounds the outer rim of the large silicon top chip and is,
thus, millimetres away from the observation window. This
underlines the necessity to analyse the temperature as close to
the spot of observation as possible, ideally directly within the
irradiated area.

The rate difference in cooling compared to heating may be
related to a size effect of the nanocrystals themselves. Recent
work suggest that nanoparticles heat up faster than they cool
down, when their motion can be described by overdamped
Langevin equations,** such as Brownian motion or diffusion,*
which is typical for nanoparticles enclosed in liquid cells.®*"**>>
Additionally, the gas bubble introduced to enable PBED in the
first place causes a significant thermal isolation of the irradi-
ated area, as discussed in the following section.

Influencing the local temperature by electron irradiation

After demonstrating that PBED is capable of measuring thermal
changes during in situ LPTEM, we irradiated the sample area
without additional external stimuli (i.e. heating coil switched
off) at different dose rates y to evaluate a possible heating effect.
Irradiation was performed for five minutes at different electron
flux densities ¢. Between the measurements, the system was
allowed to settle for ten minutes. ¢ and y are related to each
other via the following equation derived in the ESIf:
1 S
v=(1+3) 2¢ ()
here, S denotes the stopping power, e the elementary charge, z
the liquid thickness and A the inelastic mean free path in water.
Eqn (3) is illustrated in the ESI, Fig. 6.}
Fig. 3(b) displays the averaged temperature after 5 min of
irradiation derived from the {220} and {311} diffraction rings.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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The corresponding temperature profiles are presented in the
ESI (see ESI, Fig. 71). To clarify the results, the temperature
increase at 1.3 e~ A~ s~ ! has been re-measured, yielding four
instead of two individual measurements for this particular data
point. The error bars correspond to the maximum deviation of
the measurements from the mean value. At 1.3 e~ A~2s™ " and at
3.0e” A"257!, the uncertainties are in good agreement with the
precision obtained in the previous section. For 0.7 e A2 s~ *,
the error drastically increases, which can be attributed to the
small electron flux density itself lowering the obtained signal-to-
background ratio.

In contrast to previously published results at similar flux
densities and illumination duration,™ a direct proportionality
between temperature increase and the electron dose rate is
visible in Fig. 3(b). Although this trend is predicted by theory, its
magnitude is significantly larger than expected. As elucidated
before,***® electron beam interaction solely with the liquid layer
itself is unlikely to yield a thermal increase to such an extent.
Electron-beam heating of nanoparticles and heat exchange with
the surrounding, in turn, play a dominant role.?

By combining these considerations with dose- and
thickness-dependent heating of the residual liquid film,* it is
possible to estimate the expected electron-beam induced heat-
ing as a function of the dose rate and material parameters for
the experimental conditions present in this study (see the ESIT
for details):

Jn dE @ (1 1L
ar— 2 9E LI 4
4he dx+atthl//(4+2 “a) (4)

here, h is the heat transfer coefficient of the surrounding
material. J denotes the beam current density, r, is the particle
radius (see the ESI, Fig. 3(c)t), axn and C, are the thermal
diffusivity (1.4 x 1077 m”> s '), and specific heat capacity of
water (4.18 ] ¢ ' K™ '), respectively.®® L denotes the liquid pocket
side length of 2/y/r x 50 pm *® and a is the beam radius (5 pm).
At an acceleration voltage of 300 kV, the energy dissipation
dE/dx amounts to 261 meV nm " in Au.® Eqn (3) was used to
convert ¢ into y. Consequently, only 2 remains unknown.

To estimate 7, a weighted linear regression was performed.
The result is plotted in Fig. 3(b) (orange, dashed line), yielding
a heat transfer coefficient of 4.37 W m~> K™ ' and a corre-
sponding slope of 9.22 K A% s/e". For liquid water, 2 amounts to
~10°> W m~2 K '.® Whilst heat dissipates effectively in the bulk
liquid, a gaseous phase dominating the heat transport
dramatically changes the situation, so that % is expected to
range between 2 and 10 W m~> K~ ".” The green shaded area in
Fig. 3(b) indicates this range, suggesting that the reduced heat
transfer observed is more likely attributed to thermal isolation
provided by the nearby gas bubble.

It must be considered that the above calculations do not
account for potential heat transfer across the membranes which
could lower the heating effect. On the other hand, gold nano-
structures may significantly increase the energy absorbed by the
sample and thus the dose rate (and consequently the expected
heating) locally due to secondary electron emission.**

The observed beam heating effect explains well why the
measured temperature profile in Fig. 3(a) does not settle at

© 2021 The Author(s). Published by the Royal Society of Chemistry
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room temperature after switching off the external heating, but
fluctuates between 50 and 60 °C. According to Fig. 3(b) a sample
temperature in this range is expected to result from beam
induced heating at the used electron flux density ¢ of 5 e~ A~>
s~ . Experiments at larger flux densities up to 11.2 e~ A2 s™*
were performed as well and follow the same trend. However,
a solid evaluation and interpretation of these measurements
remained difficult, due to strong fluctuations in the diffraction
signals that we assign to increased turbulences in the liquid and
bubble dynamics.

These findings open up a possibility for more precise in situ
parameter control during LPTEM. Introducing a gas bubble,
thus, can not only be used to enable higher resolution, but may
also serve as a tool for locally controlling the temperature even
without a dedicated TEM holder or a heating system.

Impact of electron-beam induced heating on radiochemistry

Whilst electron-beam induced heating can change the local
temperature by adjusting the electron flux density, the influence
on radiochemistry inside the aqueous phase has to be discussed
carefully when designing experiments. To quantify this effect,
a simplified radiolysis model introduced by Ambrozic¢ et al’
considering temperature-dependent reaction constants and
generation values (G-values) was implemented in Python using
NumPy and SciPy. This reaction set assumes that electron beam
irradiation of aerated H,O does not create O, O3, O3, or HO;
in a significant amount. Therefore, only a subset of emerging
species compared to that reported by Schneider et al.* (H, H",
H,, H,0,, HO,, HO, , 0, , O,, OH, OH ", and solvated electrons
(en)) is regarded.

By controlling the specimen temperature via varying the
electron flux density, two driving forces change the equilibrium
concentrations c¢ of the radiolysis products. On the one hand,
the local temperature change alters both, G-values, and rate
constants. On the other hand, the equilibrium concentrations
of the radiolysis products directly depend on the dose rate,
which is proportional to ¢ (eqn (3)). On the other hand, the local
temperature change additionally alters both, G-values and rate
constants. To describe the influence of electron-beam heating
on the concentrations of the respective species, the difference
between the dose rate- and temperature-dependent concentra-
tion cr(y) and a solely y-dependent concentration ¢,s-c(1) must
be investigated.

By considering the proportionality between the temperature
increase and electron flux density measured above, the depen-
dency of the equilibrium concentrations on the electron flux
density was calculated between 20 °C and 100 °C including the
heating effect. The results are shown in Fig. 3(c). To simplify the
comparison between the species, all values are furthermore
normalized to the respective equilibrium concentrations ob-
tained when the electron beam was used to heat the system up
to 25 °C ¢ps°c(¥2s-c)- The absolute values of the steady state
concentrations including the temperature effect are plotted in
the ESI, Fig. 8.1

It is clearly visible that the additional heating influences the
H, e, and OH concentration the strongest, whose
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concentrations increase exponentially with temperature. On the
other hand, the equilibrium concentrations of H,0,, and HO, ™
are slightly reduced, which is not surprising due to their strong
coupling to H and OH within the reaction set. This is expected
to cause significant changes in investigations of growth and
degradation processes observed by LPTEM. All other species do
not show a significant heating-related concentration change.
Particularly H" and OH~ remain unaffected, indicating that
beam-induced heating does not alter the pH value, thus,
ensuring a purely dose-dependent acidity control.

These considerations must not be confused with concen-
tration changes caused by external heating at a constant dose
rate. As demonstrated previously,” this can still lead to
a significant change in the equilibrium concentrations. Yet,
they reveal for which species the T-induced concentration
variation is negligible compared to the mandatory changes in
the dose rate.

As the system is open, the pressure within the cell should
yield roughly one bar. Interactions between the gaseous and
liquid phase in the regarded system are thus considered to be
minor’ and are therefore neglected.

Previous work indicates that diffusion in the vicinity of a gas
bubble is strongly hindered.”* Consequently, diffusion of the
species out of the irradiated area is not taken into account.

Discussion

The achievable thermal resolution is a parameter of the acqui-
sition time. Consequently, the trade-off between thermal and
temporal accuracy requires careful adjustment of the acquisi-
tion time. As discussed previously,™ the resolution furthermore
depends on the number of particles within the selected area.
Due to the very nature of SAED, the selected area aperture is
defining the spatial resolution of the method. In our case, this is
significantly smaller than the illuminated area during PBED.

It is crucial to keep in mind that the measured temperature
presented in this work does not directly relate to the liquid
temperature itself but reflects the temperature of the embedded
Au nanoparticles. Although solvent temperature would be
theoretically accessible by electron scattering, as well,* the vast
majority of LPTEM experiments aims at analyzing processes of
nanostructures enclosed in the liquid rather than studying the
liquid itself. Thus, the temperature of the nanocrystals is
particularly interesting for practical considerations. Neverthe-
less, due to the high thermal conductivity of both, water, and
gold a thermal equilibrium between particles and liquid can be
safely assumed.

We emphasize that these results are only spotlights in the
high dimensional parameter landscape of LPTEM experiments
and should be treated with care when transferring the findings
to other conditions. Besides electron flux density and the
acceleration voltage, the thickness of the liquid, and its flow rate
as well as composition are crucial parameters when accessing
electron-beam induced effects. As the demonstrated heating
effect is most likely driven by interaction of the electron beam
with the nanostructures (here gold nanoparticles), the situation
is expected to change significantly when illuminating low-Z
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materials. Also, when performing STEM, the situation is ex-
pected to be remarkably different from that of TEM, because the
beam scans over the area of interest instead of illuminating the
sample homogeneously and continuously. This may alter the
dynamics of energy transfer and heat dissipation within the
sample. Furthermore, the architecture of the liquid cell itself
could significantly affect heat conductivity. Cell architectures
and experimental set ups allowing for sufficiently small liquid
layers enabling diffraction without a dominating gas bubble
(e.g. via bulge control®®) are expected to yield significantly
reduced electron-beam induced heating.

Conclusions

In summary, we demonstrate local temperature measurements
within the irradiated sample area during in situ LPTEM with
a precision of +2.88 K using parallel beam electron diffraction
(PBED) with gold nanoparticles and an improved workflow and
data evaluation scheme. By applying this technique, we show
that electron-beam irradiation induces significant heating
during LPTEM even at low electron fluxes when operating in the
vicinity of a gas bubble. Finally, the impact of electron-beam
induced heating on radiolysis in liquid H,O by varying the
local dose rate is estimated, allowing for more precise predic-
tion of radiolytically-induced chemistry in LPTEM.
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