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Thermal shape fluctuations of a two-dimensional
compressible droplet
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Analysis of thermal capillary waves on the surface of a liquid usually assumes incompressibility of the
bulk fluid. However, for droplets or bubbles with submicronic size, or for epithelial cells whose out-of-
plane elongation can be modeled by an effective 2D bulk modulus, compressibility of the internal fluid
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must be taken into account for the characterization of their shape fluctuations. We present a theoretical
analysis of the fluctuations of a two-dimensional compressible droplet. Analytical expressions for area,
perimeter and energy fluctuations are derived and compared with Cellular Potts Model (CPM)

simulations. This comparison shows a very good agreement between theory and simulations, and offers
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Thermal capillary waves have been the subject of intense
research activity, both theoretically and experimentally," and
their experimental characterization allows for a precise
measurement of surface tension.? In the case of fluctuating
closed surface, as for a droplet, a bubble or a vesicle, it is
usually assumed that the internal fluid is incompressible.””
This constraint is handled by expressing the fundamental
mode of fluctuations in terms of higher modes. The relative
importance of surface and compression energies is determined
by the dimensionless parameter ¢ = y/(Bry), where y is the
surface tension, B the bulk modulus, and r, the radius of
the droplet. For common liquids, y ~ 107°-10"> N m™* and
B ~ 10° Pa, so the incompressibility approximation is abso-
lutely justified for droplet size larger than ~1 um. For droplet
with submicronic size however, finite compressibility should
be taken into account to properly reflect their fluctuation
spectrum. Effect of compressibility is also relevant for the study
of biological cell conformation in a monolayer, despite their
supermicronic size: when analyzing the contour fluctuations
of their apical surface, their out-of-plane elongation can be
modeled by an effective two-dimensional (2D) bulk modulus.®
This effective 2D compressibility is taken into account in most
numerical modelling of cell monolayers,’** in addition to their
bending and/or stretching energy.

With this aim in mind, we investigate in this paper the
thermal fluctuations of a “two-dimensional” compressible
droplet with low (but finite) compressibility; this may corre-
spond to a droplet squeezed between two parallel plates.
Analytical expressions for the average and variance of area,
perimeter and energy are derived and compared with Cellular
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a precise calibration method for CPM simulations.

Potts Model (CPM) simulations, which is a standard numerical
modelling of soft cellular systems. The present article is orga-
nized as follows. In Section 1, we evaluate the partition function
of a 2D droplet with low but finite compressibility. The calcula-
tions are more complicated than in the incompressible case
because the compressing energy introduces quartic terms of
the contour position vector which cannot be neglected. In
Sections 2 and 3 we derive analytical expressions for the average
and standard deviations of the area, contour length, and
energy, which fully characterize their normal probability dis-
tributions. In Section 4 we calculate the mean square amplitude
of the contour fluctuation modes. Then, in Section 5 we
confront the different expressions with numerical simulations
performed with CPM simulations. The agreement between
theory and numerical data is very good, and offers a robust
method for calibrating surface tension in CPM. In particular,
we explain in Section 6 that we are able to detect a slight
thermal softening of CPM surface tension which is caused by
shorter wavelength modes.

1 Partition function and free energy

Let us consider a two-dimensional droplet surrounded by a
fluid with uniform pressure P, and temperature 7. We assume
that a droplet configuration is entirely determined by its shape.
Such a description is valid as long as the equilibration of
molecules in the bulk and along the boundary is fast in
comparison to the typical velocity of the droplet boundary.
Then, its energy has two contributions (see Appendix A for their
derivation from a microscopic description):

H= A+ K. (1)

This journal is © The Royal Society of Chemistry 2020
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Fig.1 Thermal fluctuations of a two-dimensional droplet.

The first contribution is the boundary energy: /', = yL, where
y is the line tension (i.e. surface tension times the transverse
height), and L = §ds is the (fluctuating) contour length. The
second contribution is the bulk compressive energy:

_ B4 - 4p)’

He = 2
A, )

where B is the 2D bulk modulus of the internal fluid, measured
at atmospheric pressure P,, A the fluctuating area of the
droplet, and 4, its nominal area (the area that the internal
fluid occupies when the inner pressure matches Py).

To describe the vesicle contour, it is convenient to use the
polar parametrization 0 +— r.(0), as shown in Fig. 1, where the
location of the center O is chosen arbitrarily for the moment.
The perimeter and area of the droplet can be expressed as
functionals of r.(0):

21 21
L[rc(a)]:Jo,/r02+r;2d9, A[rc(e)]:L r2(0)d0/2. (3)

The relative importance of boundary, compression, and
thermal energies are characterized by two dimensionless quan-
tities: the relative compressibility ¢ = y/Br, already introduced
above, and the relative amplitude of fluctuations n = kgT/yr,
where ro = \/A4y/n. We consider here the low compressibility
(¢ « 1) and low fluctuations (n « 1) regime. In order to derive
an analytical expression for the partition function, we need to
expand the Hamiltonian around a reference configuration that
we determine below.

1.1 Reference configuration

The most obvious choice of reference conformation is the one
that minimizes the droplet energy. Given the isotropy of the
problem, we can already affirm that this conformation of the
2D compressible drop will be a disk. Therefore, if we choose
the origin O at the center of mass of the droplet, the function
ro(6) that minimizes #[r.(6)] is a constant r*. Minimization of
the Hamiltonian with respect to r.(0) leads to

A%(A* — ) +3/r =0, (@)

where A* = A[*] = n7*>. Eqn (4) is just the Laplace’s law, the first
term being equal to the pressure difference P, — P*. This
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equation implicitly determines r*. Introducing the dimension-
less radius 7 = r/ry, eqn (4) rewrites:

P —Fte=0. (5)

This cubic equation has positive roots only if
¢ <& =2/(3V/3) ~0.385, which then defines the stability cri-
terion for the circular droplet: when ¢ > ¢, the droplet
collapses. When ¢ < ¢, there are two positive roots which
correspond to a maximum and a minimum of the energy,
respectively. The latter corresponds to the stable configuration,
and expresses as:

F= %COS (% sin”! <¥8) + g) . (6)

Expansion of the right-hand-side term in the low compres-
sibility regime yields:

(N

1.2 Expansion of

Let us introduce u(0), the dimensionless displacement of
the contour relatively to its reference configuration: r.(0) =
(1 + u(0)). Expansion of L and A (eqn (3)) up to second order
in ¥ and v’ yields:

21 u/2
L:r*J <1+u+—>d9 (8)
0 2
and
r*2 21 ,
A=710 (1+2u+u?)do. 9)

It is useful for the rest to express theses quantities in terms of
the Fourier coefficients {i,}, defined as:

1 21 . 1N/2 .
17[[) = —J u(ﬁ)ef’ped() = H(Q) = Z ﬁpelp€7 (10)
2n ) p=—N/2+1

where N » 1 is the number of (coarse-grained) points
that define the boundary location. The distance between con-
secutive points in the reference configuration is then a =
L*/N (typically, a is equal to a few molecular sizes). The variables
{Lz;,,zifio < p < N/2} (where @) = Re(i,), %, = Im(i,), and

iiy = iy, = 0) constitute a set of N independent real variables.
The perimeter and area then express as:

N/2
L:L*<1 +Zp2{ap|2+ao>, (11
p=1
N/2 5
AA*<1+2 |1ty | +a02+2ﬁo>, (12)
p=1
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where L* = 2nr” is the perimeter of the reference configuration.
Finally, the partition function reads:

e EM)
Z:Je (85 7). (13)

where L and A are given by eqn (11) and (12), and f = 1/kpT.
The integration measure reads

N/2-1

H da” du/‘f,

p=2

«\ N-2
- r 1~
g[up] = (7) duoduN/2 (14)

where the quantum of height fluctuation /4 has been introduced
to make the measure dimensionless. Note that we omitted the
Jacobian associated with the change from real to Fourier space
variables: since this is a linear change of variables, the Jacobian
is uniform and depends only on N. We also omitted the two real
modes p = 1 in the measure, which correspond to independent
global translations of the droplet within the plane: their values
have been set to zero by fixing the frame origin O onto the
droplet’s center of mass.
The Hamiltonian rewrites:

N RICET AN
T Ly 2\ A

In the incompressible case, the Gaussian approximation con-
sists in expanding the boundary term up to second order in
|ii,|. Then, the mean quadratic amplitude of fluctuations is
found to scale linearly with # in the small fluctuations regime:
(|iy|)*> ~ n." Here, because of the prefactor ¢ in the boundary
term, the compressibility term must be expanded up to fourth
order in |i,| while expanding the boundary term up to second
order. The presence of quartic terms ((|@,|*) in the Hamilto-
nian makes the evaluation of Z more difficult than in the
incompressible case. One way to tackle this problem is by
using the Hubbard-Stratonovich transformation to linearize
the (A — A,)® term in eqn (13). This method is developed in
Appendix B. Here we choose another method, which consists in
making the change of variables #,,{il,~»} — A{i,>,} in order to
express Z as Gaussian integrals. The fact that the two methods
give the same expression for Z increases our confidence in the
final result. We express #, in terms of the new set of variables by
solving the second order eqn (12). Assuming low compressi-
bility and small fluctuations (|4 — A*|/A™ « 1, |ip>,| « 1), the
only physical root simplifies to:

H = H* + BA,

(15)

N/2

N 14— A 5
I QET—I;WPP (16)

The next term in the expansion, O((A — A4*)/A*)%), has a
negligible contribution to the Hamiltonian in comparison with
BB(A— 4)°
2

the compression term Y
0

. Inserting eqn (16) into
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eqn (11), we finally obtain the expression of /# in terms of
the new set of variables:

#(4, {ipon)) = /L*<1+ *+Nf 7~ 1)) )

B(4 — 4o’

> A, (17)

Hence, the partition function rewrites in terms of the new set of
variables as:
7 — [e*ﬁ»ﬁ( =2} | S|dA@/[ ] (18)

where |3| is the Jacobian associated with the change of
variables, and

(19)

We show in Appendix C that |J|
variables {zlf,a;:‘;p > 2}, we get:

w n ByL*((N/2)* = 1)
z =11 e =
(20)

o\ N=2,—pyL* p+oo B(A-40)? . (A-a*
X (L) e AL J+xeﬁ<2 o L ( 24 ))dA.
0

A 24*

= 1/(24%). Integrating over

Strictly, the integral over A is ranged on all positive real areas.
But the integrand is a Gaussian function centered in the vicinity

of Ay, with a spread of order /A4y/fB < Ay. One can then
expand the range of the integral to the real axis, yielding:

i (_)Mﬁ g

) 55k ) ‘

(1)

2rn Ay —/iyL* <1+ oYL
pB

Finally, the free energy of the droplet F = —kgTInZ has for
expression (up to additive constants):

A()—A* L*kBT T
F =y 1 - 1
() ()

24
A() b 2 kBT A()
_Loy BBy (Ao )
28<r*) 2 "\8npBaA

2 Statistics over perimeter and area

We can now determine the statistical distribution of the
geometrical variables A and L. According to eqn (17) and (18),
the area probability distribution is P(4) oc e ™, with

A— A
L .
()

2
704) =/3<§(A )

(23)
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Hence, the area probability distribution follows a Gaussian law
whose mean value (4) and variance (AA)* are given by f((4)) = 0
and (AA4)” = 1/f'({4)), respectively. The first equation gives

yL* N
A =Ay[1-=) =4
() 0( ZBA*) '

where the last equality has been deduced from eqn (4); the
average area then coincides with the area of the minimal energy
configuration. The second equation gives:

(24)

(AA4)* = %kBT. (25)

Expressing the Hamiltonian (eqn (17)) in terms of the variables
L{i,- .} instead, one finds that the perimeter droplet also follows a

ef(LfL)Z/(ZALZ)‘

Gaussian distribution: P(L) ~ The average

oF
perimeter can be easily expressed using the identity (L) = o
(considering A%, L*, r* as constants). It comes:
L*kBT Ao — A Aoy
Ly="L" L* - : 26
(L) + 2ay + 24 2Br*2 (26)

Using eqn (4), the two last terms cancel each other and we end
up with:
e T T) :
2ay

Similarly, statistical variance of the perimeter is obtained using
(AL)* = —kgTO*F/0y*:

L* (kgT\?> 4
(AL)? = Z(BT) +FfszT.

(27)

<U:UO

(28)

3 Statistics over energy

We now characterize the fluctuations of the energy, which is of
primary physical importance. The probability distribution of

energy follows the Boltzmann statistics:
P(E) oc g(E)e ", (29)

where g(E) is the density of states of energy E. Using eqn (17)
and (4), the energy expresses as:

N/2 _ 2
E=E+yL') (P - 1){ap}2+§%, (30)
p=2

where E* is the energy of the reference configuration. The
density g(E) can then be easily determined by noticing that
the hypersurface of constant energy is an ellipsoid in the space
of the variables A — (4),{#,~,}. It can be transformed into a
hypersphere with radius R = /E — E* in the space of variables
X, (1 <i < N — 2), with: X; =+/B/24¢(A4 — (4)), X =

yL(2k)2 = 1)y, for 1 < k < N2 — 1, and Xy =
V7L*((2k)2 — 1)ii5, for 1 < k < N/2 — 2. The volume occupied
by one state remains uniform through this linear change of
variables. Therefore,

g(B)dE o« QR'dR, (31)

This journal is © The Royal Society of Chemistry 2020

View Article Online

Soft Matter

where d = N — 2 is the space dimension and Q, = 2n%?/I'(d/2) is
the surface of a d-sphere with unit radius; I is the Euler Gamma
function. For N > 1, we then have g(E) ~ (E — E*)"'?, and thus

P(E) = ¢(E — E)N?e P, (32)

where the constant ¢ is determined through normalization.
This distribution is peaked around its more probable configu-
ration. We can then approximate its expression with a normal
distribution using Laplace’s method: P(E) = ce"®) ~ e~ (EVCALY)

where (E) and (AE)*> are determined from #/((E)) = 0 and
(AE)> = —1/1"((E)). It comes:
. LksT
(B)=E"+——, (33)
and
L*(kgT)?
2_Z 877
(AE) = 2 . (34)

4 Statistics over mode amplitudes

The last analytical expressions we derive are for the average and
variance of mode amplitudes #,. According to the Hamiltonian
expression (eqn (17)), fluctuations of ﬁ? and 115 (with p = 2)
follow normal distributions. We deduce immediately:

) ) ks T
(ip) =0, <|“n!2>:m;42_1)’ for2sp<N/2-1,
(35)

) ) k
(i) =0, (iny’) = W/;z_l)

(36)
Finally, the mean amplitude of mode p = 0, which corre-

sponds to a uniform compression of the droplet, is obtained

from eqn (16): as (4) = A" (eqn (24)), and using the mathe-

matical identity > (p? — 1)71= 3/4, it comes:
p=2

(1) = 32 67)
We stress out that (u) = (d,) # 0: the average radius value r,
(also equal to its more likely value) does not coincide with its
zero temperature value r*. The second moment (i,?) is an
infinitesimal term of higher order which cannot be captured
by our approach. Note that the effect of finite compressibility in
eqn (35)-(37) is wholly contained in L*.

5 Numerical simulations

In this section we compare our analytical predictions with
numerical simulations made with the Cellular Potts Model
(CPM). The benefit of this comparison is twofold: first, the
accuracy of our expressions can be tested by varying the
different input parameters. Second, it offers an original method
to calibrate CPM simulations for which surface tension is
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defined up to a prefactor whose value depends on the range of
interactions used in simulations.” This will be particularly
helpful for future extension of this work to multicellular
systems.

5.1 Cellular Potts model

Cellular Potts model is a 2D lattice-based model (usually a
square lattice) which is widely used for simulating cellular
systems in various fields of physics or biology.>***>™'® Each
cell is represented as a subset of lattice sites sharing the
same cell ID (analogical to spins in Potts model). Cellular
domains can adopt any shape on the lattice. The CPM is
then particularly suited to simulate thermal fluctuations of
cellular systems, as it reproduces realistically the fluctuations
of interface locations, even for wavelength at subcellular
scale. Furthermore, its extension to three dimensions is
straightforward.

The boundary energy term in CPM simulations is defined as:

#=32 Y (1

sites  /
k eXc(k)

Ooio1)- (38)

The second sum is carried over all sites [/ that are in the
coupling neighborhood of site k, ./".(k), and oy, o; are the cell
IDs of site k and /, respectively. ¢ is the Kronecker delta symbol:
Om,n = 1 if m = n, and 0 otherwise. The coupling constant J > 0
sets the amplitude of surface tension. As the range of the
coupling neighborhood increases, the estimation of contact
energy is smoother and gradually erases the square lattice
anisotropy. However, we show below that this also generates
a slight dependence of the effective surface tension with
simulation temperature.

Definition of length on lattice-based models such as CPM
must be done cautiously, as it is a common source of confusion
and implementation errors.'® Here we define the length of the
boundary from its energy. We consider that site k belongs to the
boundary as soon as there is a site in its coupling neighborhood
whose label is different from oy. Therefore, a boundary in CPM
has a thickness which is directly related to the size of coupling
neighborhood. Let us introduce z, the number of sites with
ID # oy in the coupling neighborhood of a boundary site £,
averaged over all sites k that belong to that boundary. We then
define the boundary length as L =3 (1 —4,.,) /2 = #b/Jz,

)

i.e. the boundary energy measured for a unit coupling constant,
divided by the boundary thickness z. Accordingly, surface
tension is given by y = zJ (in units of energy per pixel®). Roughly,
z is equal to half of the number of sites in the coupling
neighborhood. Actually, because of the anisotropy of the under-
lying lattice, z - and so y - slightly depend on the contour
shape: their values will be different for a square and a circular
contour. Values of z reported in the literature range from
10.5 to 11.3'9" for 4th order coupling neighborhood, which
has 20 neighboring lattice sites (see Fig. 2). Here we propose to
take advantage of the thermal fluctuations of the contour and

10362 | Soft Matter, 2020, 16, 10358-10367
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(a) (b)

Fig. 2 (a) Order | neighborhood, with 4 lattice sites (in orange), is used as
target neighborhood in our simulations, in which the target value is chosen
from in the updating rule. (b) Order IV neighborhood, with 20 lattice sites
(in orange), is used as coupling neighborhood .4 for computing the
boundary energy (egn (38)).

perform statistical averaging to lessen this dependency on
contour shape, and determine an accurate value for z.

5.2 Results

To ensure accuracy of the results, simulations were per-
formed in duplicate with an home-made software and the
CompuCell3D software (CC3D).>*> The former uses a recently
modified Metropolis algorithm that preserves the integrity
of the cellular domains and satisfies the detailed balance
equation,"® ensuring that the probability distribution of
visited states converges to the Boltzmann distribution.'*"*
Recent versions of the latter incorporate the non-fragmentation
part of our algorithm." However, we also had to modify the
updating rule in the CC3D core in order to fully restore
the detailed balance equation, in agreement with ref. 14.
Without these modifications, we observed a significant
departure from both the home-made software simulations
and analytical predictions. These modifications are detailed
in the Appendix D.

The coupling neighborhood /", used for calculation of the
boundary energy is the order IV neighborhood, with 20 neigh-
bors for each pixel. The target neighborhood, in which the
target value is chosen from in the site updating rule of the
Metropolis-like algorithm, is the order I neighborhood, with 4
neighbors per pixel (see Fig. 2).

We run simulations for different points in the phase space
{I,B,T, Ao}, in a way that the two dimensionless parameters ¢ and
n are varied independently. We ensure that values of variables
are in ranges such that the hypotheses we made in our
theoretical model stay valid in simulations. Namely, we ensured
weak bulk compressibility (¢ < 0.1), small thermal fluctuations
(n < 0.1), and a sufficient number of degrees of freedom for the
membrane (a/r, « 1), where here a and z are taken to be of
order 1 and 10 pixels, respectively. Each simulation was run for
10° Monte-Carlo steps, and statistics are performed over 2 x
10~* measures. The number of uncorrelated samples is
obtained using the pymbar.timeseries module,?® so that uncer-
tainties of the measured quantities are based on fully indepen-
dent samples.

We want to use the comparison with theory to determine the
values of the two unknown parameters z and a. We then
introduce the uncalibrated/raw length L' = #/], the calibrated

This journal is © The Royal Society of Chemistry 2020
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length being L = L'/z, and we rewrite eqn (24), (25), (27), (28),
(33) and (34) in terms of the dimensionless variables &' = J/Br,
and n’ = kgT/Jro, rather than ¢ = z¢/, n = 5'/z. Using expansion
eqn (7) for r*, we obtain:

% S (39)
()-presd

where Ly = 24/nAj. It can be noticed that the distribution of
area, perimeter and energy are all affected by the finite com-
pressibility of the droplet.

Fig. 3 shows the typical histograms of 4, L' and E obtained
for one simulation run. In agreement with our theoretical
treatment, they all follow Gaussian distributions. We then
report the variation of different quantities as function of the
dimensionless variables ¢ and #5’, and use expressions
eqn (39)-(44) as fitting functions, where a and z are the two
adjusting parameters. Fit values of z and a are summarized in
Fig. 4.

Fig. 5 shows the variation of (4)/4, and (AA/A,)* with ¢’ and
n'. In agreement with eqn (39), we observe in Fig. 5a clear linear
dependence of (4)/A, on ¢ whose slope provides a first estima-
tion for z. However, we observe a slight dependence of the slope
on 5/, which is not predicted by eqn (39). This suggests that the
CPM calibration parameter z slightly decreases as 5’ increases.
This weak dependence can also be observed in Fig. 5b: a linear
fit of the data for a given &’ value yields a small positive slope,
indicating that z - and hence, the surface tension in CPM
simulations - is a slightly decreasing function of #'. We discuss
in Section 6 of the origin of this thermal softening of surface

0.020

0.010

0.010

000

0.000 0.005 0.010 0.015

0.000

4920 4960 5000 5040 © 2900 3000 3100 S2900 3000 3100
A L E

(a) (b) (©

Fig. 3 Histograms of perimeter L, area A and energy E. Orange curve are
Gaussian functions whose mean and variance are calculated from the
corresponding histogram.
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Fig. 4 Fit values for z and a obtained using expressions (39)-(44) with
numerical data. Values reported with open symbols were obtained by
setting the value of either z or a and using only the other one as a fitting
parameter.

tension. Expression of the area variance (eqn (40)) does not
depend on z and a, and the comparison with numerics in
Fig. 5c and d is done with no adjusting parameter. Never-
theless, the agreement is very good.

Fig. 6 shows the variation of (L')/L, and (AL/L,)* with ¢’ and
n'. Fits are in excellent agreement with eqn (41) and (42), giving
credence to our theoretical treatment. For the variation of
(LY/Ly with y', z derived from the fits are in the expected range.
Values are slightly above those deduced from the mean area,
because the decrease of the proportionality coefficient between
y and J at short wavelength has different impact on the coarse-
grained curvature and perimeter of the droplet. Fits in Fig. 6a,
¢, and d do not allow to determine precisely both z and a, as a
whole range of pairs of parameter values gives similar data fit.
For these curves, the value of z was set to the one obtained from
fitting the variation of (L)/L, with »’, and a was left as the only
adjusting parameter. Values obtained for a from are in a narrow
range (@ ~ 1.1), and in agreement with our expectation: a
step of a = 1 pixel corresponds to a boundary aligned with
one of the square lattice axes. The fact that values are
slightly above 1 can be attributed to the finite curvature 1/r*
of the droplet, and to the contribution of other boundary
orientations in the averaging. Values of a obtained from the
variation of (AL/L,)* with &’ show a slight dependence with ',
and are more spread out than other values. This dependence
can be explained from the variation of z with #' revealed earlier,
which has been ignored in the fits, as they were performed with
the same value for z.
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are fits using eqn (39) with adjusting parameter z. (b) Variation of (A)/Aq
with dimensionless parameter 5. Solid curves are averages. Dashed curves
are linear fits. (c and d) Variation of (AA/Ao)? with dimensionless parameters
¢ and n'. Solid curves correspond to egn (40) with no adjusting
parameters.

We now test our predictions on statistical distribution of
energy (eqn (43) and (44)). Variations of (E)/JL, and (AE/JL,)*
are shown in Fig. 7. Again, we have perfect agreement between
the numerical data and the fits from the analytical expressions.
The values for z and a obtained from these fits are almost
identical to the ones obtained from the statistical distribution
of perimeter. The energy is a function of perimeter and surface
area, and since the boundary energy is much larger than the
bulk compressive energy, it comes as no surprise that we
observe similar trends for the energy and the perimeter.

Finally, we test our predictions on the amplitudes of modes
(eqn (35) and (37)). From the positions r.(0) of lattice sites
localized at the droplet boundary for a given configuration, we
deduce u(0) = r(0)/r* — 1, where r* =/(4)/n, and then
evaluate 7, from eqn (10). Fig. 8 shows the variation of (|%,|)
with p. Again, data are well predicted by the theoretical expres-
sion eqn (35), and yields for the unique fit parameter z = 10.88,
consistent with values obtained from other expressions
(see Fig. 4). We also reported on the graph —4(i,)/9 calculated
with this value of z. In agreement with eqn (37), its value is very
close to (|i,]|)>.

6 Discussion

The remarkable agreement between the numerical data and the
fits from the analytical expressions validates our theoretical
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treatment. Note that as our analytical expressions are based on
expansions in the dimensionless parameters ¢ and #, we expect
the relative error with exact theory to be O)(&,n). Values of z and a
excerpt from the different fits are consistent with each other.
However, we noticed a small decay of z - and hence the CPM
surface tension — with the amplitude of thermal fluctuations.
We suspect that this thermal softening of surface tension is
caused by the short wavelength fluctuating modes: for modes
whose wavelength is shorter than the range of interactions
between lattice sites (set by the size of coupling neighborhood),
the number of unlike lattice sites in the coupling neighborhood
of a given site at the boundary is smaller than the one expected
for a flat interface. To test this hypothesis, we calculated z
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Fig. 9 Value of z calculated explicitly for static configurations of a
droplet drawn on a square lattice, with modulated radius r.(0) =
r“(1 + 0.025 cos(2nr0/2)) as a function of wavelength A.
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explicitly for static configurations of a droplet with modulated
radius r.(0) = (1 + 0.025 cos(2nr*0/%)) and discretized on a
square lattice, with r* = 30 pixels, for varying wavelength A.
Results are shown in Fig. 9: for modes with 4 2 10 pixels, z does
not really depart from a constant value ~11.3. For modes with
shorter wavelengths, z decreases monotonically down to 10.5. It
can be noticed that this range of z values coincides with the
range of values reported in literature. This thermal softening
effect could then rationalize the scattered values of z found in
literature. Moreover, as the thermal softening of the CPM
surface tension is caused by the fluctuating modes with wave-
length comparable or shorter than the range of lattice site
interactions, we expect this effect to be more pronounced when
the coupling neighborhood is increased. Hence, the choice for
its size should be the result of a trade-off between reducing
anisotropy and limiting this unexpected temperature depen-
dence. Presumably this dependence is enhanced in our version
of the algorithm that satisfies detailed balance (see Appendix D):
consider a rugosity of one single site, on an otherwise flat
interface. This site is surrounded by three sites in its target
neighborhood having dissimilar labels, and a single one that
shares the same label. In the original algorithm, the unlike label
is three times more likely to be chosen as the target label than
the similar one, whereas they have equal probabilities in the
modified version. The rugosity is therefore more likely to be
smoothed out in the unmodified version. As rugosities with
short wavelengths are the leading cause of thermal softening,
this effect is less pronounced when interfaces are flattened.

7 Conclusion and perspectives

To summarize, we theoretically investigated in this paper the
thermal fluctuations of a compressible, two-dimensional dro-
plet in the low compressibility (¢ « 1) and small fluctuations
(7 < 1) regime. This study is relevant for submicronic-sized
drops or bubbles, or as a first step towards the more complex
case of vesicles or epithelial cells. We hope our results will
stimulate experimental work, as our analysis offers a non-
invasing tool to probe the mechanical properties (B and y) of
a compressible droplet from the simple measurement of its
perimeter and area fluctuations. The different analytical expres-
sions that we derived have been successfully compared with
cellular Potts model simulations. Moreover, the comparison
between theory and simulations offers a robust calibration
method for the cellular Potts model, for which lengths and
surface tension are defined up to a multiplicative prefactor. The
accuracy of our analytical treatment and numerical simulations
reveals a slight dependence of this prefactor with the simula-
tion temperature, previously unseen.

In future extensions to this work, we will consider the case
of compressible vesicles by including bending and stretching
terms to the boundary energy. We will also extend our analysis
to multicellular systems, for which contour fluctuations of
every cellular unit are related in a sophisticated way, that
involves in particular the topology of the cellular pattern.
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Appendix
A Derivation of the coarse-grained Hamiltonian #

We justify the expression eqn (1) for the Hamiltonian of a two-
dimensional droplet surrounded by a fluid with uniform pres-
sure Py and temperature 7, and list the underlying assumptions
on which it is based. At the microscopic level, a configuration of
the droplet is given by the position r, and momentum p,, of
every particle o that belongs to the droplet. The coarse-grained
Hamiltonian #[r.(0)] is defined by gathering all configurations
corresponding to a given shape of the droplet, specified by its
contour r.(0):

e A Ie(0)] — Z e B ml{rapa}] (45)

{ru.py}

—re(0)
Here Hp,[{r,,p,}] is the fined-grained Hamiltonian, composed
of the kinetic and potential energy of all the molecules. As the
interaction range of molecules is much smaller than the
droplet size, the contributions to the coarse-grained Hamilto-
nian can be divided in two parts: a bulk contribution /., and a
boundary contribution #}. When the thermalization of
the inner fluid is much faster than the typical boundary
displacements, we can identify . with the Gibbs free energy
of the compressible fluid. # . then does not depend on the
specific shape of the droplet, but on its area A only. The
pressure difference between the inner and outer fluids is given
by P — Py = —#'(A)/h, where h is the transverse height of the
droplet. Expanding #.(4) around the nominal value A,, which
corresponds to the area value for which P = P, we get:
B(A — 4y)*

H(A) = H(Ay) + 4 (46)

0
where B = Ag#" (Ao) is the 2D bulk modulus of the inner
fluid measured at pressure equal to the surrounding pressure
(P = Py). Note that the compressive energy is minimal when the
inner pressure and area match their outer counterparts. The
additive constant # .(4,) has been dropped in eqn (2).

The simplest expression for the boundary term reads '}, =
y&; #p does not depend on the specific shape of the droplet
either, but only on its perimeter #. Note that this expression
implies that surface tension y is uniform; if the droplet bound-
ary contains surfactant molecules, it is then assumed that

fluctuations of their surface concentration can be neglected.
B Derivation of Z using Hubbard-Stratonovich
transformation

Z can be derived more straightforwardly using Hubbard-
Stratonovich transformation:

e—uxz/z _ LJ.OO esz/z"*""‘kdk, (47)

2na)
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Using this expression with x = A — A, and a = B/A,, eqn (13)
rewrites

i(A—Ag)k

dke z/fB"

—00

Ao ‘ e Pt (48)

2nfB

Replacing L and A by their expressions (11) and (12), where @,
can be neglected in the latter, we obtain:

) L ) +oo _ﬂ,z_i(A*_A )k
\/; s JD [u[)} Jloodke Z/fBI‘ 0 (49)
—S )iy
. ;“ﬂ | 1| e—al(k)'h’ (50)

with o,,(k) = ByL*p” + i2kA*. We can safely switch the integration
over k with the integration over a??, ﬁ; for p > 2. But because
Re(ay(k)) > 0, it cannot be switched with the integral over .
This peculiarity is specific to the case studied here: it does not
arise when adding bending term in the energy,® or for an
initially flat geometry, or even when using fixed boundary
conditions rather than periodic ones. To compute Z, we first
calculate Z(/), which is defined identically to Z, except for the
integration over #@, which is restricted to the domain [—/,+0].
Z will then be deduced from Z(/) using Z = flij?c Z(0). Integrals

over k and i, can then be switched, and integration over the
latter yields:

g r+00
Z(0) = ,/2:;; r e’ﬁ?'L*JD[ﬁpZﬂJ_ g(k)dk, (51)
where
S (A~ Za,, )i | o (
gy =¢ " ‘;l (k). (52)

The function g(z) has only one simple pole in the complex
plane, at z, = iffyL*/(24™). Using residue theorem in conjunction
with Jordan’s lemma, one has:

+00
J g(k)dk = i2m Res(g, zo)
-0
Zi( A — o)z »(20) |itp
A 2\2 Ag—A* 2 i l?
| () A S e (1) g
= 55 |

Inserting this expression into eqn (51) and integrating over the
i, , one finally obtains the following expression for Z:

MY 4y

z = (7) BB
N2 n ByL*((N/2)? = 1)

- H {ﬁw@z = 1>} T ’

which is identical to the expression eqn (21).

/ﬁ'L*Zil*esz (*)Z*AO

A ﬁyL

(54)
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C Jacobian

According to eqn (16), components of the Jacobian matrix Jj
associated with the change of variables #,{il,~,} — A{il,~,} are:

iy 1
94~ 24% (55)
ity O .
= —2i", 2= o,
oay Yo aa T T
o o’ ot o =€)
p_ "0 5, P _ 7P
"R 9sS — Onh =S ~R
8up, Oup, 8up“‘, aup,

Thus, J;; is triangular with one diagonal element equal to
1/24%, and the others equals to 1. Therefore, |J| = 1/24™.

D Modification to the update rule in the CC3D software

In the cellular Potts model, the system evolves by successive
changes to the labels of the lattice sites. At each step, a random
site is selected, a new target label is randomly selected amongst this
site’s neighboring labels, and the update is accepted or discarded
following the Metropolis rule. In the standard CC3D code, the
target label is chosen amongst the four first neighbors (Fig. 2) with
equal weights. This criterion doesn’t satisfy the detailed balance
equation,"* and was thus modified according to the following
procedure, which ensures proper canonical sampling.

The list of unique labels amongst the neighbors is first
recorded. If multiple neighboring sites have the same label, this
label only appears once in the list. The target label is then
randomly selected in that list, with an even probability. This
setup ends up being different than the one in the standard
CC3D code, as if a label appears multiple times amongst the
neighboring sites, it will not be more likely to be chosen than if
it only appears once.
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