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Hydrogen bonding and charge transport in the protic polymerized ionic liquid poly[tris(2-(2-methoxy-ethoxy)ethyl)ammoniumacryloxypropyl sulfonate] (PAAPS) are studied by combining Fourier transform infrared (FTIR) and broadband dielectric spectroscopy (BDS) in a wide temperature range from 170 to 300 K. While the former enables to determine precisely the formation of hydrogen bonds and other moiety-specific quantized vibrational states, the latter allows for recording the complex conductivity in a spectral range from $10^{-2}$ to $10^{16}$ Hz. A pronounced thermal hysteresis is observed for the H-bond network formation in distinct contrast to the reversibility of the effective conductivity measured by BDS. On the basis of this finding and the fact that the conductivity changes with temperature by orders of magnitude, whereas the integrated absorbance of the N–H stretching vibration (being proportional to the number density of protons in the hydrogen bond network) changes only by a factor of 4, it is concluded that charge transport takes place predominantly due to hopping conduction assisted by glassy dynamics (dynamic glass transition assisted hopping) and is not significantly affected by the establishment of H-bonds.

1 Introduction

Polymerized ionic liquids (polyILs) form a unique class of electrolyte materials, which combines the favorable properties of neat ionic liquids (ILs), such as ion conductivity,1 wide electrochemical and thermal stability,2,3 or non-flammability,4 with the macromolecular benefits of polymers like mechanical stability.5,6 Based on the polyILs’ properties they can be used in multifold applications, such as solvents,7,8 in electro- and biochemistry,9,10 engineering,11 or aeronautics.12 Among the wide field of ILs, protic ionic liquids (proILs) represent a subset produced through combining a Bronsted acid with a Bronsted base.13 Because of the proton transfer from the acid to the base, proton donor and acceptor sites are present, which are well suited to form hydrogen bonds (H-bonds). One consequence of this is that the amount of hydrogen bonds within the sample can significantly affect the polyIL’s macroscopic properties.14–17 It can be demonstrated that water added to a protic polyIL acts as plasticizer and reduces the (calorimetric) glass transition temperature ($T_g$) as well as it increases the DC-conductivity at absolute temperatures.18,19

Another strategy to modify the polyILs’ conductivity behavior is to place a spacer unit at the IL-like side group attached to the polymer backbone or between the backbone and the IL-like group.20–24 This architecture reduces $T_g$ with increasing spacer length with the result of an increased DC-conductivity at absolute temperatures for the most cases, but a lowered DC-conductivity at $T_g$-normalized temperatures ($TT_g$) for all cases. The same holds true for increasing the size of the counterion.25

For the most (but not all) cases the mechanism of charge transport in non-crystalline polyILs (as well as low molecular weight ILs) can be comprehended as class transition assisted hopping.25–27 In this model hopping of charges is governed by molecular fluctuations, and consequently the conductivity of the materials is predominantly determined by the dynamics of the glassy system.28 This is in particular evidenced by the proportionality between the hopping rate of the charge carriers and relaxation rate of thermally activated fluctuations obeying glassy dynamics. Moreover, this relation can typically be observed...
over 6 to 8 orders of magnitude and holds true for both low molecular weight ILS\textsuperscript{29,30} as well as polymeric systems.\textsuperscript{37,31,32}

Recently, Gainaru et al. and Stacy et al. published a model for a direct estimate of ion diffusion on the basis of the conductivity relaxation process and further a qualitative model describing ionic transport as a competition between electrostatic and elastic forces, respectively. In addition to the correlation with the ion size, which determines the particular regime (electrostatic or elastic), the authors suggested an increase of the dielectric permittivity in order to reduce $T_g$ and the energy barrier for small ion conductivity.\textsuperscript{33,34}

In the current manuscript we study the sample material poly[[tris(2-(2-methoxyethoxy)ethyl)ammonium acryloxypropyl sulfonate] (PAAPS), which exhibits one of the highest values of the small ion conductivity.\textsuperscript{33,34}\textsuperscript{33,34}The synthesis of the sample material poly[[tris(2-(2-methoxyethoxy)ethyl)ammonium acryloxypropyl sulfonate] (PAAPS) has been published by Prescher et al.\textsuperscript{35} and Frenzel et al.,\textsuperscript{31} respectively. The molecular weight of the examined sample was $M_n = 99\,500\,\text{g}\,\text{mol}^{-1}$.

2.2 Temperature- and frequency-dependent broadband dielectric spectroscopy

For broadband dielectric spectroscopy (BDS) two devices have been used; in the frequency range of $f = 10^{-2}$-10\textsuperscript{7} s\textsuperscript{-1} a high-resolution 3-analyzer (Novocontrol Technologies GmbH & Co. KG, Germany) and in a range of $f = 10^{-2}$-10\textsuperscript{9} s\textsuperscript{-1} a 4291A impedance/material analyzer and a high impedance test head (Hewlett Packard, USA). Both spectrometers are equipped with a Quatro temperature controller (temperature accuracy $\leq 1$ K, (Novocontrol Technologies GmbH & Co. KG, Germany)). In the case no error bars are provided, the measurement uncertainty is smaller than the symbol size.

Sample cells dedicated to be measured in the first device consisted of a polished brass electrode (40 mm diameter), glass fibers (50 $\mu$m diameter) acting as spacers, and a second polished brass electrode (10 mm diameter). In order to remove as much water as possible, a droplet of PAAPS has been placed on the bigger, lower electrode with glass fibers on top and stored at 423 K in high vacuum ($10^{-6}$ mbar) for at least 12 hours. The smaller, upper electrode has not been placed on top of the sample yet, but experienced the same temperature and atmospheric treatment as the rest of the sample. After the temperature and vacuum treatment, the vacuum chamber was flushed with Argon and the hot upper electrode was put on top of the hot sample, forming the capacitor for the BDS measurements.

Dielectric spectra have been recorded from 300 K down to 170 K and back in steps of 5 K with an effective cooling/heating rate of $5 \times 10^{-5}\,\text{K}\,\text{s}^{-1}$.

Samples for the high frequency spectrometer were composed of two gold coated brass electrodes (5 mm diameter), two thin Teflon stripes (520 $\mu$m thickness) acting as spacers, and a Teflon ring slightly wider than the electrodes in order to hold this arrangement in place. Spectra have been recorded under dry nitrogen atmosphere in the temperature range from 310 K to 170 K and back in steps of 5 K with a cooling/heating rate of 0.012 K s\textsuperscript{-1}.

2.3 Temperature-dependent infrared spectroscopy

Infrared (IR) spectra have been recorded by means of a Bio-Rad FTS 6000 FTIR spectrometer equipped with a UMA 500 IR microscope and a liquid nitrogen-cooled mercury–cadmium–telluride (MCT) detector (Kolmar Technologies, Inc., USA). The sample temperature has been controlled using a THMS 350V stage (Linkam Scientific Instruments, UK) flushed with dry nitrogen. IR spectra have been recorded from 300 K down to 170 K and back in steps of 5 K with an effective cooling/heating rate of 0.012 K s\textsuperscript{-1}.

Samples for IR spectroscopy have been prepared by dissolving the sample material in deionized water (18.2 M\textsuperscript{2} cm\textsuperscript{-1}, Milli-Q, Merck, Germany) and drop-casting the solution on an IR-transparent substrate (BaF\textsubscript{2}, Korth Kristalle GmbH, Germany). This method facilitates the adjustment of the sample thickness by subsequent dropping and drying until the desired absorption is reached. Afterward the sample films have been stored at 423 K in vacuum ($10^{-6}$ mbar) for at least 12 hours, in order to remove the water used for preparation and absorbed from ambient air.
The sample has been transported in dry argon atmosphere and measured in dry nitrogen atmosphere.

3 Results

3.1 Broadband dielectric spectroscopy

A basic study on the sample’s dielectric and conductive properties has been published previously.31 Therein, dielectric relaxation processes and conductivity has been studied in the frequency range from $10^{-2}$ to $10^{17}$ s$^{-1}$. The primary $\alpha$ relaxation has been ascribed to fluctuations of transient dipole moments, whereas the secondary $\beta$ relaxation to fluctuations of the carbonyl group. Furthermore, PAAPS emerged as a polyIL exhibiting one of the highest values of DC-conductivity at 300 K so far published for anhydrous (water-free) polyILs.31,37 In order to investigate the mechanism of charge transport in detail, we expand the frequency range for BDS measurements up to $10^{9}$ s$^{-1}$ (Fig. 1). The detriment of the high DC-conductivity interfering with the primary relaxation process in dielectric loss spectra $\varepsilon'(\omega)$ is circumvented by fitting a superposition of a conductivity contribution and a relaxation process in the real part of the complex conductivity $\sigma'(\omega)$ (Fig. 1c).38 In detail we make use of

$$\sigma'(\omega) = i\omega \varepsilon_0 \varepsilon^*,$$  

where $\sigma^*$, $\omega$, $i$, $\varepsilon_0$ and $\varepsilon^*$ denote the complex conductivity with $\sigma^* = \sigma' + i\sigma''$, the angular frequency, the imaginary unit, the vacuum permittivity, and the complex dielectric function with
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\( \epsilon^* = \epsilon' - i\epsilon'' \), respectively. The complex conductivity can be expressed as

\[
\sigma^*(\omega) = \sigma_0 \left[ \frac{i\omega \tau_e}{\ln(1 + i\omega \tau_e)} \right]
\]

with \( \tau_e = 1/\omega_c \) representing the charge carrier hopping rate,\(^{38}\) while relaxation processes are usually described by a single or a sum of Cole–Cole (CC) or Havriliak–Negami (HN) functions given through\(^{25}\)

\[
\epsilon_{\text{CC}}^*(\omega) = \epsilon_\infty + \frac{\Delta \epsilon}{1 + (i\omega \tau_{\text{CC}})^\alpha}
\]

\[
\epsilon_{\text{HN}}^*(\omega) = \epsilon_\infty + \frac{\Delta \epsilon}{1 + (i\omega \tau_{\text{HN}})^\beta}
\]

When fitting in the \( \sigma' \)-representation, on the one hand, the value of \( \sigma_0 \) can be directly obtained from the measured plateau level and, on the other hand, the increase of the AC-conductivity at higher frequencies is properly described through the random free-energy barrier model.\(^{38,39}\) Consequently, the relaxation process in the measured curves (as sum of conductivity and relaxation) is accounted for by a CC function instead of the more general HN function,\(^{40}\) because a CC function is symmetric and only one side of the relaxation process can be seen in the spectra.

The thus obtained mean relaxation times of this process confirm the extrapolation of values determined previously for the \( \alpha \)-relaxation at lower temperatures (Fig. 2a).\(^{31}\) Making use of the relaxation time for the \( \alpha \)-relaxation \( \tau_{\alpha-\text{CC}} \) as well as the values of the DC-conductivity \( \sigma_0 \) and critical frequency of the charge transport \( \omega_c \), the relaxation times for the secondary process (as HN function) are determined on the basis of a combination of dielectric loss spectra in the \( \epsilon'' \)-representation in the frequency ranges of \( 10^{-2} \) to \( 10^7 \) \( \text{s}^{-1} \) and \( 10^7 \) to \( 10^9 \) \( \text{s}^{-1} \) (Fig. 1d). The relaxation times for the secondary \( \beta \)-relaxation also agree with the values determined at lower temperatures (Fig. 2a).\(^{31}\) When we approximate the thermal activation of the \( \alpha \) - and \( \beta \)-relaxation times with a Vogel–Fulcher–Tamman (VFT) and an Arrhenius functions,\(^{40}\) the rates of both processes are separated by less than 1 decade for \( T_0/T \leq 0.74 \) and do intersect at \( T_0/T = 0.72 \).

In the conductivity spectra (Fig. 1c), it is evident that the plateau of the DC-conductivity at a particular temperature is higher in the case of the cooling run as compared to the
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**Fig. 2** (a) Relaxation time of the primary \( \tau_a \) and secondary relaxation processes \( \tau_b \) in PAAPS (red and green symbols: spectra measured using the described combination of normal and high frequency dielectric spectroscopy; \( \tau_{\alpha-\text{CC}} \) primary relaxation derived in the \( \epsilon'' \)-representation using a Cole–Cole (CC) function; \( \tau_{\beta-\text{ACC}} \) secondary relaxation derived in the \( \epsilon'' \)-representation using a Havriliak–Negami (HN) function; black and grey symbols: spectra measured by means of BDS and alternating current chip calorimetry (ACC), data taken from Frenzel et al., ref. 31: \( \tau_{\alpha-\text{ACC}} \) primary relaxation derived by means of ACC; \( \tau_{\beta-\text{BDS}} \) secondary relaxation derived by using a HN function in the normal frequency BDS range \( 10^2 \) to \( 10^7 \) \( \text{s}^{-1} \); solid red line: VFT fit; solid green line and dashed red line: Arrhenius fits). (b) Real part \( \sigma' \) of the complex conductivity function depending on the inverse temperature scaled with the glass transition temperature \( T_g = 216 \) K. The inset depicts the difference between the cooling and heating run; at the same temperature \( \sigma_0 \) is up to 20% smaller during the heating run than during previous cooling. (c) Frequency position \( \nu \) and (d) integrated absorbance \( A_\text{int} \) of the symmetric \( \text{SO}_3^\text{−} \) stretching vibration \( \nu(\text{SO}_3^\text{−}) \). The blue and red symbols denote data recorded during the cooling run from 300 K to 170 K and the reversed heating, respectively. The logarithm in panels a and b is to base 10.
subsequent heating. Similarly, in the temperature-dependent representations of the conductivity spectra for particular frequencies (Fig. 2b), the decrease of the conductivity (because of cooling) takes place at lower temperatures (higher values of $T_g/T$) than the respective increase of conductivity during the subsequent heating run; we observe a hysteresis for the DC-conductivity. The maximum difference between the conductivity during the heating and previous cooling run is

$$\Delta \log_{10}(\sigma') = \log_{10}(\sigma')_{\text{heating}} - \log_{10}(\sigma')_{\text{cooling}}$$

at $T_g/T = 0.94$ ($T = 230$ K), which resembles a reduction of $\sigma_0$ by 20% during the cooling run as compared to that at the identical temperature during the cooling run. In order to ensure that we determine the hysteresis of the DC-conductivity we restrict the frequency range to $\log_{10}(f [s^{-1}]) = 1$ to 5; for lower frequencies a more pronounced hysteresis can be observed (Fig. S2 in the ESI†).

3.2 Infrared spectroscopy

Within the IR spectra of PAAPS we identify absorption peaks and bands specific for charged and uncharged moieties within the polymer side chain as well as the cation (Table 1). Among them, the quaternary ammonium group is the only hydrogen bond donor; in contrast, the ether group in the cation as well as the carboxyl and sulfonate groups in the polymer side chains are hydrogen bond acceptors (determined by means of the Hydrogen Bond Donor/Acceptor Plugin in Mavin by ChemAxon, for further information see ESI† Fig. S1). For the sake of conciseness, we will focus on the ammonium and sulfonate groups as main H-bond partners, as discussed below. For the other moieties the interested reader is referred to the ESI†.

3.2.1 SO₃ symmetric stretching vibration. The sulfite group (SO₃) at the outermost position of the polymer side chain gives rise to a prominent peak at $\tilde{\nu} = 1033$ cm⁻¹ (at 300 K), which represents the absorption arising from the symmetric stretching vibration of the SO₃ group ($\nu_{\text{as}}(\text{SO}_3)$), (Fig. 1, Fig. S6, ESI† and Table 1). With decreasing temperature this peak is reversibly shifted to higher frequencies (Fig. 2c). In addition, the shift exhibits a pronounced hysteresis which sets in between $T_g/T = 1.10–1.05$ ($T = 196–206$ K); a temperature which matches well with the glass transition temperature of the repeat unit (RU, comprising one monomer and one cation) ($T_{RU} = 199$ K, $T_g/T_{RU} = 1.09$). The glass transition temperature of the polymer, instead, is higher than that of the repeat unit ($T_{RU} = 216–225$ K, $T_g/T_{RU} = 1.00–0.96$) and lies between the commencement of the hysteresis and the temperature of its maximum value. Please note, the calorimetric glass transition temperature of $T_g = 216$ K determined by means of differential scanning calorimetry (DSC) has been used throughout this work to scale the diagrams. Other methods as BDS or AC-chip calorimetry lead to slightly different values of $T_g$, which explains the range of values for $T_g/T_{RU}$ provided above.

From the chemical structure it is evident that the sulfonate part is negatively charged with oxygen as a standard hydrogen bond acceptor (Fig. S1, ESI†). Consequently, we expect that the sulfonate group is an H-bond acceptor. In general, when a stretching vibration undergoes hydrogen bonding, the respective peak frequency is reduced (red shift) due to weakening of covalent bonds, whereas the band intensity is enhanced. However, in the particular case of $\nu_{\text{as}}(\text{SO}_3)$ the band intensity increases during hydrogen bonding while the frequency exhibits a blue shift (instead of a red shift). This indicates binding of one N–H group to one oxygen atom of the sulfonate group as described by Huang et al. (monodentate ion pairs as well as bi- and tridentate bridges are causing a blue shift, while bi- and tridentate ion pairs are causing a red shift). A blue shift arising from hydrogen bonding is also found for $\nu_{\text{as}}(\text{SO}_3)$ in ethyl sulfate. Additionally, this 1:1 donor: acceptor ratio can also be found in the case of the proIL ethylenammonium hydrogen sulfate exhibiting a similar chemical structure of donor and acceptor.

Furthermore, the temperature of the maximum hysteresis of the IR blue shift coincides with the maximum of $\Delta \log(\sigma')$ (eqn (5), inset in Fig. 2b). Thus, the onset of the hysteresis at $T_{RU}$ indicates that already at this temperature the polymer side chains are mobile enough for structural reorganization. In addition, the maximum of the hysteresis and its concordance with the most reduced conductivity at a particular temperature indicate that in PAAPS, hydrogen bonding hinders charge transport.

We want to emphasize that this pronounced hysteresis is observed despite of the very small effective cooling/heating rate of 0.012 K s⁻¹ throughout the whole measurement. At this rate it takes 100 s to change the temperature by about 1 K, which is accepted as the rate of structural relaxations at the dynamic glass transition temperature. This means that at any temperature above $T_g$ the system can easily equilibrate and effects of thermal or dynamic inertia are excluded.

3.2.2 N–H stretching vibration. At higher wavenumbers the prominent band of the N–H stretching vibration arises with decreasing temperature ($\tilde{\nu} = 3600–3250$ cm⁻¹, Fig. 1, Fig. S7, ESI† and Table 1), which is a combination of peaks indicative of hydrogen bonding. In order to unravel the temperature dependence of the hydrogen bonding of the of N–H moiety, 4 Gaussian (plus 1 for the adjacent band at the low wavenumber side) are fitted to this band and their integrated absorbance ($A_{int}$) measured by the area under the curve (AuC) is recorded (Fig. 3 and Fig. S7, S8, ESI†). When the temperature is decreased to 170 K, the cumulative AuC (sum of the AuCs of the particular peaks)
increases up to the 8.6-fold of the initial value at 300 K, which quantifies the increase of the number density of hydrogen bonds. (The cumulative AuC is chosen, because this is the most reliable measure. Due to the minor structure of this band, individual peak positions may vary and hence the individual AuCs are affected.) During the subsequent heating, the number density increases even further to the 10.3-fold at \( T_g/T = 0.90 \) (240 K). Only then, further heating leads to a reduction of the hydrogen bond density and eventually the initial value at 300 K is recovered. In order to exclude that the variation in the occupation of states causes the altered band intensity, we estimate the populations via a Boltzmann distribution. We find that for all peaks the ratio of the population in the first excited state to the population of the ground state is \( r = 3/2 \) at 300 K, and \( r = 3/10 \) at 170 K. Thus, already at 300 K the first (and any higher excited state) is effectively unoccupied and the absorption is not affected by the variation in the population numbers.

In the trajectory of the AuC two kinds of traces can be identified in the set of absorption peaks assigned to the N–H stretching vibration. On the one hand, there are peaks undergoing a two-step hysteresis during heating (Fig. 3b and Fig. S8b, d, ESI†). In the case of these peaks, the hysteresis sets in immediately after the lowest temperature of 170 K has been passed and the sample is heated (Fig. 3b). This clearly indicates remaining molecular mobility, even though the system is at 46 K below the macroscopic glass transition temperature \( T_g \).31,35 On the other hand, there are peaks undergoing a one-step hysteresis during heating (Fig. 3d and Fig. S8f, h, ESI†), similar to the frequency position of \( \nu(SO_3) \) (Fig. 2c). For these peaks, the hysteresis does not start right with the beginning of the heating run at 170 K but still before \( T_g \) is reached, namely at \( T_R \) as in the case of \( \nu(SO_3) \).

3.2.3 Correlation between vibrational modes. In order to clarify the interaction of molecular moieties, we prepare a correlation-plot with the apparent temperature as parameter (Fig. 4). Therefore, we use the fact that the frequency shift and the integrated absorbance depend linearly and to the power of \( 1/2 \) on the H-bond enthalpy, respectively.58,59 On the one hand, Logansen discussed in detail that the AuC can be determined more precisely than the position of the \( \nu(N–H) \) peak,58 even for a well-separated peak. Because for PAAPS the \( \nu(N–H) \) band appears complexly structured, the cumulative AuC is the most reliable measure. On the other hand, Zhang et al. analyzed the frequency shift and the molar absorbance of \( \nu(SO_3) \).56 The authors stated, that a reduction of the number of hydrogen bonds leads to monotonous decrease of the peak frequency while the molar absorbance, instead, showed a maximum. Thus, we concentrate on the frequency position of \( \nu(SO_3) \), which can precisely be determined due to the narrow and solitary peak. In the respective plot \( \nu(SO_3) \) vs. \( A_{int}(N–H)^{1/2} \), the individual data points represent different temperatures during the cooling and heating run and form a fairly straight line. The strong correlation suggests that the H-bonds are mainly formed between the \( SO_3 \) moiety of the polymer side chain and the N–H group of the cation. Even the hysteresis during the heating run evident as point cloud at \( A_{int}^{1/2} \approx 18 \text{ cm}^{-1/2} \)

![Fig. 3](image-url)  (a) and (c) Temperature dependence of the frequency position and (b) and (d) integrated absorbance of the N–H stretching vibration \( \nu(N–H) \). The blue symbols denote data points recorded during the cooling run, the red symbols during the subsequent heating run. The arrows indicate the direction of the initial cooling. The analysis of the remaining N–H stretching peaks can be found in the ESI†.
coincides with the approximately linear correlation. Other significant interactions with the N–H group, for example with the C–O–C moiety, can be excluded on the basis of the according correlation plots (see ESI†).

4 Discussion

4.1 Proton Transfer

One measure to discern between ILs and a mixture of ionic and neutral species is the difference between the aqueous $pK_a$ values of the base and the acid,

$$\Delta pK_a = pK_a(\text{base}) - pK_a(\text{acid})$$

The bigger $\Delta pK_a$, the more favored is the proton transfer.\(^{13,60}\) When $\Delta pK_a$ is rather small, a non-complete proton transfer is indicated and neutral, non conducting moieties are present. Belieres and Angell proposed $\Delta pK_a \geq 10$ for highly ionized proILs,\(^{61}\) whereas MacFarlane et al. derived that $\Delta pK_a \approx 4$ is sufficient for complete proton transfer.\(^{62}\) Recently, Wojnarowska et al. published proILs with proton conduction exhibiting $\Delta pK_a$ values from 3.2 to 6.0.\(^{36}\) In the case of PAAPS we determine $\Delta pK_a = 9.0$ (by means of Mavin by ChemAxon), which implies high proton transfer and the formation of a highly ionized proIL.

Davidowski et al.\(^{63}\) employed NMR spectroscopy in order to characterize the ionicity and transport properties of a series of proILs formed by protonation of diethylmethylamine. The charged center of this molecule is fairly comparable with that of the cation in PAAPS. From the \(^1\)H chemical shift, the authors deduced the affinity of the proton to the base. For PAAPS and AAPS we found a chemical shift of 9.3 and 9.1 ppm (Fig. S13 in the ESI†), respectively. On the basis of the calibration line elaborated by Davidowski et al. (Fig. 3 in ref. 63), we further calculate a proton affinity of 318 kcal mol\(^{-1}\) (13.8 eV) and 317 kcal mol\(^{-1}\) (13.8 eV), respectively. In addition Davidowski et al. derived a correlation between the \(^1\)H chemical shift and $\Delta pK_a$ (Fig. 2 in ref. 63). According to this correlation the $\Delta pK_a$ values for PAAPS and AAPS are supposed to amount to 12.0 and 12.5, respectively. However, Davidowski et al. stated that the proton chemical shift is a better predictor for the proton transfer than the frequently used $\Delta pK_a$ values.

In the following discussion we will show that these values of the chemical shift correspond to a partial proton transfer. This means, the proton is neither completely at the donor, nor at the acceptor site; it is bridging both moieties.\(^{63}\)

With regard to Nakamoto et al. the different N–H bond distances can be approximated from the particular $\nu(N–H)\(^{64}\) On the basis of the derived parameters for the different peaks, the values of the N–H–O bond length are between 2.9 and 3.2 Å, whereas each bond does not change by more than 0.02 Å during the temperature cycle. Thus, we treat this distance as constant during the measurement. This is corroborated by DFT simulations (ORCA program system, B3LYP/6-31G(d) and B3LYP/6-31G(2d,2p)\(^{65-69}\) yielding a distance of 2.6 Å ($d(N–H) = 1.1$ Å and $d(H-\cdot-O) = 1.5$ Å; literature, Hayes et al. $d(H-\cdot-O) = 1.6$ Å\(^{77}\) for the relaxed structure of one repeat unit and one anion in vacuo. Further repeat units and additional anions may introduce structural constraints and increase the bond distance.

4.2 Charge transfer mechanism

The chemical structure of the H-bonding moieties of PAAPS (center of the cation and sulfate group at the outermost position at the polymer side chain) is similar to that in DEMA-MS (mixture of diethylmethylamine with methanesulfonic acid), a sample studied by Davidowski et al.\(^{62}\) Interestingly, both PAAPS as well as DEMA-MS show a comparable chemical shift of the exchangeable proton (9.3/9.1 vs. 9.5 ppm), and thus a comparable proton affinity to the base. In addition, \(^{15}\)N pulsed-field gradient NMR spectroscopy on DEMA-MS revealed that anion, cation, and exchangeable proton diffuse with the same rates, which is why the authors presumed a “hydrogen bonded ion pair.”\(^{63}\) On the basis of our IR spectroscopy results and the similar chemical structures of the hydrogen bond donor and acceptor in the cases of PAAPS/AAPS and DEMA-MS, we validate the existence of an extended hydrogen bond network. Moreover, the comparable diffusion constants of anion, cation, and exchangeable proton as determined by Davidowski et al.\(^{63}\) corroborate our findings of a correlation between the rates of structural fluctuation (\(\tau\)-relaxation) and charge transport (\(\omega_c\)) as determined by Frenzel et al.\(^{31}\) Thus, the mechanism of charge transport can indubitably be specified as a hopping mechanism strongly influenced through the glassy nature of the polymeric system (known as glass transition assisted hopping conduction).\(^{27,31,32,70}\) This means, hopping depends on the thermally activated fluctuations of molecules, which are drastically slowed down at the dynamic glass transition. Thus, the dynamic behavior of the glass building polymer influences molecular mobility and hence the events of hopping.\(^{27,70}\)

Further verification of the glass transition assisted hopping conduction mechanism is provided by the thermal response of PAAPS. Therefore, we divide the evolution of H-bonding and DC-conductivity during the temperature cycle into 4 steps (Fig. 5); first, cooling from 300 K to 240 K ($T_g/T = 0.90$), the latter of which is the temperature of the maximum hysteresis; second, cooling from 240 K to 170 K ($T_g/T = 1.27$) i.e. the lowest recorded temperature; and third and fourth, subsequent heating to 240 K and further to 300 K, respectively.
During step 1, the number density of H-bonds increases by a factor of 3.8. At the same time the DC-conductivity is reduced by 4 orders of magnitude (Fig. 5). In step 2, the DC-conductivity decreases further by more than 12 orders of magnitude (extrapolated from a conservative Arrhenius fit), while the H-bond density increases only to the 8.6-fold of the initial value or by a factor of 2.3 compared to the value at 240 K. Already at this position within the temperature cycle it is evident that the increase in H-bond density during the first step (factor 3.8) is bigger than during the second one (factor 2.3), whereas the change in DC-conductivity is bigger during the second temperature change (4 orders of magnitude vs. 12). This finding further supports the perception of glassy dynamics assisted hopping. We note, that the chosen Arrhenius dependence for extrapolating the thermal activation of the DC-conductivity marks a very upper limit of \(\sigma_0\); most likely, its value will be much lower leading to a much bigger reduction of \(\sigma_0\) during step 2. In general, the thermal activation of the conductivity in polyILs changes from a Vogel–Fulcher–Tamman- (VFT) into an Arrhenius-dependence at a particular temperature \(T_{g}^{*}\), which is frequently reported to coincide with \(T_{g}^{*}\) but can be very distinct as recently published.32

During step 3, the number density of H-bonds increases further to the 10.3-fold of the initial value (a factor of 1.2 more than compared to their density at 170 K); the DC-conductivity, instead, increases approximately by about the same amount as it was reduced during step 2, except for a residue of 20% \(\Delta \log_{10}(\sigma') = -0.10\), eqn (5).

At the first glance, the heating run increases the H-bond density even further, whereas the conductivity rises as well. Obviously, the conductivity is generally dominated by the thermal activation of molecular fluctuations, rather than by H-bonding.

In a more detailed view, the conductivity rises (because of thermal activation) but does not reach the values which were evident during the cooling run at the same temperatures. Because the thermal activation of molecular fluctuations is identical at the same absolute temperatures, reduced conductivity in step 3 must arise from the increased H-bond density (as evidenced by means of IR spectroscopy). We can conclude for the particular case of PAAPS that H-bonding hinders molecular fluctuations and hence charge transport hopping.

We are aware that the current results contradict the frequently published concept of fast proton hopping within hydrogen bond networks, which is believed to be faster than structural fluctuations.17,18,36 One indication for fast proton or synonymously superionic conduction is the DC-conductivity at \(T_g\) with the limit of \(10^{-15} \text{ S cm}^{-1}\).36 In the case of the polyIL PAAPS, \(\sigma_0\) amounts \(2.1 \times 10^{-14} \text{ S cm}^{-1}\) at \(T_g\), which is comparable with recently published low molecular weight proton conductors as lidocaine-hemisuccinate or lidocaine-dihydrogen citrate \((\sigma_0 = 3.7 \times 10^{-14} \text{ or } 1.6 \times 10^{-13} \text{ S cm}^{-1})\), respectively.36 However, the combination of IR spectroscopy and BDS together with temperature cycling provides findings that object the concept of fast proton hopping. The results by Davidowski et al.63 as well as the one by FTIR and NMR spectroscopy and DFT simulations corroborate the non-complete ionization state of donor and acceptor, which is believed to be favorable for proton conduction.36

In addition, FTIR spectroscopy reveals that the number density of H-bonds is drastically increased during cooling and even further increased during subsequent heating (hysteresis in Fig. 5a). Since a higher H-bond density is believed to favor proton conductivity,36 in the hypothetical case of fast proton conduction the DC-conductivity would be expected to be greater, when the H-bond density is increased at the same particular temperature. This is not the case for PAAPS; at the same temperature the DC-conductivity is reduced with increased H-bond density.

Even though PAAPS fulfills the prerequisites for fast proton hopping, such as sufficiently high \(\Delta pK_a\) for proton transfer but delocalized protons and an increased H-bond density,36 we have to conclude that for our protic polyIL the charge transport is mediated through a hopping mechanism which is not dominated by fast proton hopping. Instead, the hopping mechanism is governed by structural fluctuations, which obey glassy dynamics and are hindered through H-bonding (Fig. 6).

5 Conclusion
On the basis of IR spectroscopy, we prove the formation of an extended H-bond network in the protic polymerized ionic...
liquid PAAPS. This network is in accordance with $^1$H chemical shift, which indicates an intermediate bound state of the proton between donor and acceptor unit, as stated by Davidowski et al. Moreover, when the sample is heated after previous cooling during the temperature cycle, the network becomes even more strengthened giving rise to a pronounced hysteresis. Because of the extremely low cooling/heating rate of 0.012 K s$^{-1}$, which corresponds approximately to the structural relaxation rate at $T_g$ of 10$^3$ s$^{-1}$, the system is able to follow temperature changes above $T_g$; a too fast cooling/heating is excluded.

On the basis of broadband dielectric spectroscopy (BDS), we record the conductivity during the temperature cycles and determine two attributes. First, cooling and heating affect the DC-conductivity by several orders of magnitude, as frequently observed for hopping transport. Second, at the same temperature $\sigma_0$ differs for different H-bond densities; a (by a factor of 3) greater density results in (20%) lower conductivity. Thus, for the particular case of PAAPS it is demonstrated that the thermal activation of molecular fluctuations affects the charge transport to a much greater extent than H-bonding. Furthermore, at the identical temperature and identical thermal activation an increased H-bond density reduces the conductivity.

This very first study combining FTIR spectroscopic and BDS measurements during temperature cycling in order to investigate H-bond formation in protic polyILs provides detailed results about moiety-specific H-bonding and macroscopic conductivity as well as their interrelation. The sample under study provides the second highest published DC-conductivity at 300 K for anhydrous polyILs; interestingly, the anhydrous polyIL with the highest published DC-conductivity at 300 K has similar elements in its chemical structure. Thus, in the frame of these results the concept of charge transport in this class of materials may need to be reshaped. The DC-conductivity might be adjusted via $T_g$ reduction, whereas mechanical properties can be customized via H-bond density on a much less expense of conductivity.
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