Open Access Article. Published on 10 April 2020. Downloaded on 7/28/2025 5:46:20 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Soft Matter

¥ ® ROYAL SOCIETY
PP OF CHEMISTRY

View Article Online

View Journal | View Issue

’ '.) Check for updates ‘

Cite this: Soft Matter, 2020,
16, 4451

Received 4th November 2019,
Accepted 8th April 2020

DOI: 10.1039/c9sm02189b

rsc.li/soft-matter-journal

Self-assembly of charged colloidal cubesT

a

© Joe G. Donaldson,
ac

Margaret Rosenberg, 2/ *® Frans Dekker,
Albert P. Philipse 2 ° and Sofia S. Kantorovich

In this work, we show how and why the interactions between charged cubic colloids range from radially
isotropic to strongly directionally anisotropic, depending on tuneable factors. Using molecular dynamics
simulations, we illustrate the effects of typical solvents to complement experimental investigations of
cube assembly. We find that in low-salinity water solutions, where cube self-assembly is observed, the
colloidal shape anisotropy leads to the strongest attraction along the corner-to-corner line, followed by
edge-to-edge, with a face-to-face configuration of the cubes only becoming energetically favorable
after the colloids have collapsed into the van der Waals attraction minimum. Analysing the potential
of mean force between colloids with varied cubicity, we identify the origin of the asymmetric
microstructures seen in experiment.

1 Introduction

For over 70 years, the classical works of Derjagin, Landau,"
Vervey and Overbeek® have formed the paradigm that is used to
understand the interparticle interactions when investigating
the behaviour of colloidal systems dominated by electrostatic
and van der Waals interactions.>® Commonly referred to
as Derjaguin-Landau-Verwey-Overbeek theory, their model
predicts a strong qualitative dependence of colloidal inter-
actions on the surface charge density. At small distances, the
van der Waals attraction between two particles exceeds the
double layer repulsion, resulting in assembly. Yet to reach such
distances, the two surfaces must first overcome an energy
barrier that may be prohibitively high. The key to the stability
of these systems therefore lies in the existence and height of the
barrier. In systems with comparable double layer overlap forces
and van der Waals attraction, this potential may also possess a
secondary minimum. Aside from the clear dependency on the
surface charge, the existence and extent of these features are
again affected by the choice of electrolyte, which influences the
screening of the double layer overlap forces””® and the strength
of the van der Waals attraction.’

Despite the ubiquity of DLVO theory, it is not sufficient to
predict colloidal self-assembly even in systems of spherical
colloids. It has been shown that even in the framework of
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DLVO theory, various phase transitions'®"? or even hard-

sphere behaviour® can be found in such systems. Furthermore,
direct measurements of the interactions between three charged
colloids revealed that the forces already begin to deviate from a
standard mean-field approach for relatively small intercolloidal
distances, even in systems with only monovalent ions."?

If one investigates systems of multivalent ions, the phase
behaviour of charged spherical colloids changes dramatically.
One can observe the appearance of like-charge colloidal attrac-
tion with further phase separation or crystallisation."*° The
necessity to consider counterions explicitly fueled the develop-
ment of new theoretical approaches®’ and extensive use of
computer simulations.”>** The distribution of counterions
affects the diffusive and electrophoretic mobility of charged
colloids.**** Such concentration effects were thoroughly studied
in ref. 26, which also reported the re-entrant freezing-melting
behaviour caused by changes in the charge.

Apart from systems of like-charged spherical colloids,
thorough investigations of systems of oppositely charged colloids
have also been made. The focus in such studies is typically on the
crystallisation process and the resulting crystalline structures.>”
Another type of binary mixture was investigated in ref. 30, where
the colloids of like-charge but different sizes were studied. It was
found that the size-ratio has a significant impact on the phase
behaviour.

In addition to the effects of the charge and size of the
colloids, and the valency of the counterions, the shape of the
charged colloids can also play a crucial part in their phase
behaviour.?' Systems of asymmetric colloids, such as rods,
spheroids or cylinders, show anisotropy in their intercolloidal
forces.**** These effects can be compounded by considering
flexible polyelectrolytes instead of rigid colloids.*® The case of
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planar surfaces, whose attraction in the presence of multivalent
counterions is responsible for the restricted swelling of clay
and reduction in the water uptake of lamellar membranes,
was thoroughly investigated in ref. 36. Another area of keen
scientific interest was the phase diagram of charged platelets of
the model of LAPONITE®, which has been addressed by many
authors.>” ™

In recent years, colloids of different shapes including pea-
nuts, polyhedra and superballs have become available.*'™*’
When only excluded volume interactions are present in the
studied systems, the shape of colloids is able to alter the
mechanism and outcomes of the assembly processes.*®™>*
Additional electrostatic or hydrodynamic interactions as well
as confinement at the interfaces bring new flavours to the
phase behaviour.’**’

By analyzing the influence of colloidal shape on the self-
assembly, we can ask how strong the deviation from a spherical
shape must be to have a notable impact on the macroscopic
properties. This question is especially relevant for developing
new materials based on controlled self-assembly.’®*° To this
extent, cubic particles become very useful, as they represent a
limiting case of superballs,®®> whose shape can be described as

2 2 2
AR ®
,

r r

As the shape parameter g goes to infinity, a perfect cube with sharp
edges is obtained. If g = 1, eqn (1) describes a sphere with radius
centered at the origin.

For perfect or truncated cubes, the phase behaviour was
shown to be qualitatively different from that of spheres.®®™®
The evolution from a sphere to a cube was investigated thor-
oughly for the case of magnetic dipolar cubes.®”®° It was shown
that even for small values of g, such as ¢ ~ 1.3, the self-
assembly scenario changes from ring formation for perfect
spheres to chain formation for superballs. The computational
approach developed for magnetic superballs was employed
to describe the self-assembly of hematite cubes covered with
a silica shell’”” with ¢ ~ 1.5. Should the hematite core be
dissolved, the aforementioned shell represents a hollow silica
superball, as first obtained in ref. 43.

The crystallization of hollow silica superballs can be
induced by use of depletant polymers.”"””> Depending on the
solvent and salinity of the solution, hollow silica superballs can
exhibit self-assembly even without additives due to the compe-
tition between electrostatic and van der Waals forces. This
dovetails with the classical DLVO case mentioned above.
As has been shown for systems of colloidal platelets,’® the
competition between two interactions can result in an intricate
variety of colloidal behaviour. Due to the high complexity of these
systems, rigorous investigations of suspensions with anisometric
colloids, and superballs in particular, remain in their infancy.

Our work goes beyond such boundaries by obtaining a pair
potential that can describe anisotropic interactions of charged
colloidal superballs. As an analytical solution would - among
other challenges - imply solving the many-body problem, we
used molecular dynamics simulations based on experimental
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Fig.1 Left: SEM micrographs of hollow silica nanocube monolayers
obtained from Langmuir—Blodgett deposition. On the right, a close-up
micrograph of the monolayer depicted on the left.

observations and parameters to recreate the system presented
in Fig. 1 in silico. Furthermore, we will explore possibilities to
reconfigure the system by tuning properties such as solvent and
salinity. By clarifying the attachment mechanism and pair
potential of these cubes, we lay the foundation for further
study of the resulting structures.

The manuscript is structured as follows. We first describe
the experimental and simulation methods (Section 2). The
following section, “Results and discussion”, begins by charac-
terizing the electrostatics of a single superball with a shape
parameter of ¢ = 1.7 by computing the counterion distribution
and field intensity around it. In the subsequent Section 3.2, we
move to investigating the assembly process of pairs of colloids.
We calculate the interaction potential along those symmetry
axes and analyse how the balance between van der Waals
attraction and electrostatics affects it. Comparing simulation
results to experimental observations, we explain the preferred
corner-to-corner contact observed for hollow silica superballs.
We generalise our study for different salinities of solutions and
cubicity of colloids in them in Section 3.3. We summarise our
findings in Section 4.

2 Model and methods

2.1 Experimental methods

2.1.1 Preparation of hollow silica nanocubes. Hollow silica
nanocubes were obtained as discussed by Dekker et al.”” Here,
we provide a brief summary. Cuprous oxide nanocubes” were
obtained by a water-assisted Polyol method resulting in a Cu,O
nanocube with an edge-length of 103 + 10 nm. The obtained
nanocubes were subsequently coated with a 13 nm thick silica
shell using the PVP-assisted Stéber method.”*”® In the final
step, the cuprous oxide core was removed by dissolving the core
in HNO;/HCI, obtaining hollow SiO, nanocubes with an edge
length of 128 &+ 11 nm and a g value of ~1.7-1.8. The particles
are depicted in Fig. 2. As described in ref. 76-78, cubes with
other values of g were also synthesized, but were not studied
that extensively. The results provided below profit from the
complimentary simulations.

2.1.2 Monolayer preparation. Monolayers of hollow silica
nanocubes were obtained using a KSV-Nima Langmuir Trough

This journal is © The Royal Society of Chemistry 2020
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Bl 200 nm ;00:.
Fig. 2 (left) Cu,O nanocubes with an edge length of 103 + 10 nm.
(middle) Cu,O particles coated with a 13 nm SiO, shell. (right) Hollow
SiO, particles with an edge length of 128 + 10 nm and the value of
g ~ 1.7-1.8 obtained from the particles in the middle.

equipped with a dip-coater. In short, particles in a 2: 1 (weight:
weight) mixture of cyclohexane:ethanol were spread on an
aqueous 1 mM KClI solution. After 10 minutes of equilibrating,
the monolayer was compressed with a speed of 10 cm min™".
The formed monolayers were transferred to a hydrophilized
glass slide by dip-coating. The monolayer was inspected using
an XlI30feg scanning electron microscope. Monolayers are
important for visualisation, however a vast part of the cube’s
characterisation using Small Angle Neutron Scattering was

performed on the bulk.”*”®

2.2 Simulation model

2.2.1 Generic simulation details. Simulations were performed
in the NVT ensemble, using the Molecular Dynamics software
package ESPResS0-3.3.1.”° Among other features, it provides an
implementation of the Lennard-Jones and Debye-Hueckel pair
potentials used and the Langevin thermostat with which the
temperature was regulated. In order to facilitate comparison with
experimental results, the simulation temperature kzT was scaled
such that kg7 = 1 corresponded to 1 zJ. All simulations were run at
ksT = 4. As mentioned above, we are interested in the fundamental
understanding of the shape-impact on the self-assembly scenario
of the charged cubes, thus we focus here on bulk systems. This
helps us to avoid additional effects caused by the presence of an

interface.?%8!

The choice of parameters presented below is in
agreement with our earlier investigations®> and known experi-
mental data.®

To model the van der Waals attraction between colloids, the
Lennard-Jones potential is used. In the cases of interacting
particles without any attraction (ions, surface charges), the Weeks—
Chandler-Anderson®* potential provided the required steric repul-
sion. Here, ¢ is the diameter and ¢ is the energy scale parameter,
which corresponds to the well depth. For particles with different
diameters, o was calculated by using the Lorentz(-Berthelot) rules.

This work used explicit surface charges and an equal number of
counterions to ensure overall charge neutrality. However, since the
solvent was not modeled explicitly, the Debye-Hueckel potential
was used in place of the pure Coloumb interaction. This allows us
to tune the Bjerrum length /5 to mimic the varying dielectric of
different solvents, as well as the Debye length « !, which mimics
the screening of charges at distance r in a solvent due to salt ions.

e*Kr
Upy = lBkBT%. (2)
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In this work, Iz was set to 0.71 for simulations of water and 2.28 for
ethanol. For the Debye length in dependence of the ionic strength,
we used x '(107%) = 9.63 and x (10" %) = 30.44. Both of these
values were obtained by computing Iz and «~* from their defini-
tions (see ref. 8), then rescaling into simulation units. As all ions
are presumed to be monovalent, all surface charges were set to
gs = —1 and, for counterions, gc; = 1.

2.2.2 Modelling of a single cube. The cubes were repre-
sented using the superball model developed by Donaldson
et al., see ref. 68. To model the charged surface, we added
explicit point charges placed on the analytical surface of the
superball. In order to conserve the symmetry found in experi-
ment, the charges were placed by wrapping a 2D grid onto the
surface of each superball face. Given the experimentally known
surface charge of S = 5-10 x 10° charges per nm?, we obtain
roughly 81 charges per face. Once this was corrected to consider
that each face’s grid would assign a charge to each bordering
corner, leading to three charges per corner, the total number of
charges became 470 per superball. The result is shown in
Fig. 3(a). Placing the charges on the analytical surface also
leads to their centers protruding slightly above the cube-
composing spheres in many areas. This is intentional, to allow
counterions to settle on the surface without being pushed away
during assembly. The slight offset of the grid and the choice to
compose the surface of several different spheres with different
extensions mimic the reality that such silica cubes are bumpy
and porous.

The diameter ¢ of the central sphere was set to 90 simula-
tion length units, with the edge and corner spheres scaled in
accordance with ref. 68. This means that the “height” of a
simulation cube is 90. The surface charges and corresponding
explicit counterions were given the diameter o. = 1 to corre-
spond to their hydrodynamic radius. To accommodate both of
these very particle length scales on the same timescale, cubes
were given a simulation mass and inertia. The simulation mass
of the cubes was chosen to be m = 50 based on tuning, with the

V)]

Fig. 3 (a) A single simulation superball, with the central sphere in light
blue, the edge-composing spheres in white and the corner spheres in light
green. On the right half of the cube, we see the added point charges in
turquoise. The grid between the charges is shown for illustrative purposes
only. (b) The three main types of symmetry axes of a cube, along which the
cubes are aligned during the assembly routine. Blue indicates the sym-
metry axis through the centers of two opposite cube faces, purple
indicates that through the centers of two opposite cube edges and green
indicates the axis through two opposite cube corners.

Soft Matter, 2020, 16, 4451-4461 | 4453
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corresponding moments of rotational intertia for a hollow cube
computed to be I = 675000 along each axis.

The spheres simulated for comparison had a diameter of 90,
with an amount of charge calculated to match the surface
charge density of the spheres (254) distributed using a 3D
Fibonacci spiral pattern. The number of counterions was also
adjusted to match. Since these spheres were only used in the
fixed simulations, they did not require masses or inertia.

For the alternative shapes g = 1.3, ¢ = 2.0 and g = 3.0 shown
later in the work, we kept the total charge, mass, inertia and all
other parameters identical to the g = 1.7 case, with two
technical exceptions. First, the grid had to be modified slightly
for the greater surface area for ¢ = 3.0 and the lesser surface
area for g = 1.3. To ensure comparability to the g = 2.0 case, we
rescaled the surface charges and counterion charges. Secondly,
we had to include two additional spheres per edge in the edges
for the g = 3.0 case to mimic the higher curvature.

2.2.3 Single cube systems. For the density profiles and field
measurements, a single cube was fixed in the center of a
simulation box of size 270. A number of counterions equal to
the number of surface charges (470) were randomly placed
inside the box. To determine the amount of integrations to
equilibrate, the system was set to ¢ = 20 000A¢, where At = 0.01,
based on several test runs. From that point on, the system was
sampled at intervals of 100 000 integrations to ensure statistical
independence. We also varied the overall charge density by
increasing the box size to 360, 450 and 540. This quantitatively
decreased the layer height, but did not qualitatively change the
results. We also chose not to pursue the variation of charge
densities, as the qualitative anisometry effects were shown to
hold regardless of the concentration of counterions near
the cube.

Density profiles. The density profiles, presented below, are
computed by counting the number of counterions in a given
area (bin) at a given distance away from the feature, then
normalized by the volume of the bin (for comparison across
distances), and the total number of counterions (for compar-
ison across shapes). The shape of these bins was adapted to the
shape of the feature: for spheres, it is trivial to see that the bins
are spherical shells. Likewise, the bins corresponding to faces
were chosen as a series of rectangles parallel to the surface. For
corners, the situation resembles that of sphere - we are
essentially computing the radial distance to a specific point.
However, due to the proximity of edges in corners, not all
counterions should be considered. To distinguish between the
effects caused by different features, we only select the counter-
ions above a plane through the center of the corner sphere,
orthogonal to the cube’s symmetry axis. This reduces our
spherical bins to hemispheres. This leaves the distribution
around edges. To measure the distance to edges, we chose
the in-plane distance between the counterion and the point of
the edge at the same height. Combined with the necessity for
averaging over the different heights, this gives us concentric
cylindrical bins. To exclude the counterions attached to the
cube faces, we reuse the plane approach. In this case, the plane
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passes through the edge and is chosen orthogonal to the
symmetry axis through the center of the cube edge. This reduces
the bins to half-cylinders. The results for each direction were
averaged over 79 checkpoints, taken at intervals of 100 000A¢.

Fields. To measure the electric field strength at any specific
point in the system, we implemented a computational version
of the test charge definition of the field. A single positive unit
charge is placed at the point of interest, and, after a brief check
for steric overlap, the forces on this charge are evaluated. Due
to the computational cost of this routine, only ten checkpoints
were used.

2.2.4 Two cube systems. Two different kinds of simula-
tions were run to obtain the results shown in the last part of the
Results and discussion section. The first variant consisted of
placing two cubes with their surrounding counterion clouds
into a simulation box at a center to center distance less than
two cube lengths, then equilibrating the system. This resulted
in the self-assembling of cubes, the mechanism of which could
be observed in the trajectory files.

For the potential measurements, a pair of cubes was aligned
along one of the three axes shown in Fig. 3(b) and fixed at a
center to center distance r. Then, the counterions were allowed
to equilibrate for 2 000 000A¢, where At = 0.001. From this point
on, measurements of the projection of the force along the axis
along which the cubes were aligned were taken every 100 000At.
The result was averaged over 100 measurements, then inte-
grated numerically by taking the mean value of the upper and
lower Darboux sums.

3 Results and discussions
3.1 Single superball

We first examine a system containing a single colloid surrounded
by counterions in an implicit solvent with a dielectric constant
corresponding to that of water. To analyse the effect of the
colloidal anisotropy, we compute the distribution of counterions,
¢, near the faces, edges and corners of the superball as well as
surrounding a reference sphere. Based on the varying ionic con-
centrations used in experiment, we altered the screening length to
mimic the effects of a monovalent salt. The results for high, low
and intermediate values of salinity are summarized in Fig. 4(a)—(c).
In Fig. 4(d), the counterion distribution for a cube in ethanol is
presented.

For low salinity, as presented in Fig. 4(a), we see the
formation of an electric double layer surrounding the colloid.
For each type of cube feature, we see clear differences with
respect to the reference sphere. The layer appears much more
pronounced in the profiles of cube faces than edges or corners.
This shape also varies for different geometric features of
the cube in question, showing that the anisometry of the
underlying particle gives rise to an asymmetric counterion
distribution around it. At a scaling that allows us to view the
profiles of all features together, those of the edges and corners
appear barely distinguishable. Closer examination reveals
the distribution near the edges to have a slightly higher peak

This journal is © The Royal Society of Chemistry 2020
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Fig. 4 Density profiles of counterions (top row) and field intensity colour maps (bottom row) in (a and e) water with no salt or monovalent salt with an
ionic concentration of 10~ molar, (b and f) water with a monovalent salt concentration of 10 molar, (c and g) water with a monovalent salt
concentration of 10~ molar (highest concentration used experimentally) and (d and h) ethanol. Density profiles are calculated from cube faces (blue),
corners (green) and edges (purple), as shown in Fig. 6(b). The corresponding counterion distributions for a spherical colloid are in gray. In the top row of
plots, (a—d), rs refers to the distance between the counterion center and the surface of the colloid. The field intensity plots each depict the magnitude of
the vector valued electric field in simulation units at the points shown, where the unit charge is set to eg = 1. The left half of each image depicts the field
around a spherical colloid centered at (0,0), while the right half contrasts this with a cubic colloid centered at (0,0). The labels on the x and y axis refer to

distances in nm.

(more face-like shape) than that of the spheres. Additionally,
with gray symbols, we show the density profile around a
spherical colloid with the same surface charge. For all geome-
tries, examination of larger systems showed that the profile
collapses into approximate equidistribution (allowing for
thermal fluctuations) from roughly 100 nm past the surface
on, which is why only that region is depicted.

Moving to higher salinities, as shown in Fig. 4(b) and (c), the
screening practically nullifies the field near the cube. For the
highest salt concentration (Fig. 4(c)), the density profile from
the cube face coincides with that of a spherical colloid.

Moving to ethanol as the solvent, as depicted in Fig. 4(d), we
obtain a layer consisting of far more counterions very close to
the cubes. Noticeably, the peaks for each of the density profiles
are more localized and the curves are smoother even across
comparable length scales. This may be caused by the stronger
double layer overlap forces dampening the effects of the
Brownian motion of the particles. While the profiles near
different features (exempting edges and corners) still differ
quantitatively, the shapes resemble each-other to the extent
that they could be considered identical.

We also measured the electric field strength near the colloid
with a test charge method. In order to underline the influence
of anisometry on the electrostatics of a single colloid, we
present colour maps of the electric field intensity in the bottom
row of Fig. 4. The left sides of these maps, provided in Fig. 4(e)-(h),
show the intensity calculated around a spherical colloid, whereas
the right side corresponds to a superball. Here, similar to the top
row, the salinity grows from Fig. 4(e)-(g). In plots of the field in

This journal is © The Royal Society of Chemistry 2020

ethanol, we see that the drop in the field is much more pro-
nounced than that in water. We also see that the anisotropy
appears to be conserved for slightly longer. This appears to be a
result of the longer Bjerrum length allowing the effects of the
surface charge to be felt farther away from the colloid. We limited
the range of these evaluations to 50 nm from the surface of the
colloid based on the density profiles, which show that the counter-
ion profile reduces to spatial equidistribution past that distance.
Here (bottom row, Fig. 4), we see even more clearly that the shape
effects of the superball are fairly short-ranged: the inner regions of
charges depicted in Fig. 4 still appear to have elongated faces that
flatten into an approximately spherical region farther outwards
than 30 nm.

Concluding this section, one can say that colloidal aniso-
metry clearly manifests itself in the electrostatic properties of
isolated particles. The fact that the differences in counterion
density appear so pronounced between the faces and edges or
corners must affect the intercolloidal interactions. This is
discussed in the next section.

3.2 Pairwise interactions

The preference of nanocubes to approach each-other corner
to corner is also visible in preliminary Langmuir-Blodgett
experiments on hollow silica nanocubes. A monolayer of silica
nanocubes, depicted in Fig. 1, was transferred from the liquid-
air surface to a glass slide using the Langmuir-Blodgett
technique.”®”® In Fig. 1, the combination of side-side, corner-
side and corner-corner oriented cubes is visible. Additionally, it is
visible in Fig. 1 that the monolayer does not exhibit long-range

Soft Matter, 2020, 16, 4451-4461 | 4455
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order. The morphology observed in Fig. 1 clearly differs from the
simple cubic, 4, and 4; morphologies earlier observed for cubic
particles.”"”> We surmise that upon compression, the nanocubes
have a preference to approach corner-corner or corner-side,
preventing the particles from forming a densely packed ordered
monolayer. The observed silica nanocube monolayers obtained
by the Langmuir-Blodgett method are clearly different compared
to the monolayers of micron-sized silica cubes obtained from
convective assembly (CA).”> With convective assembly, mostly close
packed monolayers with long range order are obtained. During CA,
particle assembly is dominated by capillary forces and solvent flow,
which dominate over the subtle differences in pair-potential
between corner to corner, face to face, and edge to edge approach
presented in Fig. 6.

As the first effects of the anisometry on the electrostatics
have been established, we move to explain the assembly
mechanism seen in experiment. This begins with a computer
experiment to observe the self-assembly, followed by a series of
simulations to measure the forces involved and compute the
pair potentials at different orientations. By generalizing these
results to different solvents and salinities, we see that we can
move beyond merely understanding the assembly process to
controlling it by tuning the underlying electrostatic properties
of the system.

Simulations of cube pairs suspended in water showed a
specific, persistent pattern in the way cubes approached each-
other and assembled. The three main stages of the process are
illustrated in Fig. 5.

At the beginning of the assembly process (top), cubes prefer
to orient themselves corner to corner. Once the colloids
are close, they rearrange into an edge to edge configuration
(middle). Finally, at equilibrium, they assume the orientation
that maximizes the surface area in contact, which is a slightly
off-center version of face to face (bottom). This final configu-
ration is maintained at equilibrium. This assembly mechanism
ties into experimental observations that cubes show a prefer-
ence for corner to corner or edge to edge configurations during
assembly, although only 2D images of the process exist, which
make those two kinds of orientation hard to distinguish. In our
investigation of the electric double layer, we saw that the
screening of the face charges strongly differs from that near
cube corners or edges. It is worth mentioning that hydro-
dynamics is not present in our simulation scheme, whereas it
is inevitable in experiment. However, we expect that the
presence of solvent will make the corner-to-corner approach
even more preferable. Thus, below, we focus on the impact of
electrostatic and steric forces only.

To explain the dominance of the corner-to-corner approach
more systematically, we measured the interparticle forces
between two cubes in three different configurations: cubes
approaching each other face-to-face, edge-to-edge or corner-
to-corner. By integrating these forces along corresponding
directions, we obtained the corresponding potential of mean
force, U, measured in units of kg7. The results are plotted in Fig. 6
for two salt concentrations and three different values of Hamaker
constant as explained in the legend in the center of Fig. 6(b).
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Fig. 5 Snapshots of two cubes (turquoise) surrounded by the counterions
(gray) self-assembling in a specific sequence of mutual orientations. The
cubes initially orient in a corner-to-corner configuration (top), then
rearrange into an edge-to-edge orientation (middle) and lastly come to
remain in a face-to-face configuration (bottom). A video rendering of this
process is included in the ESI.

First, we see that despite the faces having quantitatively the highest
counterion layer, their configuration is not favorable at larger
separation distances. This orientation is only adopted when the
cubes are so close that other orientations begin to encounter steric
repulsion, unless the Hamaker constant is so low that the direc-
tional dependence disappears. The fact that the attraction between
two cubes is initially maximised in the corner to corner configu-
ration stems from the fact that the faces have a far greater surface
area (and so more charges) at closer proximity. Considering this
difference, it is almost surprising that the gap between the amount
of counterions near surfaces as opposed to corners and edges is
not more pronounced. Indeed, this configuration only occurs
when the van der Waals attraction is close to its maximum. The
slight angle between assembled cube pairs has also been seen in
experiment, most notably in lattices formed by such cubes.®

In contrast, the edge to edge configuration only appears to
be favorable within a short (around 15 nm) range of distances
(inset of Fig. 6(a)), although it is only slightly less attractive than
the corner to corner configuration at greater distances. This
could be explained by the strong distance dependence of the
van der Waals attraction. Since the difference in screening
between corners and edges is not as pronounced, cubes initially
prefer the configuration with the lowest double layer overlap
forces. Once they draw closer, the van der Waals attraction

This journal is © The Royal Society of Chemistry 2020
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Fig. 6 Potential of mean force of pairs of cubes in three key orientations in water (a), with varying strengths of the Lennard-Jones parameter (see, (b)).
The parameter r refers to the center-to-center distance between approaching cubes. The legend is provided in the middle (b). Insets in (a) show close-
ups of the potentials with simulation error-bars. The potentials are truncated at the distance after which the Lennard-Jones potential would create an
artificial steric repulsion, roughly 5 nm before the contact distance in each configuration. (c) Experimental SEM micrograph of hollow silica nanocubes
where the different configurations are highlighted. The corners are highlighted in green while the edges are highlighted in purple.

grows and can overcome the double layer overlap forces of the
edges, despite their charges being less well screened than the
corners.

Although the corner to corner configuration does not appear
to be significantly more favorable than that of edge to edge in
the potential measurement simulations, this is consistently
seen in two-cube assemblies. This may be due to a modeling
simplification in the measurement procedure: the fixed cubes
are aligned with the corner charges approaching each-other,
whereas in the trajectories, it is possible to see that the corners
are not precisely in line. In Fig. 5, for instance, the cube on the
left is tilted slightly towards the reader and down, while the
cube on the right is tilted up. In that vein, one should also note
that while the overall charge density matched that of experi-
ment, the charges in the corners are slightly closer to each
other due to the curvature of the superball.

We now have specific values for the potential to compare
with the experimental and/or analytical results for similar
systems. As the distance between the cubes decreases, the
potential decreases to well below 100 kT, which makes the
cube clusters very stable at room temperature. In the limits of
larger separations, we see that the interaction potential goes
to zero. Upon comparing to the standard DLVO-curves® for
spherical colloids, we find close resemblance with our face-to-
face curves.

3.3 Influence of salt and colloidal shape on the pairwise
interactions

As shown in Fig. 4, the effects of shape vanish with screening
induced by the presence of salt. By analyzing the differences
between the potentials calculated in the salt-free case (Fig. 6(a))
and their counterparts obtained in 10~ molar salt solution
(Fig. 4), we see that the shape effects are much weaker. Once the
salinity is high enough for the electric double layer not to form,
the potential becomes slightly less attractive at close ranges and

This journal is © The Royal Society of Chemistry 2020
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Fig. 7 Potential of mean force, U, of pairs of cubes in three key orientations
with varying strengths of the Lennard-Jones parameter in a monovalent salt
solution with an ionic concentration of / = 10~° molar. The parameter r refers
to the center-to-center distance; the insets again show a close-up of the
potentials with error-bars and the legend is identical to that in Fig. 6(b).

the anisometry effects begin to disappear, as seen in the inset
of Fig. 7. The former can be explained by the fact that at close
distances, the screening due to the increased salt content is not
as strong as the screening provided by the electric double layer
in other systems. When examining the differences in the
double layer contingent on the geometric feature of the colloid
directly beneath it, we saw that the differences in double layer
near edges and corners were minimal, despite edges having
comparatively more charges at a lesser distance from the edge.

This may suggest that the corner to corner approach was
energetically favorable because their repulsion was more
strongly screened. Without an electric double layer, the screen-
ing is independent of the colloid’s shape. This would explain
why the corner to corner and edge to edge configurations no
longer differ energetically, although the face to face configu-
ration is still more repulsive. This suggests that although the
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anisometry effect on the distribution of ions can be tuned by
changing the salinity, there is no experimentally attainable salt
concentration at which the pair potential becomes independent
of cube orientation. These potentials show a pronounced
gap between different salinities, which slowly decreases as
the potential goes to zero. Overall, differences in the ionic
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Fig. 8 Density profiles of counterions for different g in water (a) and
monovalent salt with an ionic concentration of 10~° molar (b). Density
profiles are calculated from cube faces (blue), corners (green) and edges
(purple). The legend in (c) explains the color-coding of the different shape
parameters q. The parameter rs refers to the distance between the
counterion center and the surface of the colloid.
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concentration of salt in the solvent do not show a strong affect
on the interaction potential of cubes, except in the (experimental)
limit cases. The scale of the attraction is still determined by the
value of ¢ and is comparable to that in Fig. 6.

Our previous findings suggest that inhomogenity of the electric
field close to the cube surface causes anisotropy of counterion
density profiles to be specifically pronounced for low-salinity
solutions, leading to the existence of a preferred orientation for
two cubes to approach each other, namely corner-to-corner.
In order to consolidate this conclusion, we performed simulations
for superballs with g = 1.3, 2.0 and 3.0 and a fixed total charge,
equal to that studied above for g = 1.7. All these values of g
are accessible in experiment,”®”® albeit they have not been
investigated in detail yet.

First, as in the case of the readily experimentally available
system analysed above, in Fig. 8, we depict density profiles for
various superballs in pure water Fig. 8(a) and in monovalent ionic
salt solution with I =10"". Here, along with the confirmation of the
cubic shape impact on the anisotropy of the counterion distribu-
tions with respect to the faces, edges and corners - the higher the
value of g, the larger the separation between density profiles — we
see that the overall concentration of counterions is higher for more
cubic colloids. As for g = 1.7, the presence of salt smears out the
impact of cubicity, resulting in the virtually indistinguishable
curves in Fig. 8(b). When comparing the profiles for ¢ = 1.3 in
Fig. 8(a), one can hardly notice any difference between density
profiles obtained for them and those for a sphere (g = 1, Fig. 4(a)).
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Fig. 9 Potential of mean force, U, of pairs of cubes at three key orientations in water, with varying strengths of the Lennard-Jones parameter: top row,
¢ = 2kgT, and lower row, ¢ = 10kgT (see Fig. 6(b)). The shape parameter q increases from left to right: for (aand d), itisq = 1.3, in (b and e), g = 2.0, and
in (c and f), g = 3.0. The parameter r refers to the center-to-center distance; the insets again show a close-up of the potentials with error-bars and the

legend is identical to that in Fig. 6(b).
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We also computed the potential of mean force for superballs
with various g in water, where the impact of cubicity is most
pronounced. The results are plotted in Fig. 9. In the upper row,
Fig. 9(a)-(c), ¢ = 2, whereas for plots in Fig. 9(d)-(f), the
attraction is the highest and ¢ = 10. The cubicity of a superball
grows from left to right. In Fig. 9(a) and (d), where the shape
parameter is g = 1.3, all three orientations are indistinguish-
able. The case of g = 2 plotted in Fig. 9(b) and (e) appears to be
very similar to that of g = 1.7, as shown in Fig. 6, and exhibits
a clear preference towards the corner-to-corner approach
scenario. This is only magnified with a further increase of g,
as evidenced in Fig. 9(c) and (f), where the potentials of mean
force are plotted for the superballs with g = 3.

In accordance with the density profiles shown in Fig. 8, for
the same value of ¢ and the same total charge of a superball, the
attraction is stronger for colloids with a lower g. The presence
of flat surfaces in the cubes results in zones of slowly decaying
electric field if compared to a sphere.

Summarising this part, one can observe that with growing
colloidal cubicity, particles show a stronger preference to
approach each other corner-to-corner, where the concentration
of the counterions is the lowest, even though the van der Waals
forces are the lowest. Next, the edges come into play, and only
after the edges are aligned can the highest central attraction
between the flat faces overcome a very strong electrostatic
repulsion. This anisotropy of the pairwise interactions can be
screened by added salt or by the reduction of g. While the
reduction of g will result in a stronger overall attraction under
the same conditions, the added salt will just lead to the
smearing of the preferred mutual orientations.

4 Conclusions

We have shown that variations in particle geometry, salinity
and solvent affect the local electrostatic properties of the
system. There are significant qualitative and quantitative
differences between the electric double layer near certain
different sections of colloid geometry for any solvent: these
appear more pronounced in ethanol, a solvent in which silica
cubes are colloidally stable. Increasing the ionic concentration
of salt in the system leads to the dissolution of the electric
double layer, which reduces the effects of the anisometry on the
self-assembly of the cubes.

Our simulations were able to verify the experiment-based
hypothesis of charged cubes having a specific self-assembly
pattern, in which edges and corners play a decisive role. The
pair potential of these colloids is strongly affected by their
mutual orientation, and the more cubic the colloid, the stron-
ger the anisotropy of the interactions. Although the choice of
attraction strength cannot be determined precisely in experi-
ment, we are able to obtain realistic values of the potential by
varying the Hamaker constant. The solvent model can be
extended to mimic ethanol, which gives a purely repulsive pair
potential, reflecting the experimental finding that cubes do not
aggregate in ethanol. Changing the ionic concentration of salt

This journal is © The Royal Society of Chemistry 2020
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in the solvent has a clear influence on the potential, though the
effect would not fundamentally alter the behaviour of the
system.

By providing a thorough explanation of the anisotropic
shape effects on the electrostatics and the self-assembly of
the system in typical experimental settings, we hope to encourage
future study of the resulting microstructures for any applications
where hierarchical assembly is of interest.
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