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correlated counter-ions. Metal oxides and silica
interfaces, ion-exchange and biological
membranes

Grégoire C. Gschwend and Hubert H. Girault *

The mechanism by which interfaces in solution can be polarised depends on the nature of the charge

carriers. In the case of a conductor, the charge carriers are electrons and the polarisation is

homogeneous in the plane of the electrode. In the case of an insulator covered by ionic moieties, the

polarisation is inhomogeneous and discrete in the plane of the interface. Despite these fundamental

differences, these systems are usually treated in the same theoretical framework that relies on the

Poisson–Boltzmann equation for the solution side. In this perspective, we show that interfaces polarised

by discrete charge distributions are rather ubiquitous and that their associated potential drop significantly

differs from those of conductor–electrolyte interfaces. We show that these configurations, spanning

liquid–liquid interfaces, charged silica–water interfaces, metal oxide interfaces, supercapacitors, ion-

exchange membranes and even biological membranes can be uniformly treated under a common

“Discrete Helmholtz” model where the discrete charges are compensated by a single layer of correlated

counter-ions, thereby generating a sharp potential drop at the interface.
Introduction

When describing electrolytes at a polarised metallic electrode,
the structure of the electrode itself is oen omitted. Thus,
classical models assume that ions in solution respond to the
presence of an electric potential originating from a homoge-
neous electrode that is only considered as a mathematical
constraint on the boundary conditions of a differential equa-
tion. Nevertheless, this assumption allowed for the develop-
ment of models that gave signicant insight on the behaviour of
electrolytes close to a polarised interface, but established the
view that most of the physics take place on the solution side of
the interface. The rst of these models was that proposed by
Helmholtz in 1879.1 Helmholtz's approach considered that the
electronic charge on a metallic surface was compensated by
a layer of ions, such as forming a capacitor between a metal
plate and an ionic “counter plate”. It has to be remembered that
at the end of the XIXth century, the concept of salts dissociation
into ions occupying all the volume of the solution was not yet an
established concept and it was only aer the seminal work of
Arrhenius in 1887, using conductivity measurements, that this
theory became widely accepted.2 Later, the model was improved
by including thermal effects, which led to the well-known
Analytique (LEPA), École Polytechnique

dustrie 17, CH-1951 Sion, Switzerland.

10312
“Gouy–Chapman” model, independently developed by Gouy3

and Chapman,4 at the beginning of the XXth century.
The recognition of the electrode as a constituent of a polar-

ised interface appeared in 1924, when Stern postulated that
some ions could be specically adsorbed on the electrode.5

Nowadays, most textbooks or educational media convey this
simplied model of interfaces. In 1947, Grahame improved this
model by including the contribution of solvent molecules to the
electrostatic properties of the interface.6 These considerations,
however, still did not give a proper existence to the electrode, as
schematically exemplied in Fig. 1. Nonetheless, at that time,
this was not really a concern because most of the experimental
studies of electrochemical interfaces were focused on the
atomically at, homogeneous mercury–electrolyte interfaces, as
the large overpotential for hydrogen evolution offered a large
potential window of polarisation in the absence of charge
transfer reactions. Furthermore, the dropping mercury elec-
trode allowed for working with an easily reproducible interface
that did not require prior careful polishing.

It should nonetheless be mentioned that as early as 1943,
Esin and Shikov,7 followed by Erschler in 1946,8 studied the so-
called discreteness-of-charge effect, when anions are speci-
cally adsorbed and highlighted how localised charges inuence
the diffuse layer. Following their work, in 1958, Grahame
conrmed that the potential generated by two discrete charge
layers, as illustrated in Fig. 2, is equal to that of a parallel plate
capacitor with smeared charges. However, the potential for
This journal is © The Royal Society of Chemistry 2020
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Fig. 1 Schematic Stern–Gouy–Chapman representation of a nega-
tively charged metal–electrolyte solution interface. The inner Helm-
holtz plane corresponds to the position of specifically adsorbed and
partially solvated cations, whereas the outer Helmholtz plane corre-
sponds to the plane of closest approach of the hydrated cations.

Fig. 2 Schematic representation of the double ionic monolayers at
the polarised ITIES. Depending on the salts and solvent, the potential
difference can reach several hundreds of millivolts. Here, the capaci-
tance of the interface is constant and the surface charge is directly
proportional to the applied potential difference across the interface.14

Ions that do not contribute to the polarisation are not represented.
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a monolayer of discrete charges on an electrode was half that
generated by the same charges smeared on a plane due to the
presence of image charges (idem at the air–solution interface).9

This discreteness-of-charge effect was later shown to be of
importance in colloid stability.10

Another example of defectless and easily reproducible
polarisable interface is the “interface between two immiscible
electrolyte solutions” (ITIES) as recognised at an early stage by
This journal is © The Royal Society of Chemistry 2020
Nernst and Riesenfeld in 1902.11 Here, the system is composed
of an aqueous solution of hydrophilic salts – e.g. LiCl – in
contact with an immiscible solution of organic solvent and
salts. If the salts are either sufficiently hydrophilic or hydro-
phobic, the system can be considered as ideally polarisable
before ions start crossing to the adjacent phase. In this respect,
the early attempts to describe the structure of the polarised
ITIES were adapted mutatis mutandis from those of the elec-
trode–electrolyte interface. Indeed, the concept of two back-to-
back diffuse layers was based on the early work of Vervey–
Niessen,12 Gavach et al.,13–15 and many others.16 These models
were, however, of limited agreement with the experimental
observations.16

The key problem of the back-to-back diffuse layers model of
the ITIES was the difficulty in understanding how the potential
distributed across these two adjacent diffuse layers, i.e. across
a few nanometres, could act as a driving force for potential
dependent ion transfer reactions, and more importantly for
potential dependent electron transfer reactions. Indeed, if we
consider, say an aqueous oxidised species and an organic
reduced species reacting at the interface, how could “this
encountering redox pair” sense the potential drop between the
two phases? This question has raised a long debate that cannot
be settled without a consistent theory of the structure of the
polarised ITIES.17

Discrete Helmholtz model
Discrete Helmholtz model at liquid–liquid interfaces

Recently, using both a simulation approach and experimental
measurements including surface second harmonic generation,
surface tension measurements and high-frequency capacitance
measurements, we have proposed that the potential distribu-
tion at liquid–liquid interfaces could be visualised by
a “Discrete Helmholtz”model as shown in Fig. 2.18,81 The gist of
this model is that the interface can be viewed as two face-to-face
ionic monolayers forming an interfacial ionic capacitor, such
that the entire potential drop between the two immiscible
phases occurs across a very thin layer, less than one nanometre
in thickness.

The major difference between the “Discrete Helmholtz” and
the “Gouy–Chapman” models of the liquid–liquid interface can
be seen in the capacitance. Whereas the former predicts
a constant capacitance, the latter predicts a potential dependent
one. A central argument of the “Discrete Helmholtz” approach
at an ITIES is that the large bulky organic ions at the interface
act as “anchoring points” for the smaller, more mobile aqueous
counter ions, thereby favouring ion–ion correlations. Further-
more, this correlation between the ionic layers is enhanced by
the fact that the permittivity of water at the interface is much
smaller than that in the bulk.18,19 Indeed, for instance, the water
dielectric constant is estimated to be roughly six for the
mercury–water interface.20 The reduced permittivity is now well
documented21–23 and is due to the lower variance of the orien-
tation of the dipoles of the water molecules at the interface,
which is explained in the framework of the Kirkwood–Fröhlich
equation.24 This formalism, however, does not take into account
Chem. Sci., 2020, 11, 10304–10312 | 10305
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Fig. 3 Schematic representation of inhomogeneous potential distri-
bution in the plane of the interface due to the discreteness of the
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of the presence of external electric elds andmainly depends on
the variance of the total dipole moment within the solvent
phase. In this respect, Booth extended this approach to include
effects of electric elds and found that a reduction of the
dielectric constant, because of saturation, already took place at
eld intensities of 0.1 V nm�1, i.e. at orders of magnitudes
relevant to the present discussion.25,26 Nevertheless, Trasatti has
observed that the permittivity of water at a metallic interface
was also proportional to the affinity of this metal for oxygen.27

Thus, his results showed that a stronger interaction between the
metal and the water molecules actually increases the orienta-
tion polarizability of the interfacial dipoles. Furthermore, the
correlation between the electronegativity of the metals and the
permittivity of the water demonstrated that the latter was
a function not only of the orientation of the solvent molecules
but also of the magnitude of the dipoles. This is discussed
extensively by Conway & Bockris.28

Briey, the “Discrete Helmholtz” model can be summarised
by two simple equations that govern the physics of a planar
capacitor. The rst expresses that the charge, Q, at the interface
is directly proportional to the applied Galvani potential differ-
ence, Df, illustrated in Fig. 2:

Q ¼ CDf (1)

The second is linked to the geometry of the interface and
expresses the constant capacitance C as a function of the local
dielectric constant 3, with, for a planar surface:

C ¼ 3S/d (2)

where S is the surface area and d the average distance between
the correlated ions.

Therefore, when one polarises a liquid–liquid interface,
either with a potentiostat or by distributing a salt, we x the
applied potential difference, that in turn xes the interfacial
charge. This situation is also encountered, for instance, when
a liquid–liquid interface is polarised by the partitioning of
a “common ion” balanced by hydrophobic and hydrophilic
counter-ions29 in the adjacent phases.

The “Discrete Helmholtz” model provides simple explana-
tions to some of the long-standing questions concerning elec-
trochemistry at polarised ITIES. For instance, the “shuttle
mechanism” for the ion transfer reactions proposed by Mirkin
et al. naturally ts the “Discrete Helmholtz”, in the sense that
correlated ions are crucial in both theories.30 Similarly, it solves
the question of the shape of the potential distribution at these
interfaces – as the potential proles are less than one nano-
metre sharp – and thus explains the potential dependence of the
electron transfer reactions, since redox pairs located on both
sides of the interface would sense the full Galvani potential
difference, Df.

Nevertheless, the “Discrete Helmholtz” model also brings
new interrogations that would need to be addressed in future
studies. One of them, which still concerns the electron-transfer
mechanism, is that of the potential difference sensed by a redox
pair in the plane of the interface. Indeed, if the “Discrete
10306 | Chem. Sci., 2020, 11, 10304–10312
Helmholtz” model predicts that the potential proles are sharp
perpendicularly to the interface, it also predicts inhomoge-
neous potential distributions parallel to the interface, as sche-
matically shown in Fig. 3. It thus follows that interfacial redox
pairs would have a different reactivity depending on their
proximity to a correlated electrolyte pair. This was previously
suggested in 1973 by Fawcett and Levine and recently discussed
by Goldsmith et al. who showed the microscopic inhomogeneity
of the electric eld close to a molecule adsorbed on an elec-
trode.31,82 Another mechanism by which the correlated electro-
lytes could be involved in the redox reaction would be by
stabilisation of the reactive species, as is observed for instance
with potassium ions in the case of CO2 reduction32 or lithium in
H+ reduction in aprotic solvents.33 In this case, the electrolytes
would play a double role, on the one hand, by inducing
a potential difference at the interface, displacing therefore the
reaction equilibrium towards the products formation, but on
the other hand, by lowering the activation energy of the reac-
tion. More speculatively, the presence of strong electric elds at
the interface could be used to catalyse non-redox reactions, as
recently suggested.34,35

Discrete Helmholtz model at solid oxide–electrolyte interfaces

To follow the concept of the discreteness of interfacial charges,
we have hypothesised that for the interfaces where ionic charges
are present, such as metal oxides or silica, the discrete charges
act as “anchoring points” where specic electrostatic interac-
tions take place. Furthermore, we observed at the ITIES, that the
strength of the interactions between the electrolytes is not high
enough so that we could consider ions of opposite charges as
being paired. For instance, the ions conserve a mobility in the
plane of the interface. In this respect, we prefer to use the term
“correlated ions” rather than “ion pairs”.

As previously stated, many solid interfaces present charge
inhomogeneity at the molecular scale, for instance silica, which
has many applications in electrokinetic phenomena such as
electro-osmosis. It has been shown that, for basic solutions,
“anchoring points”. The mobile counter ions are not shown.

This journal is © The Royal Society of Chemistry 2020
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most of the potential drop at a charged silica surface occurs
close to the solid in what is oen referred to as the “Stern layer”
(although there is no specic adsorption of ions as postulated
by Stern), between deprotonated silanol groups and non-
specically adsorbed counter cations.36,37 In this case, the
negatively charged silanolates act as “anchoring points” for the
mobile cations (Fig. 4).

An important aspect to consider here is that since silica is an
insulator, the negative charges are localised and the interac-
tions are actually not taking place between the surface of the
silica and the electrolytes, but between charged groups and the
ions of the electrolyte. Consequently, the potential difference
does not take place between the solid and liquid phases, as
oen illustrated in textbooks,10 but between two discrete groups
having a size comparable to that of a molecule. With this in
mind, it becomes questionable to describe the solid surface as
a homogeneous and featureless block of constant potential, as
also recently discussed by Dufrêche et al. who described the
Stern layer of such systems as “a set of attracting points giving
rise to contact ion pairs”.38

In summary, we can say that at the solid oxide – solution
interface, the surface charge is determined by the pH of the
solution due to the amphoteric nature of the xed charge that in
turn determines the potential drop at the interface according to
eqn (1), where Df is now the potential drop across the interfa-
cial capacitor.

If the “Discrete Helmholtz” model is appropriate to describe
silica surfaces in solution, a key question in the context of
electrokinetic phenomena (electro-osmosis, electro-phoresis,
etc.) concerns that of the position of the shear plane (slip
Fig. 4 Schematic representation of a discrete charge distribution at
silica–basic electrolyte interface. Here, the anionic surface charge is
solely determined by the pH of the solution thereby fixing the potential
drop at the interface assuming a constant capacitance. The shear
plane shows the limit between mobile and immobile layers, the arrows
show the steady-state velocity of the ions resulting from electrostatic
forces in the presence of a viscous drag.

This journal is © The Royal Society of Chemistry 2020
plane) when an electric eld is applied parallel to the interface.
Indeed, this plane is classically dened as close to the limit
between the inner and outer Helmholtz plans, that is, close to
the point where the “Stern layer” becomes the diffuse layer. The
argument states that if the potential totally drops in the Stern
layer, there is no diffuse layer, therefore there is no shear plan
and consequently no electro-osmosis. In this respect, the
interface structure depicted by the “Discrete Helmholtz” model
brings two interesting elements of an answer. The rst is that,
as described above, the correlated ions at the charged interface
are still mobile in the plane parallel to the interface; they can
therefore take part in the ionic current generating the ow.
However, the signicant viscoelectric effect induced by the solid
complicates the response of the ions to the driving electric
eld.39 The second point is that the distinction between Stern
and diffuse layers appears unnecessary, as already suggested by
Cooper and Harrison in 1977.40,41 Thus, in the framework of the
“Discrete Helmholtz”model, the diffuse part of the double layer
has to be seen more as ions temporarily escaping the attractive
potential of the “anchoring points” than as a layer of free ions,
distinct from those adsorbed at the interface. As for the zeta
potential, this value stems from the classical model with a clear
separation between a static “Stern layer” and a mobile diffuse
layer. Therefore, in the framework of the “Discrete Helmholtz”
model, it cannot be dened further than a proportion of the
total potential drop.

Recently, using X-ray photoelectron spectroscopy, Brown
et al. observed that for alkali chloride salts, only 10–15% of the
potential drop actually takes place in the “diffuse layer”.36,37

They also rationalised the change of surface potential with
aqueous ionic strength by a compression of the double layer.36

Using the same approach, Gmür et al. observed that the co-ions
were excluded from the negatively charged interface, implying
that cations were responsible for the change of surface prop-
erties.42 These observations were also conrmed by Jalil & Pyell,
using electrokinetic data.43 It has to be noted that the fraction of
the potential that drops in the “Stern layer” is inversely
proportional to the relative permittivity of the interface. Thus,
compared to a polarised ITIES where nearly all the potential
drops between the correlated ionic monolayers, only a large
fraction of the total potential drops at the silica–water interface,
indeed the relative permittivity of the interfacial layer is not as
low as for the ITIES (around 45 at the silica–water interface23 vs.
15 at the water–DCE interface18).

A major difference between metallic and poorly conducting
oxide surfaces from an electric viewpoint is the diffuseness of
the charge distribution on the metal compared to the
discreteness nature at oxide surfaces, because the former are
conductors while the latter are oen insulators. Consequently,
we would argue that the diffuse aspect of the diffuse layer at
metallic interfaces, which are described by the Gouy–Chapman
model, stems not only from the electrostatic ion–ion interac-
tions taken into account in the Poisson–Boltzmann equation,
but also from the diffuseness of the electronic charge at the
surface. In the case of oxide layers, the localisation of the charge
may favour a “Discrete Helmholtz” model approach where the
Chem. Sci., 2020, 11, 10304–10312 | 10307
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Fig. 5 Schematic representation of ion correlation at electronic conductor (left) and insulator (right) interfaces. In the case of an insulator, the
probability of finding an ion close to another ion increases. On the left, the capacitance is concentration dependent, on the right it is constant.
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ionic charges on the solid serve as anchoring points for the
counter ions in solution as shown in Fig. 5.
Fig. 6 Example of nearly square current–potential responses of
a supercapacitor material (hydrogen-doped TiO2 nanotubes). The
curves were recorded at different scan rates. Reprinted with permis-
sion from ref. 50.
Discrete Helmholtz model and porous material for energy
storage and geochemistry

The discrete charge correlation described in the “Discrete
Helmholtz” model can be extended further to mesoporous
materials, where the scale of the electrode features becomes
comparable to that of molecular ions, i.e. a few nanometres. This
situation is encountered for instance in supercapacitors, where
a large specic surface area is needed to increase the energy
storage capacities of these devices. Similar to silica–electrolyte
interfaces, supercapacitors are oen based on oxides such as
cobalt oxides or titanium oxides. These compounds are insulators
and become conductors only upon oxidation44 or reduction.45

Their complex current–potential responses have oen led some
authors to describe them as “pseudocapacitors”, although this
concept is now debated with authors claiming46 or criticising its
relevance.47 Indeed, these mesoporous systems actually behave as
regular capacitors aer an initial faradaic response correspond-
ing to the building of a conductive band in the solid. Thus, at
potentials where they are still insulators, it is to be expected that,
similarly to silica–water interfaces, their electrical double layer
could be described by a single layer of the “Discrete Helmholtz”
model. In this case, the potential drop at the insulator–electrolyte
interface would take place between the xed charges and the
correlated ionic layer, before the insulator becomes a conductor
and the potential prole be described by other models, where the
meso and nanoporous structures of the solid play an important
role.48,49 Nevertheless, the constant capacitance of some super-
capacitor materials exhibited by their nearly square current
potential curves (Fig. 6)50 would suggest that the “Discrete
Helmholtz” model is appropriate for these materials.

In the eld of geochemistry, the “Constant Capacitance
Model” (CCM), proposed by Schindler & Kamber in 1968, is
a model applied to the description of ion intercalation in
layered or porous materials.51 As expected, it assumes
a constant capacitance of the solid–electrolyte interface.
Initially developed for silica, it has been extended to other
amphoteric substrate such as alumina or iron oxides52 and
10308 | Chem. Sci., 2020, 11, 10304–10312
generally provides accurate results for various types of ions and
solids.53,54 Beside the constant capacitance, the key aspect of the
CCM is that it relies on various equilibrium constants that
describe the surface–ion interactions. In this respect, the CCM
is similar to the “Discrete Helmholtz”model in that it describes
the ions as interacting with specic groups on the solid surface,
although the discreteness of the interaction is usually not
considered in the CCM.

Recently, intercalation pseudocapacitors have appeared as
a way to store energy lying in between batteries, where ions are
intercalated in layered substrates, and supercapacitors, where
energy is stored by a fast non-faradaic surface reaction.55 In this
context, the “Discrete Helmholtz”model bridges the conceptual
gap between active and passive ion intercalation processes.
Thus, in clay minerals or intercalation pseudocapacitors, the
solid–electrolyte interface can be described as discrete corre-
lated charge pairs where ions are mobile in the plane of the
interface.

Discrete Helmholtz model and the pH glass electrode

An interesting question that follows the above discussion is that
of an oxide layer in between two electrolyte solutions, as
This journal is © The Royal Society of Chemistry 2020
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Fig. 7 Schematic representation of a double discrete charge distri-
bution, here at basic pH on both sides, i.e. with a negative surface
charge on both sides. In this configuration, different pH values in the
solutions separated by the glass layer induce a difference of charged
anchoring points and hence a potential difference across the glass
layer. The protons are not represented.

Perspective Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
Se

pt
em

be
r 

20
20

. D
ow

nl
oa

de
d 

on
 1

1/
28

/2
02

5 
11

:4
9:

32
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
presented in Fig. 7. If the oxide is glass, such a conguration is
that of the classical pH electrodes.56 Although pH measure-
ments are perhaps the most widely used analytical techniques
the potential response of the glass electrode and their modus
operandi are still a matter of debate. The glass electrode is
usually described by the ion exchange theory suggested by
Nikolsky in 1937 assuming an exchange between cations and
protons at the surface of the glass in what is sometimes referred
as a glass gel layer.57 An alternative explanation based on the so-
called adsorption theory was proposed earlier by von Lengyel in
1931 who had studied quartz membrane electrodes and
concluded that the potential drop is caused by a difference in
the concentration of charge carriers in the “adsorption layer”
relative to that in the solution.58

Within the framework of the “Discrete Helmholtz”model, we
can say that due to the amphoteric properties of the hydrated
glass surface, the presence of charges either positive (protonated
hydrated group, e.g. –SiOH2

+) or negative (de-protonated group,
e.g. –SiO�) at the surface creates a potential difference between
the surface and the bulk on either side of the solid phase. In
a glass electrode, the inner compartment has a xed composi-
tion, and a change of pH of the analyte is monitored directly as
a variation of the surface polarisation of the glass on the analyte
side of about 60 mV/bulk pH. Although this approach consid-
ering a difference of surface charges on either side of the glass
membrane is an oversimplication of a rather complicated
system, where the glass composition is usually not disclosed by
pH electrodes manufacturers, it shows how the variation of the
bulk pH values in the analyte can bemonitored bymeasuring the
difference of potentials between the two solutions separated by
an insulator such as a quartz membrane. The same argumen-
tation can be used for pH-FETS (pH sensitive eld effect tran-
sistors) where a silica gate is deposited on top of a FET.59
Fig. 8 Schematic representation of an ion-exchange membrane –
electrolyte interface. In the framework of the “Discrete Helmholtz”
model, the potential drops between two ionic monolayers at the
interface.
Discrete Helmholtz model for ion-exchange membranes

Ion exchange membranes (IEM) are widely used in many
industrial applications ranging from electrodialysis, to
This journal is © The Royal Society of Chemistry 2020
electrolysers and fuel cells.60 The ion-exchange membrane –

electrolyte solution interface is polarised and the potential
difference is classically referred to as the Donnan potential.
This voltage results from the competition between the concen-
tration gradient of the mobile ions and the need tomaintain the
electroneutrality of the inner part of the membrane. The
“Discrete Helmholtz” model for an ion-exchange membrane is
illustrated in Fig. 8. As for the silica–electrolyte interface, the
IEM interface comprises immobile discrete charges in contact
with ions in solution. Here, however, the charges in the solid are
not only present at its surface but also in its bulk. If IEM are now
widely used, it appears that only a few studies are dedicated to
the elucidation of the structure of their double layer. In
a molecular dynamics simulation of polyamide membrane in
contact with a sodium chloride aqueous solution, Kolev &
Freger showed that the interaction between the ions and the
charged sites in the solid was highly localised and compared the
ionic structure as a three dimensional equivalent of the Stern
layer.61 Nevertheless, Galama et al. found that the Donnan
model based on the Boltzmann equation yields a good
description of the membrane – electrolyte interface, given
however that the ion concentration in the membrane was given
by interstitial solution volume and not membrane volume.62

Discrete Helmholtz model and the bilayer lipid membranes

An interesting aspect of liquid–liquid interfaces is that they
have long been considered as model systems to understand the
electrical aspects of polarised biological cell membranes, where
the Gouy–Chapman model is widely applied63 to describe the
charge distribution on either side of the membrane. Indeed, the
situation presented in Fig. 9 shows some similarities with these
systems, assuming that the insulating silica layer is replaced by
the hydrocarbon “tails” of the phospholipids, while the charged
SiO� or SiOH2

+ groups are replaced by their charged or zwit-
terionic “heads”.

The possibility to create a potential difference between two
aqueous layers separated by a hydrophobic solvent with adsorbed
charged amphiphilicmolecules was studied in 1965 by Colacicco.
By injecting small amounts (mM) of sodium dodecylsulfate (SDS)
as anionic surfactant or cetyltrimethylammonium bromide
Chem. Sci., 2020, 11, 10304–10312 | 10309
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Fig. 9 Schematic representation of a phospholipid bilayer polarisation
induced by surface charge asymmetry. The potassium ions inside the
cell are “correlated” to the charged phospholipids according to the
“Discrete Helmholtz” model, whereas the sodium ions are specifically
interacting with the carbonyl groups of the neutral phospholipids.
Please note the absence of Gouy–Chapman diffuse layers in this
representation. Counter charges are not represented for clarity.
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(CTAB) as positive surfactant in one of the aqueous phases,
a polarisation of +140 mV or �150 mV could be induced across
a water–pentanol–water system.64 Interestingly, the potential
difference decreased with the supporting electrolyte concentra-
tion and was dependent on the type of salt used, similarly to what
was observed at the silica–water interface by Brown et al.36 In
a second study, the same author showed that the same systems
could undergo potential inversion of several hundreds of milli-
volts following a change in the composition of the adsorbed
surfactant layer.65 Interestingly, Colacicco concluded this work by
questioning the possible implications of such a “non-concen-
tration” and “non-diffusion” potential in the polarisation of
biological membranes. Recently, Tamagawa et al. showed that it
was possible to induce a potential difference across an ion
impermeable membrane supporting the idea that membrane
polarisation can be generated by controlling the surface charges
on both sides of the membrane and discussed its applicability to
biomembranes.66–69

The resting biological membrane potential has been the
subject of extensive studies. In most textbooks, it is usually
rationalised in terms of the asymmetric distribution of cations
between the outside and the inside of the cells, the semi-
permeability of the cell membrane and the presence of ion-
channel proteins acting as molecular “pumps”.70 In this
respect, the Goldman–Hodgkin–Katz model based on diffu-
sion–migration expresses the transmembrane potential differ-
ence as a function of the relative permeabilities of the different
ionic species (Na+, K+, Cl�) and their concentrations.

At the same time, others suggested that the resting potential
stems from the asymmetry of the charge distribution of the
back-to-back lipid layers, as illustrated in Fig. 9. Indeed, the
phospholipid compositions of the inner and outer layers are
different. For example, in the human red blood cells, the outer
layer is rich in phosphatidylcholine and sphingomyelin, both
being zwitterionic, and various glycolipids; the inner layer is
rich in phosphatidylethanolamine, phosphatidylserine, both
negatively charged, and phosphatidylinositol and their
10310 | Chem. Sci., 2020, 11, 10304–10312
derivatives.71 As for the glass electrode, the asymmetry of
surface charge distribution will result in a potential difference
across the bilayer lipid membrane. Furthermore, although the
charged lipids are mobile within the membrane, they can
nonetheless act as “anchoring points” for the more mobile
cationic counter charges inside the cell, mainly potassium.
Furthermore, even if the outer lipid layer is rather neutral, the
excess of sodium ions outside the cell may cause an ion
“binding” between sodium and the carbonyl groups. Indeed,
specic binding of sodium cations to zwitterionic phospho-
lipids would yield an overall charged group, further able to
polarise themembrane. This situation has been observed by Lee
et al. in molecular mechanics simulations of a sodium rich and
a potassium rich aqueous phases separated by a symmetric
bilayer of phosphatidylcholine.72 In this conguration, the
binding of sodium ions to the exposed phospholipid layer
yielded a potential difference of 70 mV.

In this respect, the nature of the interaction between the
charged heads of the phospholipids and the alkali cations is
still to be determined. It is known that the extent of binding
follows the Hofmeister series, that is, Li+ binds more than Na+

and Na+ more than K+,73,74 which means that the interaction is
not only electrostatic. It also appears that the ion binding
process is endothermic, though spontaneous, which suggests
an entropy driven phenomenon that involves solvent mole-
cules.75 However, it is not clear how many phospholipid heads
are binding with cations.76 Indeed, some studies suggest that
cations bind preferentially to oxygen atoms of the carbonyl
groups77 – similarly to that which is observed for proteins78 –
while others nd no preference for carbonyl or phosphate.79

Nevertheless, these differences might actually stem from the
different parameters used to simulate these systems by molec-
ular dynamics.80

Therefore, biomembranes polarisation can be treated
concomitantly by considering the ionic distribution across the
membrane and its permeability for the different ions using
a diffusion–migration model and by considering an asymmetric
charge distribution of the lipids in the bilayer (Fig. 9). It should
be noted that these two approaches are not contradictory as
both phenomena occur simultaneously, an open question
being: what is the driving force to maintain this steady-state
polarisation?

The role of oxygen, by maintaining oxidative phosphoryla-
tion and glycolysis to produce ATP, which in turn drives the Na+/
K+ ATPase, is key to keeping the cell polarised. The source of the
polarisation stems from redox reactions involving proton uxes
thereby driving ion partitioning and membrane polarisation. In
other words, we would argue that it is not the membrane
structure that xes the transmembrane polarisation, but rather
its respiratory function and the membrane structure that
further accommodates this potential difference by an asym-
metry of the phospholipid distribution.

Overall, even if polarisation effects in biology are very
complex, the “Discrete Helmholtz” model applied to bilayer
lipid membranes suggests that all the transmembrane potential
difference can occur directly at the membrane, without space
charged regions in the adjacent solutions.
This journal is © The Royal Society of Chemistry 2020
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Conclusions

In summary, this perspective shows the remarkable similarities
in the structures of the electrical “double layers” at various
charged insulators – electrolytes interfaces. This similarity
stems from the discrete nature of the charge carriers at inter-
faces which, coupled with the low permittivity of the interfacial
medium, allows a large fraction of the interfacial potential drop
to take place between two correlated ionic layers. The correla-
tion, however, is not strong enough so that the ions can be
considered as adsorbed or immobile; they can therefore take
part in the ionic conduction in the plane parallel to the inter-
face. Consequently, these systems do not present a true “double
layer” structure, that is, a Stern layer and a Gouy–Chapman
layer, but rather a monolayer of correlated ions having a limited
degree of freedom in the direction perpendicular to the inter-
face. This monolayer is conceptually different from the Stern
layer of the classical model where the ions are specically
adsorbed.

The understanding of polarised interfaces is key to many
systems and has a wide range of implications not only in elec-
trochemistry but also in biology. As can be seen above, some
complex interfaces such as the glass pH electrodes or the bio-
membranes are still not yet fully understood. Here, we wish to
put forward the concept of ionic “correlations” between xed
charges or slowly moving anchoring points and mobile counter
charges. Ion correlation differs from ion paring or from specic
adsorption in the sense that the presence of mobile ions around
a xed counter-charge results in local potential differences that
may average in the case of at surfaces.

In the examples discussed here, we illustrate that systems
based on electrolyte–insulator–electrolyte interfaces can be
polarised if the ionised surface charges present on both sides of
the insulator are different. An important aspect of the “Discrete
Helmholtz” model is that potential differences at the surface of
the insulator layer can take place over very short distances
where two face-to-face ionic layers are present.
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