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and Hendrik Heinz *a

Molybdenum disulfide (MoS2) is a layered material with outstanding electrical and optical properties.

Numerous studies evaluate the performance in sensors, catalysts, batteries, and composites that can

benefit from guidance by simulations in all-atom resolution. However, molecular simulations remain

difficult due to lack of reliable models. We introduce an interpretable force field for MoS2 with record

performance that reproduces structural, interfacial, and mechanical properties in 0.1% to 5% agreement

with experiments. The model overcomes structural instability, deviations in interfacial and mechanical

properties by several 100%, and empirical fitting protocols in earlier models. It is compatible with several

force fields for molecular dynamics simulation, including the interface force field (IFF), CVFF, DREIDING,

PCFF, COMPASS, CHARMM, AMBER, and OPLS-AA. The parameters capture polar covalent bonding, X-

ray structure, cleavage energy, infrared spectra, bending stability, bulk modulus, Young's modulus, and

contact angles with polar and nonpolar solvents. We utilized the models to uncover the binding

mechanism of peptides to the MoS2 basal plane. The binding strength of several 7mer and 8mer

peptides scales linearly with surface contact and replacement of surface-bound water molecules, and is

tunable in a wide range from �86 to �6 kcal mol�1. The binding selectivity is multifactorial, including

major contributions by van-der-Waals coordination and charge matching of certain side groups,

orientation of hydrophilic side chains towards water, and conformation flexibility. We explain the relative

attraction and role of the 20 amino acids using computational and experimental data. The force field can

be used to screen and interpret the assembly of MoS2-based nanomaterials and electrolyte interfaces up

to a billion atoms with high accuracy, including multiscale simulations from the quantum scale to the

microscale.
Introduction

Two-dimensional (2D) materials, including graphene, hexag-
onal boron nitride, and transition metal dichalcogenides
(TMDs or TMDCs) such as molybdenum disulde (MoS2) have
received widespread attention in recent years due to their
unique structural, electronic, and conductive properties.1–3 The
compounds have strong polar covalent bonds within the layers
and weaker inter-layer interaction. Specically, MoS2 is widely
used in electrochemical catalysts,4,5 sensors,6 composites,7,8 and
ineering, University of Colorado- Boulder,
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722
photovoltaics.9,10 The surface, interfacial, and mechanical
properties are important for the design of functional materials
and increased control over performance. For example, the
surface properties of MoS2 inuence the performance as
a catalyst in the hydrogen evolution reaction,11 the conductivity
upon specic binding of analytes,12 as well as the performance
in electrode materials and polymer/MoS2 composites.13,14

To-date, however, it has remained challenging to understand
and predict interfacial and mechanical properties of MoS2 and
related 2D materials to support the rational synthesis and
performance in applications. Electronic structure calculations
such as density functional theory (DFT), coupled with experi-
mental data, have yielded critical information on the electron
density and band structures.15 However, DFT calculations are
limited to small scales of hundreds of atoms, insignicant
dynamics, and the uncertainties in property predictions for
transition metals and their compounds such as MoS2 are
high.16–18 For example, computed surface energies19–21 and
elastic constants deviate more than 50% relative to experiment
(Table 1).22 Binding energies of small molecules on heavy metal
This journal is © The Royal Society of Chemistry 2020
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surfaces can have several 100% error depending on the density
functional and available corrections.16–18

Molecular dynamics (MD) simulation has become a reliable
tool to gain insight into the details of molecular motion,
nanoscale assembly, crystal growth, and catalysis. Examples
include peptide–metal binding,23–26 silica–electrolyte interac-
tions,27,28 mineralization of apatite,29 nanoscale forces in
building materials30 and polymer–carbon nanomaterials
composites.31–34 Interpretability of the force eld parameters is
hereby essential to explain and predict the physical and chem-
ical behavior. Parameters that are consistently derived and
explained, rather than numerically tted, achieve multiple
times increased reliability and compatibility as shown by the
interface force eld (IFF) and its surface model database.35–38

In this study, we introduce parameters for MoS2 with record
accuracy (Fig. 1) including validation and application to explain
specic binding of peptides and amino acid residues. Inter-
estingly, a number of modeling studies since the 1980s have
attempted to characterize the interfacial and surface properties
of 2H-MoS2 (Table 1).39–50 However, the results are poor since
earlier force elds consist of empirical tting parameters that
are missing a chemical interpretation. Available potentials
neglect the polarity of Mo–S bonds and use energy expressions
Fig. 1 Model of a 2H-MoS2 unit cell (from ref. 55). The lattice
parameters are a ¼ b ¼ 3.16 Å and c ¼ 12.295 Å under standard
conditions. The atomic charges for Mo and S are +0.5e and �0.25e,
respectively. We describe the structure using two atom types for Mo
and 4 atom types for S, which are necessary to identify unique bonds
and angles. We distinguish one Mo–S bond of 2.37 Å length and five
bond angles q1, q2, q3, q4, q5, of which the q2 angle (:S1–Mo1–S3) can
assume two values q2a ¼ 78.38� and q2b ¼ 134.4� and has no
constraints in the model.

8710 | Chem. Sci., 2020, 11, 8708–8722
other than harmonic, Coulomb, and Lennard-Jones, that are
difficult to use with common models for water, minerals,
organic compounds, and biomolecules.51 Due to the lack of
interpretability and rationale, the parameters by DR (1988),39 BR
(1992),40 FA (1996),41 BE (2003),42 MO (2008),43 LI (2009),48 VA9
(2010),45 DA (2012),46 and JI (2013)47 have considerable devia-
tions (>2%) in Mo–S bond length and lattice parameters in
comparison to X-ray diffraction data for 2H-MoS2 (Table 1). VA8
(2010)45 and VA9 (2010)45 parameters were tested to calculate
vibration spectra, whereby VA9 (2010)45 achieves good agree-
ment in vibration frequencies. Nevertheless, a discussion of the
polarity of chemical bonding and polarizability was not
included, leading to a computed water contact angle of 0� that
deviates 100% from measurements of 69� on freshly cleaved
MoS2 surfaces.52 Similar difficulties to reproduce surface and
interfacial energies, or contact angles, are seen for LI (2009),48

BE (2003),42 and LU (2016).50 The SR (2017)49 parameters for 2H-
MoS2 report better performance in lattice parameters, surface
wetting, and some mechanical properties. However, bond
angles are oversimplied to be octahedral and deviate more
than 30� from X-ray data. Vibration constants lack a justica-
tion and are over 50% (200 cm�1) redshied relative to the
experimental IR spectrum, allowing lipid-like buckling of the
2D MoS2 layers, which are known to be stiff structural rein-
forcements in experiments (Fig. 2). Lennard-Jones parameters
have likewise no documentation and include well-depths for
sulfur that are about twice as high as typical values in similar
chemical environments such as suldes or sulfoxides. As
a result, the parameters offset the cleavage energy more than
+60% from a realistic value and yield a contact angle of diio-
domethane of 0� in simulations, which differs 100% from the
value of 15� obtained in experiments (Table 1). In summary,
lack of chemical understanding and interpretation of prior
potentials cause multiple discrepancies, disables compatibility
and meaningful property predictions.

Step-by-step, we resolved these shortcomings by the logical
development and explanation of a Hamiltonian, applicable to
other 2D materials, and demonstrate improvements in reliability
by more than 10 times compared to earlier models for multiple
properties.37,53,54 Our focus is on reproducing chemical bonding,
lattice parameters, surface energies for 2H-MoS2, as well as
mechanical properties with a minimum of random parameter
search and tting. We explain compatibility with at least 7 force
elds including the interface force eld (IFF), Consistent Valence
Force Field (CVFF), Dreiding, the Polymer Consistent Force Field
(PCFF), COMPASS, Chemistry of Harvard Macromolecular
Mechanics (CHARMM), Assisted Model Building with Energy
Renement (AMBER), All-Atom Optimized Potentials for Liquid
Simulations (OPLS-AA), and others.37 As an example of an appli-
cation, we explain the affinity of various peptides to the basal
MoS2 surface in agreement with experimental observations and
elucidate molecular controls for tuning the binding strength.

The outline of this paper is as follows. Following a brief
introduction of the interatomic potential in different formats
(IFF, CVFF, PCFF, Dreiding, CHARMM, AMBER and OPLS-AA),
we describe the chemistry of MoS2 and the transcription into
interpretable force eld parameters. We discuss, step-by-step,
This journal is © The Royal Society of Chemistry 2020
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Fig. 2 Comparison of the performance of prior parameters and new parameters for the structure of bulk and single-layer MoS2. 3D structure of
MoS2 after 50 ns NPT simulation at 298.15 K and 1.013 MPa with (a) prior parameters (SR 2017, ref. 49) and (b) new parameters. The internal
structure of the prior model collapses while it is maintained very close to X-ray data in the newmodel. (c) An AFM image of single-layer MoS2 with
a thickness of�0.8 nm, showing a planar stiff geometry (reproduced with permission from ref. 56). (d and e) Snapshots of an MoS2 layer after 0.5
ns NVT simulation at 298.15 K in vacuum with prior parameters (SR 2017, ref. 49) and new parameters, respectively. The old parameters lead to
unphysical lipid-like buckling, whereas the new model preserves the shape and allows minor undulations.
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critical information about bonding, structure, vibrations, and
interatomic interactions to derive a consistent classical Hamil-
tonian that reproduces structures and energies. We identify the
origin of errors in prior models and explain how limitations are
overcome, extensible to any other layered materials. Then, we
discuss the validation of structural, vibration, interfacial, and
mechanical properties. As an application, we elucidate selective
peptide binding mechanisms to 2H-MoS2. The manuscript ends
with conclusions. The ESI† provides computational details, force
eld les, and molecular models ready to use.
Results and discussion
Chemical features and their translation into force eld
parameters

Summary of energy expressions. We utilize the energy
expressions of IFF,37 CVFF,68 CHARMM,69 Dreiding,70 AMBER,71

and OPLS-AA,72 which are widely used and suitable for
compounds across the periodic table:

Epot ¼
X

ij bonded

Kr;ij

�
rij � r0;ij

�2 þ X
ijk bonded

Kq;ijk

�
qijk � q0;ijk

�2

þ 1

4p30

X
ij nonbonded

ð1;3 exclÞ

qiqj

rij
þ

X
ij nonbonded

ð1;3 exclÞ

3ij

"�
sij

rij

�12

� 2

�
sij

rij

�6
#

(1)
This journal is © The Royal Society of Chemistry 2020
The energy expressions employ a 12-6 Lennard-Jones poten-
tial, including small differences in combination rules and more
notable differences in the scaling of nonbonded interactions
between 1,4 bonded atoms.29,30 In addition, we report force eld
parameters for the IFF, CFF,73 PCFF,74 and COMPASS75 energy
expressions that employ a 9-6 Lennard-Jones potential,
Waldmann-Hagler combination rules, and include nonbonded
interactions between all 1,4 bonded atoms:

Epot ¼
X

ij bonded

Kr;ij

�
rij � r0;ij

�2 þ X
ijk bonded

Kq;ijk

�
qijk � q0;ijk

�2

þ 1

4p30

X
ij nonbonded

ð1;3 exclÞ

qiqj

rij
þ

X
ij nonbonded

ð1;3 exclÞ

3ij

"
2

�
sij

rij

�9

� 3

�
sij

rij

�6
#

(2)

The force eld parameters in eqn (1) and (2) include equi-
librium bond lengths r0,ij, harmonic bond stretching constants
Kr,ij, equilibrium bond angles q0,ijk, angle bending constants
Kq,ijk, atomic charges qi, as well as the equilibrium nonbond
diameters s0,ii and the nonbond well depth 30,ii. The latter two
parameters are specic to the respective LJ potentials. The
bonded parameters r0,ij, q0,ijk, Kr,ij, and Kq,ijk are used for atoms
that are part of predominantly covalent bonds (bonds with less
than half ionic character). The nonbonded parameters qi, s0,ii
and 30,ii apply to all pairs of atoms, except bonded atoms with
Chem. Sci., 2020, 11, 8708–8722 | 8711

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0sc01443e


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
Ju

ly
 2

02
0.

 D
ow

nl
oa

de
d 

on
 7

/2
1/

20
25

 6
:3

5:
03

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
1,2 and 1,3 covalent connections. Further additive terms for
torsions, out-of-plane, higher order (cubic, quartic) and cross-
terms are not required for MoS2 and have no impact on
compatibility with existing parameters for biomolecules and
inorganic compounds (see Section S2 in the ESI† for more
details).37

Novel representation of structure and chemical bonding. A
critical and central feature is the polarity of the chemical bonds.
Atomic charges represent internal dipoles andmultipoles in the
all-atom model and are considered to be the same for all energy
expressions.36 We assign the atomic charges using the extended
Born model, which captures the nature of chemical bonding
and reproduces interfacial properties with solvents and other
inorganic compounds and organic molecules.36,38 Prior studies
include no rationale for the atomic charges chosen and rely on
ad-hoc assumptions from DFT calculations, which vary from
one density functional or from partition method to another by
several 100%. These approaches cannot consistently describe
internal polarity using point-based charges.36,38,76,77

We further utilized equilibrium bond lengths and bond
angles from reproducible X-ray data. Minor adjustments within
few percent were permitted to account for small superimposed
contributions by the nonbond interactions (last two terms in
eqn (1) and (2)). Prior methods have similarly relied on X-ray
data for the bond length. However, bond angles were over-
simplied or included as empirical t parameters, disregarding
existing experimental knowledge. The parameters for bonds
and angles, for physical reasons, are furthermore about the
same for all energy expressions regardless of 12-6 or 9-6
Lennard-Jones potentials. A small adjustment is recommended
for OPLS-AA, related to different scaling of nonbond interac-
tions between 1, 4 bonded atoms in OPLS-AA (0.5 vdW, 0.5
Coulomb) relative to AMBER (0.5 vdW, 5/6th Coulomb) and
other force elds (1.0 for vdW and Coulomb).37 Differences in
combination rules for 12-6 LJ parameters have negligible
inuence for MoS2 (arithmetic mean of 30,ii in CHARMM and
AMBER versus geometric mean in CVFF and OPLS-AA). Our
force eld considers details of compatibility and portability of
Fig. 3 Comparison of experimental data (red) and results frommolecula
properties of 2H-MoS2. (a) XRD patterns show a good match (experime
identical in experiment and simulation (experimental data from ref. 63
approximated by MD simulation, although the intensities are difficult to r
(see experimental details in ref. 65). A simulated IR spectrum from DFT c
the wavenumbers and relative intensities of the experimental data.

8712 | Chem. Sci., 2020, 11, 8708–8722
chemical features and parameters for 2D materials for the rst
time.

We assigned vibration constants for bonds and angles to
qualitatively reproduce Infrared and Raman frequencies and
obtain reliable mechanical properties. Most earlier models do
not consider realistic vibration frequencies and encounter
stability problems, such as unphysical buckling, detrimental for
the function of the model (Fig. 3). Another critical contribution
are the Lennard-Jones parameters that represent relative atomic
radii, short-range repulsion between atoms, and van-der-Waals
attraction. Earlier studies include no interpretation and vali-
dation for LJ parameters while we discuss and assign the values
consistent with nearby elements in the periodic table and with
cleavage energies. The nonbond diameters s0,ii correlate with
van-der-Waals diameters of Mo and S. The well depths 30,ii play
a critical role to reproduce atomic polarizability, cleavage
energies and, as a result, interactions with solvents, organic
molecules, and other compounds, as veried by contact angles.
The downside of neglecting such balances can be seen in the
work of (SR2017).49 Random (and inconsistent) tting to several
properties including water contact angles was performed,
arriving at a well depth of sulfur that is about 100% too large
relative to similar suldes. For another solvent, diiodomethane,
a 100% mismatch of the contact angle relative to experiment
was then reported, as well as other coarse deviations in surface
energy by +60% and in energy derivatives.

Rationale and implementation. Therefore, our rationale
drastically differs from earlier blind and incomplete tting
methods. We present (1) the rst stable force eld of MoS2 and
(2) at least 10 times higher accuracy in key interfacial properties
(see also ref. 28, 30, 37 and 53). 2H-MoS2 consists of S–Mo–S
sandwich layers with the space group P6/mmc (Fig. 1).55 It is the
most stable polymorph compared to two other polymorphs 1T-
MoS2 and 3R-MoS2 under standard conditions (298 K and 101.3
kPa). The two S–Mo–S sandwich layers in the unit cell are
related by a 180� rotation along the c-axis and, accordingly,
atom types in the 1st layer can be used to describe the 2nd layer.
The atomic positions from X-ray data suggest strong covalent
r dynamics simulation (black) for structural, mechanical, and vibrational
ntal data from ref. 80). (b) The compressibility of bulk MoS2 is nearly
). (c) Experimental infrared data (from ref. 58 and 82) are reasonably
eproduce in MD. MD simulation also captures additional Raman peaks
alculations with the rPBE functional (green) approximately reproduces

This journal is © The Royal Society of Chemistry 2020
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Table 2 Force field parameters for 2H-MoS2 (IFF)

I. Nonbond
Atomic charge
(e)

s (pm) 3 (kcal mol�1)

CVFF, CHARMM,
AMBER,
DREIDING,
OPLS-AA (12-6 LJ)

PCFF, COMPASS
(9-6 LJ)

CVFF, CHARMM,
AMBER,
DREIDING, OPLS-AA
(12-6 LJ)

PCFF, COMPASS
(9-6 LJ)

Mo +0.5 480 501 0.07 0.054
S �0.25 384 398 0.30 0.26

II. Bonda r0,ij (pm) Kr (kcal mol�1 Å�2)

Mo–S 239 118

III. Anglesb q0,ijk (�) Kq (kcal mol�1 rad�2)

q1 and q4 84.32 (OPLS
only: 83.5)c

205

q2 78.38 (q2a), 134.4
(q2b)

d
0

q3 134.4 3.6
q5 78.38 3.6

a The equilibrium bond length (r0,ij) and bond stretching constant (Kr) are the same for all force elds. b The equilibrium bond angles (q0,ijk) and
angle bending constants (Kq) are the same for all the force elds. The values for q0,ijk are equal to data from X-ray diffraction (Fig. 1). We recommend
a minor modication of angles q1 and q4 for OPLS-AA, which uses signicantly different scaling rules for nonbond interactions between 1, 4 bonded
atoms. A complete list of individual angles and angle bending constants is given in Table S2 in the ESI. c The value in brackets is recommended for
OPLS-AA to best reproduce bond length and lattice parameters. The default angle of 84.32� still facilitates good performance. d Two values are
possible for q2: q2a and q2b. The values are represented using an angle bending constant of zero without loss of accuracy (see Table S2 in the ESI
for details).
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Mo–S bonding within the layers and weaker interlayer forces.
Atomic charges were identied as +0.5e for Mo and�0.25e for S,
respectively, with about 10% uncertainty. These values are
consistent with a high atomization energy of Mo, similar to C,
which indicates strong covalent bonding to S according to the
extended Born model.36 The ionization energy of Mo is lower
than that of carbon and the coordination number higher than
in carbon suldes and thiols, indicating more ionic character
(up to +0.8e).36 However, the Mo–S bond is also longer at 239 pm
compared to C–S bonds in CS2 and in thiocarbonyl compounds
at �150 pm, and therefore comparable internal dipole
moments result from a lower Mo charge of 0.50 � 0.05e. The
specic value of +0.50e was conrmed by a good match to
computed contact angles with water and a less polar liquid
(CH2I2), which are both sensitive to internal polarity.

2H-MoS2 has only one Mo–S bond type and more than ve
types of bond angles. For simplicity, we can work with two
atom types of Mo and four atom types of S. The model can
then be designed with ve types of bond angles q1, q2, q3, q4,
q5,39,40 whereby angle q2 can assume two possible values
(78.38� and 134.4�) and an angle bending constant Kq,ijk of
zero (Table 2). When one q2 angle (S1–Mo–S3 angle) would
change, the other q2 angle on the same Mo atom would
change by the same amount (Fig. 1). Our chosen assignment
avoids the denition of further atom types, which is possible
but would increase the complexity of the model. The ve
angles help reproduce the lattice parameters of MoS2, and
This journal is © The Royal Society of Chemistry 2020
the force constants were chosen to reproduce approximate
IR/Raman vibration frequencies from experiments. Bond
rotation and out-of-plane force constants are zero due to the
absence of such deformations among bonded atoms in MoS2.
In some prior models,43,49 only two types of angles, Mo–S–Mo
and S–Mo–S, were included, then resulting in failure to
capture the geometry and bonding environment (Fig. 2a and
b), as well as in bending artifacts and unphysical crumpling
of larger layers (Fig. 2c–e). The new models replicate bending
stability consistent with the at geometry and uniform height
of MoS2 layers seen in AFM images, analogous to earlier IFF
models for clay minerals (Fig. 2c–e).53,78

The assignment of Lennard-Jones equilibrium nonbond
diameters s0,ii was guided by known crystallographic radii,79

according to which Mo is somewhat larger than S, followed by
numerical renement (Table 1). s0,ii assumes a 4% larger
value in the 9-6 LJ potential versus the 12-6 LJ potential to
compensate decreased repulsion.28,30,53 The exact magnitude
of the equilibrium nonbond diameters s0,ii was determined
so that lattice parameters closely agree with experimental
data, and rened in combination with 30,ii to reproduce the
cleavage energy and contact angles. The nonbond well depths
30,ii represent atomic polarizabilities and assume a minor
repulsive role to counterbalance internal Coulomb attrac-
tion. The 30,ii value for Mo is lower than for S since the
positively charged metal atom is less polarizable than the
negatively charged S atom. The well depth of S atoms in MoS2
Chem. Sci., 2020, 11, 8708–8722 | 8713
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(�0.30 or �0.26 kcal mol�1) is about the same as that of S
atoms in thiols and in similar chemical environments.37 In
contrast, well depths in SR (2017) were tted to about twice
this value without explanation.49 We obtain mechanical
properties in the correct range without further parameter
adjustments.

Validation of structural, vibrational, and mechanical
properties

Lattice parameters were tested on a supercell constructed from
multiples of the unit cell (Table 3). The deviation from experi-
ment is consistently <0.5% and the density agrees better than
1% with available measurements. The use of different energy
expressions with minor changes in combination rules causes
only minor changes (Table 3). The accuracy is better than with
DFT and indicates that the force eld mimics the real lattice
conguration with minor discrepancies (Table 1).

Accordingly, the computed XRD pattern is in good agree-
ment with experimental data (JCPDS # 37-1492) (Fig. 3a).80

Likewise, computed mechanical properties show an impressive
match to experiments (Fig. 3b). The compressibility was calcu-
lated under different pressures (0.001, 1, 1.5, 2, 3, 4 kbar) in NPT
molecular dynamics simulations by recording the volume
change in comparison to experimental data.63 The two curves
are essentially identical up to about 2 kbar. Even when the
pressure exceeds 2 kbar, the difference between computation
and experimental data remains under 2%. Further mechanical
properties include the Young's modulus in-plane, computed as
175 � 2 GPa and measured in a range from 170 to 400 GPa.59–62

The agreement is very good and the computed value is similar to
the in-plane modulus of 160� 10 GPa of clay minerals.81 Elastic
properties help to validate the consistency of the force eld
parameters, along with the cleavage energy and hydration
energy, as they represent the second derivatives of the energy
with respect to coordinates. The original energy landscape and
the derivatives agree with experimental data within few %. In
contrast, earlier models feature over 50% deviation of the
original energy (cleavage energy), having no compatibility with
other inorganic and organic compounds.49

The experimental vibration spectrum shows two character-
istic adsorption peaks at 384 and 470 cm�1 that belong to the
infrared-active E1

1u and A1
2u modes of MoS2 (Fig. 3c).58,82 The
Table 3 Lattice parameters for a (18 � 18 � 2) super cell of 2H-MoS2
in experiment (ref. 55) and calculated from NPT molecular dynamics
with the new parameters (IFF) using CVFF, Dreiding, PCFF, COMPASS,
CHARMM, AMBER and OPLS-AA energy expressions at 298.15 K and
1.013 MPa pressure

Method a (Å) b (Å) c (Å) a ¼ b (�) g (�) r0 (Å) r (g cm�3)

Expt (XRD) 56.89 56.89 24.59 90 120 2.38 5.00
CVFF, Dreiding 56.89 56.89 24.50 90 120 2.36 5.03
PCFF, COMPASS 56.92 56.92 24.58 90 120 2.36 5.00
CHARMM 56.92 56.92 24.50 90 120 2.36 4.99
AMBER 57.11 57.20 24.51 90 120 2.37 4.97
OPLS-AA 57.23 57.19 24.57 90 120 2.37 4.96

8714 | Chem. Sci., 2020, 11, 8708–8722
simple classical model with only three bond stretching and
angle bending constants (Table 2) reproduces the frequencies
with a 20–30 cm�1 blue shi (360 and 450 cm�1). In experiment,
also a major A1g Raman band is observed at 409 cm�1. This
band is not visible in the IR spectrum, however, MD simulations
reveal all vibrations regardless of selection rules and the Raman
band can be seen near 410 cm�1 (Fig. 3c). DFT calculations of
the IR spectrum with the rPBE functional are close to experi-
mental wavenumbers and qualitatively reproduce the intensi-
ties.65 An excellent review of vibrational and optical properties is
given in ref. 65. The performance of the classical model relative
to earlier force elds is excellent while, as a limitation, inten-
sities cannot be reproduced without quantum mechanical
details (Table 1).
Surface and interfacial properties

Molecular dynamics simulations of the cleavage energy, MoS2–
water, and MoS2–diiodomethane interactions were carried out
using the NAMD program in comparison to experimental data
and to cleavage energies computed by DFT calculations (Fig. 4
and Section S1 in the ESI†). The cleavage energy of the basal
plane of a layered material is a key material parameter for its
application in devices and for the validation of the model
Hamiltonian. Unfortunately, the quantitative analysis of the
cleavage energy can be challenging in experiments and a wide
range of values from 40 to 121 mJ m�2 has been reported for
MoS2.54,57,83 The differences are related to the surface quality
(well-ordered and clean) and the analysis method. Tang et al.
measured the surface tension of MoS2 basal plane as 110 � 10
mJ m�2 using an in situ transmission electron microscopy
probing technique.84 In 2017, Otyepková et al. used inverse gas
chromatography (IGC) to measure and analyze the surface
properties of MoS2.54 For a natural MoS2 sample, the surface
energy was determined in the range from 99 mJ m�2 at a higher
surface coverage of 20% gas probe to 121 mJ m�2 at a low
surface coverage of 1% gas probe.54 The higher values are likely
closer to the pure system. Separately, we considered data from
quantum mechanics at the DFT level for further reference.
These data tend to be less reliable and show considerable
scatter between 160 and 284 mJ m�2 (Table 1).19–21 On balance,
we consider the data at the lower end for further reference,19

arriving at a best estimate of 150 � 10 mJ m�2 for the cleavage
energy as a reference value. The cleavage energy was computed
with the force eld using molecular dynamics simulations in
the NVT ensemble at 298 K as an energy difference using two
boxes (Fig. 4). One box contained a surface slab of greater than
2 nm thickness separated with a 40 Å vacuum layer (Fig. 4a), and
the other box a combined 3D periodic model of the same
number of atoms without vacuum (Fig. 4b). The results agree
with the target data of 150 mJ m�2 for IFF-CHARMM. The use of
different energy expressions consistently yields 148 � 2 mJ m�2

(Table S4 in the ESI†).
The wetting behavior of MoS2 was studied for two solvents,

polar and hydrogen-bonded water as well as somewhat less
polar diiodomethane (CH2I2), similar to previous studies on
silica surfaces, graphite, and clays.28,34,51 An articial cubic-
This journal is © The Royal Society of Chemistry 2020

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0sc01443e


Fig. 4 Computation of surface and interfacial properties of 2H-MoS2. (a and b) The models used to calculate the cleavage energy comprise
a cleaved surface slab of a thickness of 4 MoS2 layers and a 40 Å vacuum layer, as well as the equivalent 3D periodic bulk system for reference. A is
the surface area. The computed cleavage energy agrees with the reference data from experiments and from DFT. (c and d) Representative
equilibrium snapshots of water and CH2I2 on the 2H-MoS2 surface at 298 K. Computed contact angles q agree with laboratory data without
further adjustable parameters. A new method to determine the contact angle was employed that is less ambiguous than prior methods. It
involves drawing a circle of a size that best approximates the contour of the liquid and reading out the angle between the diameter that ends at
the solid–liquid interface and the diameter aligned with the surface normal (see black construction in c).
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shaped cluster of solvent molecules was located on an extended
MoS2 surface and subjected to MD simulations for equilibration
into a continuous semi-cylindrical liquid continuous in one
dimension (Fig. S1 in the ESI†). We used the convergence of the
total energy versus time to determine the equilibrium state
(Fig. S3 in the ESI†). Aer several nanoseconds, the change in
amplitude was less than 0.01% of the total energy. The contact
angle was measured using a new circle-based method as an
average over 100 snapshots in equilibrium for each simulation
(Fig. 4c and S2 in the ESI†). The circle-based method reduces
biases and uncertainties on the order of �5� associated with
individual readings in earlier studies28,49,50 to a small uncer-
tainty of �2� or only �1�. We obtained a contact angle of water
of 69 � 2� (Fig. 4c) and a contact angle of 15 � 2� for CH2I2
(Fig. 4d) using the MoS2 parameters in IFF-CHARMM format.
The two values closely match data from laboratory measure-
ments on freshly cleavedMoS2 surfaces, which are 69� 3.8� and
15 � 2�, respectively.52 The uncertainty in experimental
measurements arises from differences in advancing contact
angles versus receding contact angles and is included to char-
acterize the overall reproducibility. Quantitative agreement of
computed cleavage energies, contact angles, and mechanical
properties with experimental data without further adjustable
parameters documents an unprecedented level of internal
consistency of the force eld for MoS2 and its suitability for
property predictions of other mixed-phase systems.

For the computation of the contact angles, we used the TIP3P
water model and further tests with the exible SPC water model
This journal is © The Royal Society of Chemistry 2020
yield nearly identical results within �1�. A similarly small
dependence on the water model was found earlier on silica,28

metal,85 and graphite surfaces34 using chemically consistent,
interpretable parameters in IFF.37 Deviations may be larger if
other, chemically inconsistent and non-interpretable force eld
parameters are used. The CVFF parameters of CH2I2 were
updated to reproduce dipole moment, density at 298 K, and
vaporization energy at the boiling point 480 K in agreement
with experimental data (Table S3 in the ESI†).

Earlier computational studies of the contact angle also
involved tuned interaction parameters to match contact angles
of fresh and agedMoS2 surfaces,86 however, in this approach the
chemical changes to the surface such as contamination by
airborne hydrocarbons or oxidation are not considered.65 In our
approach, the interaction parameters have a clear rationale, do
not require customized ts to reproduce contact angles, and
changes in surface chemistry can be explicitly included.

Peptide recognition on MoS2 surfaces and identication of
binding residues

Functionalization of MoS2 with peptides and other functional
ligands nds promising applications in sensing, catalysis,
hierarchical assembly, and 3D-printed biomaterials.4–10 Several
studies on the adsorption of peptide molecules on the MoS2
surface have been reported and indicate that the hydropho-
bicity, aromatic structure and electrostatic properties of amino
acids are important factors affecting adsorption and surface
assembly.87–92 However, experimental data remain qualitative in
Chem. Sci., 2020, 11, 8708–8722 | 8715
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Fig. 5 Adsorption characteristics of three peptides identified by phage display and a control sequence on 2H-MoS2 surfaces in aqueous solution
at 298.15 K and 101.3 kPa from molecular dynamics simulation. Side and top views of adsorbed conformations in equilibrium are shown,
including highlights of specific binding features. Adsorption energies, the average number of displaced water molecules on the surface, and the
percentage of contact time for each residue (within 3.5 Å from the MoS2 surface) are identified. The color code in the bar charts (c, f, i, l)
represents the hydrophobicity according to the Eisenberg and Weiss scale (ref. 98).
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nature, including AFM, TEM imaging, binding information
from concentration measurements, QCM, XPS, CD, Raman
shis, and relative ranking from washing cycles in phage
display. Quantitative binding energies and conformations in
solutions are not accessible. As an example application of this
model, we determine the binding strength and conformations
of eight different peptides on the MoS2 surface in aqueous
solution at pH 7 (Fig. 5 and 6). We discuss the results in the
context of experimental ndings and develop criteria for selec-
tive peptide design. This analysis is not part of our model
derivation.

Choice of peptides and characterization of binding. The
peptides include YSATFTY,92 TSHMSNT, YIPHTPN (this study),
GGGGGGG (a control sequence), three mutants YGAGAGAY,
RGAGAGAR, EGAGAGAE,89 and another control peptide
TLTTLTN (a Pt binding peptide)93,94 with sequences given in N
/ C order. We monitored the conformations, adsorption
energies, average number of displaced water molecules, as well
as the contact time of individual amino acid residues on the
surface (Fig. 5 and 6). We utilized the IFF-CHARMM parameters
for molecular dynamics simulations with multiple replicas and
30 ns and 100 ns simulation time. The models included single
8716 | Chem. Sci., 2020, 11, 8708–8722
peptides dissolved in 2000 water molecules (TIP3P model) at
a low surface coverage of 8% to 20%. The onset of equilibrium
was determined using convergence of the total energy versus
time as previously reported (Fig. S3 in the ESI†).24,26,95 The
adsorption energy corresponds to the difference between the
average energy of the peptide in the adsorbed state versus the
average energy of the peptide desorbed from theMoS2 surface at
>4 nm distance.24 The average number of water molecules dis-
placed by the peptides upon adsorption equals the difference in
the number of water molecules within 3.5 Å distance from the
MoS2 surface atomic layer. 3.5 Å is the typical thickness of the
rst layer of water molecules in contact with the MoS2 surface,
and the structure of this water layer is most affected by the
surface and by adsorption of the peptide. The contact time for
each residue with the surface was measured in % of time, equal
to the number of snapshots in which any atom of the residue
was located within 3.5 Å from theMoS2 surface in relation to the
total number of snapshots in equilibrium (at least 1000). Full
details of the methods, including a Python script, are described
in Section S1 in the ESI.†96

Binding affinity and molecular mechanism. The peptide
sequence YSATFTY, containing acylated N-terminal and
This journal is © The Royal Society of Chemistry 2020
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Fig. 6 Adsorption characteristics of three peptide mutants (from ref. 89) and a control sequence (from ref. 93) on 2H-MoS2 surfaces in aqueous
solution at 298.15 K and 101.3 kPa frommolecular dynamics simulations. Side and top views of adsorbed conformations in equilibrium are shown,
including highlights of specific binding features. Adsorption energies, the average number of displaced water molecules on the surface, and the
percentage of contact time for each residue (within 3.5 Å from the MoS2 surface) are indicated. The color code in the bar charts (c, f, i, l)
represents the hydrophobicity according to the Eisenberg and Weiss scale (ref. 98).
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amidated C-terminal groups, was identied in phage display
experiments as the strongest known binder to the MoS2 surface
to-date (Fig. 5a–c). The peptide shows the largest negative
adsorption energy (DEads) of �86 � 6 kcal mol�1 and enables
continuous assembly of ordered peptide lms on MoS2 surfaces
(see also Section S3 in the ESI†).92 A single molecule of YSATFTY
replaces about 25 water molecules on the MoS2 surface and
binds via the backbone with all groups, especially the side
groups Tyr and Phe. The phenyl rings allow effective epitaxial
packing onto supercial sulfur atoms with optimum van-der-
Waals contacts (highlight in Fig. 5b). Simultaneously, the OH
groups in Tyr and in other residues maintain favorable inter-
actions with water (Fig. 5a). The peptide YSATFTY also adsorbs
strongly due to limited solubility in water, which can be seen in
a transition from a globule-like equilibrium conformation in
solution to a largely at-on conformation on the surface within
less than 10 ns simulation time (Movie S1 in the ESI†). Next, the
peptide TSHMSNT was identied as a strong binder in phage
display (Fig. 5d–f). However, the adsorption energy was only
�19 � 2 kcal mol�1 and the peptide only replaced 4 water
molecules on theMoS2 surface. The gap between TSHMSNT and
YSATFTY is large since residues for strongest binding (Tyr, Phe)
This journal is © The Royal Society of Chemistry 2020
are missing. Even though contact times are similar to YSATFTY,
the contact area per residue is low. Asn and Met contribute
signicantly to binding while Ser and Thr provide mainly
backbone exibility. His, in the non-protonated state, prefers to
stay in solution as the nitrogen atoms in the imidazole side
group carry negative charges of �0.7e and �0.36e, respectively
(highlights in Fig. 5d and S4 in the ESI†).

Peptide GGGGGGG was tested as a control sequence to
examine the contribution of the backbone to adsorption
(Fig. 5g–i). The computed binding energy of �9 � 2 kcal mol�1

concurs with no specic binding expectations, although it is
quite signicant given the absence of side groups. GGGGGGG
displaced 2.7 water molecules and aliphatic hydrogen atoms of
the Gly backbone were found closest to the surface. The linear
conformation, related to the absence of intramolecular
hydrogen bonds, shows that exible backbone contact alone
does not lead to strong binding. A similarly small binding
energy of �8 � 3 kcal mol�1 was observed for the peptide
YIPHTPN (Fig. 5j–l). YIPHTPN was identied as a weak binder
in phage display and contains the potentially strongly binding
Tyr. However, two Pro residues introduce local helicity in the
backbone and drastically reduce effective surface contact
Chem. Sci., 2020, 11, 8708–8722 | 8717
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Fig. 7 Relationship between the adsorption energy of peptides and
the number of replaced water molecules in the first molecular layer on
the MoS2 surface. On average, every replaced water molecule
contributes �3.3 kcal mol�1 binding energy.
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(highlights in Fig. 5j).97 Steric hindrance also originates from
bulky Ile. Hydrophobic side groups, such as –CH3 in Ala
(Fig. 5a–c) and butyl groups in Ile (and Leu) seek surface contact
with MoS2 to avoid contact with water. Similarly, aliphatic
hydrogen atoms in Pro and Thr had van-der-Waals interactions
with the MoS2 surface with limited contact area. Thereby, large
Pro, Ile, and Leu groups diminish potential binding of neighbor
groups through steric demand. In YIPHTPN, His maintained
contact with the surface due to conformation constraints from
neighboring Pro residues.

The order of computed adsorption energies for these four 7-
mer peptides agrees with the relative binding affinity according
to experimental data from phage display. Adsorption energies
vary widely from�86 to�8 kcal mol�1 and the data clearly show
that side groups have a greater inuence on the adsorption than
the backbone.

Furthermore, we examined three 8-mer peptide mutants with
differently charged end groups YGAGAGAY (�0), RGAGAGAR
(+2)$2Cl� and EGAGAGAE (�2)$2Na+, which have been charac-
terized in experiments by Hayamizu's team (Fig. 6).89 The
computed adsorption energies are �26 � 2 kcal mol�1, �17 �
3 kcal mol�1, and �6 � 2 kcal mol�1, respectively, and match the
order of the experimental binding affinity. The neutral peptide
YGAGAGAY was most attracted to the MoS2 surface, whereby the
aromatic ring in Tyr undergoes coordination with polarizable
sulfur atoms on the surface, and the phenolic OH group main-
tains favorable contact with water (Fig. 6a–c). The GAGAGA
backbone, however, does not leverage binding. In comparison,
the peptide YSATFTY with the strongest adsorption
(�86 kcal mol�1) also contains two Tyr residues located at the
ends with similar coordination on the surface, plus additional
binding residues in a suitable sequence (Fig. 5a–c). We also noted
that Tyr in a terminal position, such as in YIPHTPN, can result in
marginal adsorption strength (�8 � 2 kcal mol�1 in Fig. 5j–l).
Then, the 2 Pro residues induce 2� local helical twists that
disrupt contact with the surface andmake binding of Tyr and Asn
ineffective (Fig. 5j–l). Therefore, the effect of individual residues is
not the only reason for the high binding affinity, but also the
sequence along the backbone. Among the charged mutants, the
positively charged peptide RGAGAGAR (+2) clearly prefers the
MoS2 surface (�17 kcal mol�1) over the negatively charged
peptide EGAGAGAE (�2) (�6 kcal mol�1). Hereby, multiple
positively charged H atoms at the N atoms in the guanidinium
group (+0.4e) coordinate in a well-matched geometry at least three
negatively charged sulfur atoms (�0.25e) exposed on the MoS2
surface (Fig. 6d–f). Therefore, Arg signicantly binds to the MoS2
surface. In contrast, the peptide EGAGAGAE with negatively
charged carboxylate groups does not coordinate well with the
MoS2 surface, which consists of negatively charged sulfur atoms
while the positively charged Mo atoms (+0.5e) are tucked away
underneath the surface (Fig. 6g–i). Weak backbone contact (1.9
water molecules replaced) plus some repulsion of Glu lower the
binding energy to �6 kcal mol�1, consistent with lowest binding
strength and instability of EGAGAGAE peptide lms on MoS2
surfaces in experiments.89

A small binding energy of �6 � 2 kcal mol�1 was also
observed for a Pt-binding peptide TLTTLTN (T7)93 (Fig. 6j–l).
8718 | Chem. Sci., 2020, 11, 8708–8722
This control sequence, identied by phage display against
a different material, was also expected of random affinity to
MoS2. The simulation predicts, in agreement, no specic
attraction towards the MoS2 surface and only 1.6 displaced
water molecules. Leu diminishes binding, like Ile in YIPHTPN
(Fig. 5j–l), for steric reasons and lack of strong affinity. The high
Thr content in TLTTLTN allows conformational exibility and
favorable interaction with supernatant water, which, in the
absence of strongly binding residues, lowers attraction to the
MoS2 surface (highlights in Fig. 6j). We therefore recognize that
several neutral polar groups in TLTTLTN, without other resi-
dues that induce a specic geometry match to the MoS2 surface
(e.g., Tyr) or a match in polarity (Arg), tend to be more attracted
to water and result in weak adsorption. In comparison,
GGGGGGG without any specic side groups shows slightly
better adsorption (�9 kcal mol�1) (Fig. 5g–i).

Surface interactions can also be further characterized by free
energy calculations. However, the computational expense is
high and we consider the average contact time of individual
residues as a comparable measure.

Prediction of binding selectivity, ranking of amino acids,
and discussion in the context of prior studies. The results show
in unprecedented detail how simulations can be used to obtain
quantitative forecasts of peptide affinity to MoS2 for any amino
acid sequence. Overall, the binding energy shows a linear
correlation with the number of displaced water molecules on
the MoS2 surface (Fig. 7). Peptides that facilitate more exchange
have a larger negative binding energy. The release of more water
molecules into the bulk solution allows the formation of more
hydrogen bonds with each other compared to water in contact
with the partly hydrophobic MoS2 surface. Simultaneous
adsorption of the peptide backbone to the surface and forma-
tion of hydrogen bonds between protruding side groups and
supernatant water molecules is also favorable (Fig. 5a). The
peptide YSATFTY exhibits only few gaps in contact with the
MoS2 surface, followed by signicantly less surface contact of
peptides YGAGAGAY, TSHMSNT, and RGAGAGAR (Fig. 5 and 6).
This journal is © The Royal Society of Chemistry 2020
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Weakly binding peptides GGGGGGG, EGAGAGAE, YIPHTPN,
and TLTTLTN replace only a minor amount of water molecules.

The wide range of possible binding energies thus arises from
concerted interactions of multiple amino acids with the surface.
Strongly binding residues include Tyr due to epitaxial t and
a polar OH group that enhances contact with water, as well as
Phe (and likely Trp). Binding is also enhanced by Arg due to
a good epitaxial t of the guanidinium group to the MoS2
surface and matching of positive atomic charges to opposite
MoS2 surface charges. Some electrostatic binding may occur for
Lys, although without the geometry advantage of Arg. Asn, Gln,
and Met tend to somewhat support binding. His, in the non-
protonated state, has reduced surface attraction due to negative
charges on the nitrogen atoms. Ser and Thr allow backbone
exibility and interactions with water. Gly and Ala (and likely
Cys) also support exible conformations and are weak binders
themselves. Val has unfavorable effects on adsorption due to
steric hindrance. Leu and Ile are sterically demanding and tend
to reduce adsorption even further. Negatively charged residues
such as Asp and Glu diminish adsorption due to unfavorable
electrostatic interactions. Pro induces helicity in a peptide and
strongly disfavors binding by lowering the number of displaced
water molecules.

These trends are largely supported by further experimental
observations. A study of two amyloid peptides in contact with
MoS2 (SNNFGAILSS and GLMVGGVVIA) reported stronger
binding of Ser, Asn, and Phe to MoS2 than binding of Met, Val,
and Leu.87 Investigations of the binding of a dodecapeptide
(HLLQPTQNPFRN) to MoS2 suggested signicant binding of
Phe and His to MoS2, as well as some binding of Arg, and no
binding of Leu.90 These data, however, are at least partly based
on simulations and have some uncertainty. Other reported
peptides with high binding constants in experiments include
GVIHRNDQWTAPGGG and DRWVARDPASIFGGG, as well as
a weakly binding/non-binding peptide SVMNTSTKDAIEGGG.88

The interpretation of binding residues in ref. 88 relied exclu-
sively on MD simulation with a misleading force eld, indi-
cating Val, Pro, and Trp as binding residues, whereas Val and
Pro are expected to bind weakly according to other studies. A
more likely interpretation of the experimental data in ref. 88 is
to consider Trp, Phe, Arg, Asn, Gln, and perhaps His as signif-
icantly binding residues in the rst two peptides, with Ser and
Thr serving as linkers for conformational exibility. These
binding residues, except 1 Asn, are missing in the 3rd

nonbinding peptide, and only 1 intermediately binding Met is
present, explaining the difference in relative binding strength
and far lower adsorbed amount in experiment. Tyr was clearly
the strongest binder in the series of X-(GA)n-X peptides, fol-
lowed by Arg, as analyzed in detail here.89 Studies of the self-
assembly of two other peptides on MoS2, LEY (LEYLLEYLL)
and LKY (LKYLLKYLL) show strong binding of Tyr and a trend
towards more adsorption of LKY than LEY at low peptide
concentration (comparable to single peptide adsorption
considered here).91 Preferred adsorption of the positively
charged, Lys-containing peptide LKY over the negatively
charged Glu-containing peptide LEY agrees with our interpre-
tation.89 At the same time, very different assembly patterns were
This journal is © The Royal Society of Chemistry 2020
observed for multiple LKY and LEY peptides.91 LKY showed
higher affinity to MoS2 and larger lm thickness at low peptide
concentration in contrast to higher stability of LEY at high
peptide concentration. The major driver for binding was clearly
Tyr in both cases.89,91

In summary, simulations and available experimental data
enable a consistent interpretation of peptide binding to MoS2
and design rules for MoS2-binding single peptides. Computa-
tional screening allows quantitative forecasts of peptide affinity
for new amino acid sequences in atomic detail, many times
better than with existing force elds. Our analysis further shows
that traditional descriptors such as amino acid polarity,
hydrophilicity, aromaticity, and charge are not sufficient to
identify the multifactorial rules of binding. The reason is that
such identiers only characterize the peptides and neglect the
unique surface chemistry and geometry of the substrate. For
example, there is no direct correspondence between the contact
time of the peptides and the number of hydrophobic groups or
the sum of hydrophobicity indices. Design rules are uncovered
when considering the chemistry of both the substrate and the
peptides, as previously shown for metals and oxides.95,97,99–102

The binding strength also further depends on surface coverage,
pH, and ionic strength.103 The assembly of multiple peptides
and lms across large areas remains challenging to predict,
however, computational screening and experimental studies
can take these conditions into account and be used in tandem
to accelerate progress.
Potential broader uses and applications

The models can be applied to study protein-, DNA-, lipid-, and
polymer-MoS2 nanomaterials in 4D resolution, MoS2 electrode–
electrolyte interfaces, as well as mixed MoS2 materials with
graphene, metals, and minerals in composites and capacitors.
Molecular dynamics simulations allow the quantitative,
dynamic analysis at the level of individual atoms and functional
groups up to the 1000 nm scale and support the discovery of
specic materials formulations and properties. Substitutions by
dopant elements can be implemented by changes in atomic
charges and LJ parameters (similar to clay minerals, see ref. 53).
The reliability of the simulations relative to experimental data is
multiple times higher than prior force elds and clearly better
than DFT, opening up interesting perspectives for computation-
driven discoveries. The consistent representation of chemical
bonding, structure, and energies allows coupling with
quantum-mechanical methods at the local scale to analyze the
complete electronic structure, as well as integration with coarse-
grain and continuum models towards the micrometer scale.
Stress–strain curves including failure can be computed by
replacing the harmonic bonded potential for Mo–S bonds with
a Morse potential (IFF-R).
Conclusions

We present interpretable force eld parameters for atomistic
simulations of MoS2 and related nanomaterials and biomate-
rials, compatible with major force elds and programs for
Chem. Sci., 2020, 11, 8708–8722 | 8719
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molecular simulations (IFF, CVFF, PCFF, DREIDING,
CHARMM, AMBER, and OPLS-AA). The models reproduce
lattice parameters, infrared frequencies, surface and interfacial
properties, as well as mechanical properties relative to experi-
ments in multiple times higher accuracy compared to prior
models. Prior force elds for MoS2 fail to reproduce the physical
structure and energies relative to experimental data due to lack
of a rationale for parameters and severe internal inconsis-
tencies. The model overcomes these limitations and bypasses
questionable assumptions in DFT by reliance on reproducible
experimental data and established theory, performing clearly
better than current density functionals in interfacial and
mechanical properties.

We utilized the models to analyze the binding mechanism of
8 different peptides on the MoS2 surface in aqueous solution.
Specic amino acid sequences lead to a wide range of adsorp-
tion energies from �6 to �86 kcal mol�1. More surface contact
and release of surface-bound water increase the negative
binding energy. We ranked all 20 amino acids in relative
binding strength, consistent with the interpretation of extensive
experimental data and insight from simulation. Strong binding
is mediated by aromatic amino acids via favorable epitaxial
coordination to supercial sulfur atoms (e.g., Tyr, Phe), by
positively charged Arg through complementary charge distri-
bution and geometry of guanidinium groups to the supercial
sulfur lattice. Conformationally exible, weakly polar residues
with side chains can support binding and simultaneously
contribute favorable hydrogen bonding to water molecules in
the solution phase. Negatively charged residues diminish
binding due to mild electrostatic repulsion, and bulky hydro-
phobic residues (Pro, Ile, Leu) strongly diminish binding and
surface contact. The binding selectivity arises from unique
properties of the peptides and of the surface, and is not possible
to derive using traditional criteria such as hydrophobicity that
only focus on the organic molecules and neglect the substrate.

The models explore the performance limit of current energy
expressions and can be used for property predictions of MoS2-
containing nanomaterials and biomaterials, as well as in-depth,
full atomic-scale characterization of assemblies up to a billion
atoms. Full electrolyte conditions, realistic dynamics, and
combinations with electronic structure calculations at the local
scale may be used to assess band gaps, conductivity, and cata-
lytic activity. Potential uses include electrocatalysts, super-
capacitors, polymer composites, biosensors, and mixed layered
materials containing MoS2. Coupling with atomic electron
tomography measurements can further correlate crystal defects
with the physical and chemical properties of 2D materials.104,105

Extensions to other 2D chalcogenides are in progress.
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