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Comment on ‘‘Increasing chemistry students’
knowledge, confidence, and conceptual
understanding of pH using a collaborative
computer pH simulation’’ by S. W. Watson,
A. V. Dubrovskiy and M. L. Peters, Chem. Educ.
Res. Pract., 2020, 21, 528

Keith S. Taber

This comment discusses some issues about the use and reporting of experimental studies in education,

illustrated by a recently published study that claimed (i) that an educational innovation was effective

despite outcomes not reaching statistical significance, and (ii) that this refuted the findings of an earlier

study. The two key issues raised concern how the research community should understand the concept

of refutation when comparing across studies, and whether the adoption of inferential statistics in a study

should bind researchers to accept the inferences such tests suggest.

Introduction

A recent paper in CERP (Watson et al., 2020) reported an
investigation of the value of collaborative use of a computer
simulation (a ‘PhET sim’) in undergraduate learning. This was
a quasi-experimental study, and because it was not possible to
meet the conditions for a true experiment (such as randomisa-
tion of participants to conditions) the researchers made pre-test
comparisons between those learners in the innovation and
comparison conditions.† This is a well-motivated and interesting
study, and it is reported in sufficient detail for a reader to
evaluate, and acknowledges that the ‘‘study is best interpreted
with a consideration for its limitations’’ (p. 534).

This comment raises some issues about the interpretation
and presentation of results in this study – issues that actually
arise quite widely in experimental research in education
(Taber, 2019). The authors conclude from their study that
‘‘the findings of this research study indicated that the colla-
borative PhET sim positively impacted students’ pH conceptual
understandings, which both supports and refutes the literature’’

(p. 534), but it can be questioned whether this should
be concluded given the reported results. More specifically,
comments are offered regarding two statements found in the
Discussion section of the paper (p. 533):

(i) ‘‘This research study found that collaborative computer
sim group members experienced higher mean scores regarding
pH knowledge and conceptual understanding, and indicated
higher levels of pH-related confidence from the beginning
to the end of the semester when compared to the traditional
group members’’;

(ii) ‘‘our findings refute those of Hawkins and Phelps (2013)
who found no statistical difference in learning gains between a
group of students using a computerized sim on electrochemistry
(treatment) versus a group of students who were taught electro-
chemistry via a traditional hands-on experiment (control)’’.

Implications of adopting statistical
tests

It is common practice when reporting the results of experimental
studies, such as those into the effectiveness of a teaching
innovation, to not only report descriptive statistics (e.g., mean
outcomes on the measures made), but to also use statistical tests
to compare between conditions to see if differences in outcomes
reach statistical significance. In their recent study, Watson and
colleagues report both mean values for various measurements
taken, and the outcomes of statistical tests. They report a number
of comparisons between the pre-learning and post-learning
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† Watson and colleagues refer to the experimental ‘‘computer sim group/inter-
vention’’ condition, and the ‘‘traditional/control group’’. As well as simplifying
language, a reason for preferring different terms here is that arguably both
conditions were interventions (i.e., activities intended to bring about learning),
and – as the authors acknowledge (p. 534) – there was no genuine control
condition: for example, the two groups may have spent different amount of time
working with the materials. The term comparison condition is widely used when
there is no strict control condition.
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measurements (see my Table 1), and between the two condi-
tions (see my Table 2).

In abstracting results for my tables I have for present
purposes only noted whether or not differences found were
considered statistically significant (i.e., p o 0.05; n.s. = not
significant), and, where these are reported in the paper, the
p values that such judgements were based on. Table 1 shows
that whilst test scores intended to measure knowledge of pH
do not show sufficient increases to be found statistically
significant, there were statistically significant increases across
two other measures: confidence in understanding of pH, and
conceptual understanding of pH.

The results in Table 1 show that after the learning activities
there were significant increases in these two measures across
both conditions. Tests of significance by themselves offer
limited information, and it is often recommended that effect
sizes should also be calculated to give an indication of the likely
practical importance of any differences found (Sullivan and
Feinn, 2012). Watson and colleagues report having calculated
effect sizes, but only inform readers of their results for two of
these calculations.

These increases in measurements after learning suggest that
the teaching input likely had an effect on both conceptual
understanding and student confidence as these increases
were sufficiently unlikely to occur by chance to be judged
‘significant’. Such conclusions are probabilistic and subject to
assumptions (e.g., that the measuring instruments provided
valid measurements, and that there were no unidentified
confounding variables – such as students independently
undertaking study of the same topic in another course). It is
reasonable to infer that working with the PhET simulation
probably led to improvements in student understanding and
confidence – however the results in Table 1 also show the same
is probably true of the comparison input, and so the results
reproduced in Table 1 suggest both instructional inputs seem
to have an effect, but do not allow any conclusion about
whether one or other input was more effective.

The results abstracted into Table 2 are those which seek to
compare between the two student groups in the different
conditions. As Watson and colleagues are employing inferential
statistics as the basis of their experimental study, Table 2
presents outcomes in terms of statistical significance, and
shows each result was non-significant. Those entries in
Table 2 relating to pre-test measurements are concerned with
testing for equivalence between groups. When it is not possible
to randomise participants to conditions it is quite feasible that
systematic differences between the groups at the outset may be
sufficient in themselves to lead to substantially different post-
test results.‡ Equivalence tests are intended to show groups are
initially sufficiently similar for any differences between them at
that point to be unlikely to be responsible for any significant
post-test differences.

Simply demonstrating that initial differences do not reach
statistical significance (i.e., at a level that would only occur by
chance with very low probability) is a very limited test of
equivalence (Taber, 2013). Any choice of p value is somewhat
arbitrary, but it has been suggested that if using p for this
purpose then a substantially higher value of p, p 4 0.5 (not
reached here when comparing conceptual understanding at
pre-test), should be adopted as a suitable criterion for equiva-
lence (Taber, 2019) – simply because it at least answers the
nominal question ‘‘are the measured differences between the
groups likely to be due to chance variation rather than systematic
differences?’’ with ‘‘probably’’. That would still be a simplistic
treatment. Given how p values are sensitive to sample sizes, more
sophisticated analyses have been recommended (see, for example,
Lewis and Lewis, 2005), and these may involve the subject experts
making a judgment of what would be a large enough difference in
scores to make a practical difference, before actually carrying out
the pre-testing. Yet, whilst Watson and colleagues are not using a

Table 1 Comparisons between pre-test and post-test

What is compared from pre-test to post-test Outcome

Knowledge of pH (all participants) n.s. (p = 0.419)
Confidence in understanding of pH (all participants) Significant increase (p o 0.001)
Confidence in understanding of pH (innovation group) Significant increase (p o 0.001)
Confidence in understanding of pH (comparison group) Significant increase (p o 0.001)
Conceptual understanding of pH (all participants) Significant increase (p o 0.001)
Conceptual understanding of pH (innovation group) Significant increase (p o 0.001)
Conceptual understanding of pH (comparison group) Significant increase [no p value cited]

Table 2 Comparisons between the innovation and comparison conditions

What is compared between conditions Outcome

Knowledge before studying n.s. (p = 0.712) [seen as evidence of equivalence]
Knowledge after studying n.s. (p = 0.460)
Increase in confidence in understanding n.s. [no p value cited]
Understanding before studying n.s. (p = 0.384) [seen as evidence of equivalence]
Understanding after studying n.s. (p = 0.068)

‡ This is still possible when randomisation occurs, but has a low probability,
which is acknowledged in that a statistically significant difference at post-test is
considered to have a low (not but zero) probability of being due to chance events.
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robust test of equivalence in their study, it should be noted they
are following common practice.

Of particular note, however, are those comparisons between
the students in the two conditions at post-test. As shown in
Table 2, these did not reach significance. No statistically
significant difference in measured outcomes was found
between the innovative learning condition using a simulation
and the comparison condition based on reading assignments.§
Yet, as we have seen, the authors conclude that students in the
innovation condition had ‘‘higher mean scores regarding
pH knowledge and conceptual understanding, and indicated
higher levels of [increases in] pH-related confidence’’ and that
‘‘the collaborative PhET sim positively impacted students’ pH
conceptual understandings’’.

There is no logical contradiction between higher mean
scores and non-significant differences. However, Watson and
colleagues appear to be setting aside an important scientific
norm here. In experimental research it is important to set out
in advance both a clear hypothesis to be tested (which they have
done), and the criterion (or criteria) that will be used to reach
conclusions. The use and reporting of inferential statistics
indicates that tests of significance will be adopted as the basis
for inferring whether an experiment has produced a positive
outcome. Here, Watson and colleagues have indeed used such
statistics as the grounds for claiming they have baseline
equivalence at pre-test, but they then set aside the results of
those tests to claim positive outcomes at post-test. This seems
to be the application of a double standard.

Reporting context-directed research

Anyone who has carried out practitioner research may have
sympathy here with Watson and colleagues. It may often seem
to those involved in a study that differences in outcomes that
are non-significant, i.e., not sufficiently statistically unlikely to
reach significance, may still be of practical importance (and
indeed effect sizes may seem more informative here). It may be
useful to consider a distinction that has been made between
theory-directed and context-directed research (Taber, 2013). In
theory-directed research, the main motivation for a study is to
examine a generalisable theoretical question (such as about the
efficacy of PhET simulations in teaching chemistry topics) and
a choice of research site(s) and sample is then made as an
instrumental means of obtaining findings that can be generalised
to a wide range of contexts. In such studies it would seem perverse
to draw conclusions contrary to the outcomes of the inferential
tests undertaken.

By contrast, much research in education is context-directed:
it is primarily intended to better understand, and improve,

teaching and learning at a research site where the investigators
have more than an instrumental interest – often their own
teaching context and students. In evaluating the outcomes of
such research it would seem contrary to dismiss measured
differences that could have educational importance just
because they do not reach statistical significance (especially
if the p value shows a result is statistically unlikely, whilst
not reaching the strict cut-off of 0.05 – as is the case for the
measurement of student conceptual understanding in Table 2).
For practitioners, it may be logical not to discard an innovation
that was measured to have a positive effect but not to be
significantly significant. At the very least, it may make sense
to repeat the experiment with a subsequent cohort to build up
the evidence base.

So, it is suggested that the implications of a study may be
practically different when we ask (a) whether it is sensible for
the investigators to persevere with an innovation in the same
teaching and learning context in future practice, and (b) whether
the experimental outcomes are strong enough to draw generalised
conclusions that justify recommending changes of practice
elsewhere. In the study by Watson and colleagues, there would
seem to be strong encouragement for them to sensibly decide
to proceed with the use of the PhET simulation in their
teaching, and to continue to monitor its effectiveness. However,
the usual conventions of educational research suggest their
findings are not (yet, at least) strong enough to conclude
recommending wide-scale implementation of the innovation
more generally.

What do we mean by refutation?

The other statement which invites comment concerns refutation.
Watson and colleges suggest that their findings ‘‘are in agree-
ment’’ with previous studies that had ‘‘concluded that when
students engage with supplemental multi-media to enhance
traditional lecture instruction, learning gains are realized’’¶ but
refute the findings of Hawkins and Phelps (p. 533). This raises a
question of how refutation is to be understood.

The kind of entity that can be refuted is a statement or
claim. Hawkins and Phelps had made a claim about the out-
comes of an educational experiment carried out in a particular
teaching and learning context. If an attempt had been made to
replicate their study in the same context (say, with the subse-
quent cohort of students) then it is possible there would have
been a different result. Yet, even so, that would not refute the
claim made about the findings of the original study undertaken
with the first sample of learners. Unlike in the physical
sciences, where the findings of research on samples/specimens
of natural kinds (e.g., graphite rods, benzene) can be assumed
to apply to other samples/specimens of the same kinds, gene-
ralisation is more problematic in education (Lederman, 2020;
Taber, 2019, 2020).

§ For conceptual understanding the p value (0.068) was close to reaching
significance – however, if we accept the principle that in an experiment we need
to decide on a criterion for significance before undertaking an analysis, then
strictly we need to treat any ‘almost statistically significant’ result as non-
significant. Readers are told that in this study ‘‘a significance value of 0.05 was
utilized’’ (p. 532).

¶ Watson et al.’s study design did not involve providing ‘‘supplemental’’ experience
to ‘‘to enhance traditional’’ teaching, but (like the research of Hawkins and Phelps)
substituted one learning experience for another.
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If the same simulation had been used to learn about the
same topic with a sample of learners in a different institutional
context, then comparing outcomes between studies would
speak to issues of generalisability across contexts, rather than
confirmation/refutation of the earlier study. It has been argued
that generalisability in studies of teaching innovations needs to
be based on exploring the extent of the domains of learning
contexts where particular pedagogic innovations can be found to
be effective (Taber, 2019). That is, studies of teaching approaches,
or learning resources, undertaken in different educational
contexts should not be seen to confirm or refute each other’s
specific findings, but rather to address issues of the range of
conditions where something might be expected to work.

There are other substantive differences between the two
studies. Whether a study comparing learning from a simulation
about pH with ‘‘traditional reading-based classroom assign-
ments’’ (p. 531) could, in principle, refute the findings of a
study comparing learning from an ‘‘electrochemistry virtual lab
simulation’’ with a ‘‘hands-on experiment’’ (Hawkins and
Phelps, 2013, p. 517) is questionable. The more recent study’s
findings could certainly potentially conflict with any general-
ised conclusion (e.g., that simulations are always/never effective
learning tools), had the authors of the earlier study been bold
(or cavalier) enough to make such a claim, but Hawkins and
Phelps actually concluded that ‘‘more research needs to be
done to determine virtual laboratories efficacy as a replacement
for more traditional hands-on laboratory experiences’’ (p. 521).

The double standard referred to above would in any case
cast doubts over Watson and colleagues’ claim to have refuted
the earlier study, even if this was accepted as an ‘in principle’
possibility. There is surely a ‘sleight of hand’ in first eschewing
the significance criterion in making their own claim for positive
outcomes, and then using this conclusion as the basis for
seeking to refute the results of other researchers ‘‘who found
no statistical difference in learning gains’’. There would seem
to be a logical flaw in a claim that a study that finds no
significant difference in learning gains can refute another study
that also found no significant difference in learning gains.

Recommendations

My intention here is not to criticise a particular study, which as
I noted at the outset has considerable merit. Rather, I think
Watson and colleagues’ work raises issues about the way we
apply ideas about experimental methodology deriving origin-
ally from laboratory work in the natural sciences to teaching
and learning contexts, and highlights the need for the research
community to give more critical attention to the challenges of
educational experiments and how they are best conceptualised
and reported. The discussion in this comment leads me to the
following recommendations:

(1) When it is not possible to randomise study participants
to different conditions, a stronger demonstration of equiva-
lence should be adopted than just checking for a statistically
significant pre-test difference between groups: in particular,

making a judgment of what would be a large enough difference
in scores to make a practical difference, before actually carrying
out the pre-testing.

(2) Where possible, effect sizes should be calculated to offer
a measure of how substantive differences in outcomes between
groups are, and these should be provided alongside the results
of tests of statistical significance.

(3) Once a confidence level has been adopted for use in
statistical tests (e.g., p o 0.05), all conclusions drawn should be
consistent with this level: i.e., positive outcomes should not
be claimed where p Z 0.05. Where authors feel that a non-
significant difference is substantial enough to inform their
future practice, they should be careful to distinguish this
pragmatic stance, from the formal outcomes of the experiment.

(4) Authors should avoid suggesting they have refuted
previous studies (unless a good case can be made that there
is a close replication of the original study) and rather frame
their comparisons in terms of the extent to which findings
between studies support the same generalised conclusions.

(5) Authors should offer sufficient description of the context
of their particular studies to allow reports to contribute to
incrementally developing guidance on the ranges of application
of different types of innovation.
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