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Multitask prediction of site selectivity in aromatic
C–H functionalization reactions†
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Aromatic C–H functionalization reactions are an important part of the synthetic chemistry toolbox.

Accurate prediction of site selectivity can be crucial for prioritizing target compounds and synthetic routes

in both drug discovery and process chemistry. However, selectivity may be highly dependent on subtle

electronic and steric features of the substrate. We report a generalizable approach to prediction of site

selectivity that is accomplished using a graph-convolutional neural network for the multitask prediction of

123 C–H functionalization tasks. In an 80/10/10 training/validation/testing pseudo-time split of about

58000 aromatic C–H functionalization reactions from the Reaxys database, the model achieves a mean

reciprocal rank of 92%. Once trained, inference requires approximately 200 ms per compound to provide

quantitative likelihood scores for each task. This approach and model allow a chemist to quickly determine

which C–H functionalization reactions – if any – might proceed with high selectivity.

1 Introduction

Aromatic and heterocyclic ring systems are ubiquitous in
approved drugs and natural products. Decomposition of
drugs into their ring components demonstrates the high
representation of aromatic motifs.1 Because a substitution at
any position of the aromatic ring can greatly alter the
biological activity profile of a compound, it is imperative to
investigate many substitution patterns during drug
development to build a structure–activity relationship. The
compounds that are often included in an analogue library are
those that can be accessed from a common late-stage
intermediate. A late stage functionalization is desired
compared to an analogue of interest that would require
carrying the substitution through the whole synthetic process.
In an ideal scenario, we would be able to selectively
functionalize an intermediate (or other member of the
compound library) at a specific position of interest at any
point during the synthetic route.

Highly site selective reactions are more broadly useful for
planning, prioritizing, and executing efficient routes in
synthetic chemistry. Achieving high selectivity requires the
use of conditions or substrates that can differentiate multiple
similar reactive sites within the same molecule. Molecules or
routes that include steps with unclear site selectivity may be

discarded by chemists due to the lack of a robust method to
access the target. This is especially true in synthesis
campaigns where separation of isomers is difficult or
prohibitively expensive. The concept of site selectivity has
been highlighted recently with the development and
application of synthetic methods for late stage C–H
functionalization of drug targets2–6 which has spurred new
methods research,7–11 HTS campaigns,12,13 and analytical
techniques.14 Here, we focus on the subset of the prediction
of functionalization reactions that target aromatic C–H
motifs.

Historically, prediction of site selectivity for aromatic C–H
bonds has focused on electrophilic aromatic substitution
(EAS) reactions. EAS is acatalytic and proceeds through a
relatively simple mechanism whereby selectivity is
determined primarily by the stability of the intermediate
cation, allowing for relatively straightforward predictivity.15

Early methods include using Hammett and Taft parameters
to approximate the nucleophilicity of aromatic rings.16,17

Later, models using estimated 1H and 13C NMR shifts (using
ChemDraw's linear additives rules), motivated by the same
principle of estimating nucleophilicity, achieved 80%
accuracy on a collection of 130 EAS reactions limited to
electron rich aromatics and heterocycles.18 When
supplemented with density functional theory (DFT)
calculations,19 the accuracy of predictions was reported to be
>95% on the same dataset and formed the basis for a follow-
up semi-empirical quantum mechanical (SQM) method. The
SQM model predicts selectivity based on estimated energies
of carbocations generated from protonation at each site,
meant to represent potential intermediates.20 Any
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carbocation that is within thresholds of 1 or 3 kcal mol−1 of
the lowest energy structure is marked as a possible site for
reactivity. The RegioSQM method reaches 90% accuracy
within 1 kcal mol−1 and 96% accuracy within 3 kcal mol−1 on
their test set of 525 reactions, although this definition of
accuracy does not penalize the prediction of multiple reactive
sites. More recently, a machine learning approach was
applied to prediction of EAS site selectivity prediction using
calculated descriptors, including RegioSQM carbocation
calculations, and a random forest model to show 90%
accuracy on an external validation set.21 These methods
achieve good accuracy for EAS reactions but require several
minutes per prediction, primarily because multi-conformer
DFT or PM6 calculations are necessary as inputs.

Computational prediction of reaction outcomes has a
plethora of approaches through many years. Early methods
used hand coded heuristics to determine reaction outcomes
and include the programs CAMEO,22,23 EROS,24 IGOR,25

SOPHIA,26 and Robia.27 Later, machine learning methods have
addressed the issue of reaction prediction by using
synthetically-generated mechanistic data,28–30 by scoring
predictions based on heuristically extracted templates from
synthetic31 or experimental data,32,33 or by making direct
predictions of product species also using experimental
data.34–36 These approaches can generalize across a large range
of different reaction types and reaction outcomes, but more
subtle aspects of site, stereo, and regio-selectivity are lost.

A chemist's intuition for site selectivity is based on
structure and rarely reliant on precise calculations. There
have been many approaches to directly learn molecular
function from structure for various prediction tasks, without
relying on fixed descriptors, fingerprints, or other feature
engineering. One such example is the Weisfeiler-Lehman
network, a type of graph convolutional neural network model,
used by Coley et al.36 and Jin et al.35 This model, based on
the Weisfeiler-Lehman graph kernel, operates directly on
molecular graphs containing atom- and bond-level features
to learn a meaningful numerical representation of structure.

We sought to address prediction of site selectivity using
two basic hypotheses. 1) Selectivity can be learned from two-
dimensional structure without calculated atom features or an
explicit 3D conformer, thus reducing the computational
overhead. 2) Any reaction class can be learned simultaneously
using multitask learning, expanding the scope of predictions
beyond EAS reactions.

1.1 Methods

1.1.1 Data preparation. We use Reaxys as our source of
reaction data. We extract two disjoint subsets of C–H
functionalization reactions before pooling them: the first is a
focused set of four EAS reactions (bromination, chlorination,
nitration, and sulfonylation); the second is a broader set of
many different reaction types.

The EAS dataset was extracted by identifying all reactions
where the sole structural difference between reactants and

products is the replacement of an aromatic C–H with a
bromo, chloro, nitro, or sulfonyl group. Matching reactions
were further filtered to only include ones likely to proceed
through EAS by only allowing certain reagents. Brominations
were restricted to reactions using Br2 or N-bromosuccinimide;
chlorinations using N-chlorosuccinimide, sulfuryl chloride,
phosphorus oxychloride, Cl2, or thionyl chloride; nitrations
using nitric acid; sulfonylations using chlorosulfonic acid or
sulfuric acid.

The more diverse dataset was extracted by identifying all
bimolecular reactions where the difference between one
reactant and the product is the replacement of an aromatic
C–H with a single-bonded heavy atom (preserving the
aromaticity of the ring). Matching reactions were categorized
into distinct “tasks” based on the identity of the other
reactant species. Note that tasks are not defined based on the
fragment contributed by the other reactant species, but by its
full identity; this is to separate different means of
introducing the same functional group, as there may be
different selection criteria. Only tasks with at least 100
precedent examples were kept.

Both datasets were further filtered to exclude any reactions
with <50% yield, due to our inability to know with certainty
that the reported product was the major product (i.e., the site
of C–H activation was the most favorable site). The data was
further filtered to include only reactions that have more than
one aromatic C–H site in the reactant which left 58k
examples. It is important to note that the training data is not
uniform in its distribution across tasks. For example, of the
127 tasks there are 16k bromination examples with the next
highest task having 5.7k examples and many only have 100
examples; a detailed description of the different tasks can be
found in the ESI† (Table S1). Reactant symmetry was taken
into account when preparing ground truth labels of the most
favorable site. We use an 80 : 10 : 10 split for training,
validation, and testing within each task using a pseudo-time
split37 validation based on the date each reaction appeared
in Reaxys; this is intended to simulate a prospective
prediction of site selectivity based on our current body of
knowledge. Performance on the validation set was used for
early analysis of hyperparameter settings as well as early
stopping during training.

1.1.2 Model architecture. The overall architecture uses the
WLN encoder coupled to a feed forward neural network as
the site predictor.36 The WLN encoder uses an undirected
molecular graph where the nodes are atoms v and the edges
are bonds (u,v), which can be prepared from input SMILES
strings. All atom descriptors are calculated using RDKit.38

The local atom environment is calculated by initializing each
atom v with a feature vector fv in one of two ways: 1)
including only structural features representing atomic
number, formal charge, explicit and implicit valence, and
aromaticity, or 2) also including features representing the
total number of hydrogens, aromaticity of neighbors, atom
contributions to Crippen logP and molar refractivity,39 total
polar surface area, accessible surface area, electrotopological
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state,40 and Gasteiger partial charges.41 These descriptors are
all atom features which would give a richer description to the
initial atom feature vectors. Furthermore, they can be
calculated quickly using the open source RDKit package and
do not significantly slow down inference. For each bond, its
bond order and ring status are included in a feature vector
fuv.

The atom-centered feature vectors are iteratively updated L
times by sum-pooling a learned embedding of neighboring
atoms at each iteration. The final representation of local
atomic structure is calculated using another learned network.
An attention mechanism42 is included to capture the
influence of atoms further than L bonds away, including
atoms on disconnected molecules; it is used to calculate a
weighted sum of all reactant atoms is to give a global
representation of each atom. Together, the local and global
atom features are used to predict atom reactivity scores for
each task, scaled to between zero and one by a sigmoid
activation function. The sigmoid activation function is used
so that multiple sites can be predicted as in the case with
symmetry or non-selective reactions and does not force the
model to predict a site if it is not likely as would be the case
with a softmax activation. The WLN and the multitask
predictor are optimized together by minimizing the cross
entropy loss of

−
X
v

yv log pt;v þ 1 − yv
� �

log 1 − pt;v
� �

where yv = 1 if and only if v is the most favorable site of C–H

activation for task t and pt,v is the score assigned to atom v
for that task t. The full mathematical details of the model
can be found in the ESI.†

During inference, a prediction for every atom per task is
made and the overall architecture is shown in Fig. 1.

As a baseline model, we include a multilayer feed forward
neural network that operates only on atom feature vectors fv
to make reactivity predictions in isolation. This model does
not contain any pooling of information from neighboring
atoms.

2 Results and discussion
2.1 Single-task performance

Previous studies employing the Weisfeiler-Lehman graph
convolutional neural network32,35,36,43 formed the basis for
using structure, in the form of a molecular graph, as the
input to site predictions. The Weisfeiler-Lehman neural
network (WLN) is perfectly suited to this task; a local
representation for each atom is calculated and a global
context based using an attention mechanism can be
employed. As proof of concept that the WLN encoder would
allow for learning site selectivity, a single task network was
constructed to predict a score for each atom in a molecule
for four EAS reactions: bromination, chlorination, nitration,
and sulfonylation.

We first evaluate the performance of our model when
training on each selectivity task individually. Table 1 shows
the accuracy of the 4 different EAS reactions on the validation
and test sets. Overall, average to good performance is seen
for each reaction. The highest accuracy was seen with
bromination and nitration reactions which correlates to both
of these reactions having more training data than
chlorination or sulfonylation. The benefit of the 2D graph
representation is that it circumvents the need for conformer
generation and energy minimization which is both time
intensive and does not scale with increasing molecular size.
The results in 1 demonstrate that using the SMILES as an
input to construct the molecular graph allows the WLN
network to learn from the molecular structure without the
need for computationally expensive atom features (e.g., DFT
estimates of partial charge require a workflow of conformer
generation and energy minimization which takes minutes to
hours depending on the size of the molecule).

2.2 Multi-task performance

2.3 Cross-task performance

Since the four previous EAS reactions operate under a similar
mechanism, a model with better performance should transfer

Fig. 1 Overall model workflow. A Weisfeiler-Lehman network (WLN) learns to encode a molecular structure into atom-level feature vectors,
which are used as the basis for a multitask prediction of site-selectivity for many reaction types simultaneously.
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to the other similar tasks. Sulfonylation was removed from
this study since the performance was only 50% for its own
test set. A separate network was trained for each task
(reaction type) and then tested on the validation set for all
the other tasks. Results in Table 2 demonstrate that the
accuracy varies when a model is transferred to another task's
validation set but that these tasks are clearly not
independent. Overall, bromination has the most data and
seems to generalize the best across tasks but nitration with
the second most amount of data does not seem to follow this
trend. Additionally, aromatic scaffolds in each task might not
be very diverse since they are a subset of C–H
functionalization reactions and each task would not
generalize well to others.

To further demonstrate that single task network training/
testing was not a viable option for a larger corpus of
reactions, all 127 tasks were trained/tested on one another. A
heat-map shown in Fig. 2 demonstrates that direct transfer
across tasks is not achievable. A small cross-section is blown
up to show that there are reactions that might not operate
under the same mechanism in the dataset. This is due to two
main factors, 1) not all the tasks are similar in mechanism
and 2) some tasks only have around 100 examples which
might not be sufficient for the structure encoding to be
learned and generalized.

To address the issue of low data availability for some
tasks, a multitask network was constructed so that the
encoder weights are shared. A multitask network imitates the
chemists intuition that within the broad scope of all C–H
functionalization reactions, there are shared mechanisms
driving selectivity (e.g., nucleophilicity, electrophilicity, steric
hindrance, catalyst-directing groups). After calculating
learned atom representation, the representations are fed
through a fully-connected linear layer, summed, and
separated into the individual tasks. A baseline model was
also constructed that performs the atom embedding without
the graph convolution step. Without iterative updating of
neighboring atoms, the baseline model cannot directly learn
structure and results are poor (Table 3). To demonstrate a
baseline model benefits from atom descriptors, simple
features calculated by RDKit§ were included in the input
representation and indeed a significant boost in accuracy is
observed (Table 3). The hypothesis that the atom embedding
calculated by the WLN encoder are a good representation of
the local area around the atom is supported by the similar
performance regardless of whether additional atom features

are included in the input of the WLN encoder (i.e., pre-
calculating these atom properties provides little benefit in
performance).

Table 3 shows that the overall accuracy for single task
prediction is close to or the same as the multitask predictor.
Generally, within each task, the operating mechanism that
defines selectivity is inherent to the task and there is not a
wide diversity of conditions that would lead to differing
selectivity. For example, in the task of coupling
bromobenzene (task labeled Brc1ccccc1), some form of
palladium is listed in the reagents for over 70% of the
reactions. Similarly, reaction conditions (reagents, catalysts,
solvents, etc.) are relatively consistent within a task, so
adding the reagents to the input does not greatly improve the
model performance for most tasks (see ESI† for complete
details). Including reagents can help improve accuracy and is
desirable for cases such a virtual screens or if the chemist
already knows the conditions, but for a chemist's idea
generation it is beneficial to also have a model that would
not require the additional input of reagents.

Examples of the poor predictions are presented in the
ESI.† The only clear trend that arises is due to the time-split
validation we use for evaluation. There are only nine tasks
that have accuracy below 50%; of these, many errors can be
attributed to new chemistry. That is, reports of new methods
often incorporating catalysts/ligand combinations to achieve
unprecedented selectivity. The model is designed to
understand chemical structure and should generalize to new
aromatic cores, but cannot generalize to new chemistry that
significantly alters reactivity and selectivity.

2.4 Comparison to other methodology

Previous methodology, namely RegioSQM,20 achieves high
site prediction accuracy based on enumeration and
calculation of protonated carbocation intermediates in the
EAS pathway.¶ comparison of the WLN methodology to
RegioSQM was limited to bromination reactions for a fair
comparison to the intended application of RegioSQM. 500
reactions were selected at random from our test set for
comparison. 6 of the 500 had either had a structure that
failed to converge or had a proton transfer during
optimization, and were thrown out leaving 494 total reactions
for comparison. The RegioSQM methodology outputs the
lowest energy carbocation and any other of enumerated
carbocations that are within a set threshold of 1 kcal mol−1

as the top predictions. This means that there can be multiple
predictions by RegioSQM. In contrast, analysis of the WLN

Table 1 Top-1 accuracy (%) for single-task models

Model Validation set Test seta

Br2 (N = 13 028) 89.5 (N = 1629) 83.6
Cl2 (N = 2264) 75.6 (N = 283) 82.0
NO2 (N = 4660) 88.7 (N = 583) 87.3
SO3 (N = 57) 71.4 (N = 8) 50.0

a Number of test set examples are the same as validation set
examples.

§ Added atom features to the initial Weisfeiler-Lehman implementation include
atomic number, atom contributions to Crippen log P, Crippen molar refractivity,
total polar surface area, accessible surface area, Gasteiger charge, and atom
electronegativity.
¶ Other methodology by Kruszyk et al. using neural networks was not
implemented for comparison due to the restriction of using inaccessible
software such as Gaussian for DFT inputs. RegioSQM uses free software that is
easily obtained and deployed and furthermore is an input in Kruszyk et al.

neural network implementation.
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uses only the top 1 pick to calculate accuracy. To overcome
this disparity in evaluation between the two methodologies
in how accuracy is defined, analysis was performed by
ranking the predictions. With RegioSQM, the predictions
were ranked by lowest to highest energy conformer and in
the WLN ranking was based on the final atom scores for
bromination (a comparison based on how the authors of
RegioSQM performed analysis is detailed in the ESI†). The
accuracy of the top 1, 2, and 3 choices and the mean
reciprocal rank are calculated and reported.

In Table 4 are the results of this comparison which shows
that the WLN predictions for bromination are more accurate
than those of RegioSQM methodology. Finally and most
important is that 300 predictions by RegioSQM takes over 10
days to complete while the neural network model makes the
same predictions in 6.3 seconds both using 12 CPU cores.
Even when training is factored in for the WLN, the total time
is less than 4 hours for all 130 tasks and 58k total examples

(train/valid/test) on a single GTX 1080 GPU. Although not
surprising that a neural net will make predictions faster than
semi-empirical methods, our approach now makes
application to thousands of molecules tractable.

Some examples of predictions for both methodologies are
shown in Fig. 3. Only the top 1 prediction is drawn for the
WLN and only sites that are within 1 kcal mol−1 of the lowest
energy conformer in the RegioSQM method are drawn. The
first two examples show that the WLN is effective at finding
the correct site and often that correlates with the prediction
from RegioSQM. An advantage of the WLN is demonstrated
by the sites chosen for compound 1 where the WLN chooses
one site and RegioSQM gives 4 predictions one of which is
correct. Predictions for compounds 3 and 4 show that when
the sites with the lowest calculated energies are not the true
reactive site, the WLN can recognize the structure and
furnish the correct position. An interesting pattern is seen
when both methodologies predict the incorrect site where the

Fig. 2 Top-1 accuracy when training on a single C–H functionalization task and testing on another. Columns correspond to the training task; rows
correspond to the testing task.

Table 3 Comparison of results on the test set of different model architectures

Model

Without atom features With atom features

Top-1 acc. (%) MRR (%) Top-1 acc. (%) MRR (%)

Baseline (no WLN) 21.3 45.9 47.6 64.9
Single task 81.8 88.6 81.0 88.3
Multitask 83.1 89.5 84.0 90.1

Table 2 Top-1 accuracy (%) when training on a single EAS task and testing on another

Trained on

Br (N = 13 028) Cl (N = 2264) NO2 (N = 4660)

Tested on Br (N = 1629) 89.5 75.8 70.3
Cl (N = 283) 79.9 75.6 66.1
NO2 (N = 583) 81.3 64.3 88.7
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WLN agrees with the RegioSQM prediction demonstrating
that the structure is indeed learned using the multitask
network. The final examples is one that was shown in the
original publication of RegioSQM methodology where
presumably sterics on the phenolic oxygen disfavor the lowest
energy site from reacting and the WLN correctly identifies
the reactive site.

3 Conclusion

In conclusion, a multitask network was developed to predict
site selectivity of aromatic C–H functionalization reactions
using a Weisfeiler-Lehman encoder for learning predictions
based on structure. Top 1 accuracy of the model on the test
set is 84% with a mean reciprocal rank of 90%. The WLN
achieves similar or better accuracy when compared to semi-
empirical methods and drastically reduces the time for
predictions from minutes to less than a second per molecule.
In addition, the tool can be used to prioritize compounds or
intermediates in a synthetic route that could be accessed
selectively, leading to a more diversified collection of
compounds. Finally, a large corpus of general reactions was
previously used with the WLN architecture for reaction
prediction and this study extends the WLN's capability to
learn very specific site selectivity and reactivity.
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