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In this work, we propose a particle agglomeration (PA) speed-up algorithm to reduce the computational
cost of the CFD-DEM framework based on the coupled solution (CP) of the gas-solid transport and
heterogeneous reaction at the level of each particle in a fluidized bed reactor. The performances of PA are
assessed and compared with the ones provided by the previously proposed operator-splitting (OS) and in
situ adaptive tabulation (ISAT) speed-up algorithm. The analysis is carried out on methanation and steam
reforming systems to investigate different reactions and transport characteristic times under different oper-
ating conditions. The results revealed that OS & ISAT is generally computationally more efficient by provid-
ing a higher chemical speed-up than CP & PA both in methanation (15 vs. 6) and steam reforming (13 vs.
4). However, OS requires a smaller simulation time step with respect to the CP to achieve convergent re-
sults when fast transport/reaction phenomena are considered. Hence, the overall computational cost
might be even larger with respect to the CP despite the ISAT technique. Consequently, the selection of the
best performing algorithm is not trivial and strongly depends on the characteristic times of transport and
reaction which are a function of the local conditions experienced in the bed. Thus, we propose a strategy
to select the most adequate algorithm (i.e., CP & PA or OS & ISAT). The strategy is based on the simulation
of a test reactor characterized by a small computational cost but conceived to be representative of the
chemical and fluid dynamic behavior of the target reactor. This enabled the simulation of a million particle
methanation reactor experimentally investigated in the literature. A good agreement between simulation
and experimental outlet concentrations (error up to 7% for the main species) is observed along with a sig-
nificant 20-fold chemical speed-up.
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Introduction

Fluidized bed technology is of great interest in the context of
important catalytic processes, e.g. methanation'™ or metha-
nol-to-olefin.*> The description of the complex multiphase
fluid dynamics coupled with reactivity is a crucial task for
gaining detailed insights into the system behavior®® and
eventually for designing fluidized systems.’ In particular, re-
active CFD-DEM is usually applied to track a few thousands
of reactive particles in fluidized beds in the order of 10° inert
sand particles in the context of char combustion'® or biomass
gasification.'” In the case of catalytic processes, all the parti-
cles are catalytically active, and a computational cell basis for
the evaluation of the catalytic chemistry is mandatory.’® To
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overcome such a limitation, in our previous work, we pro-
posed a reactive numerical framework,"® based on a computa-
tional fluid dynamics-discrete element method (CFD-DEM)
algorithm,"*"” able to couple the catalytic reactions at the ac-
tive sites with the Lagrangian tracking of each particle in the
fluidized system along with the solution of Navier-Stokes and
transport equations at the reactor scale. However, the applica-
tion of CFD-DEM to dense lab scale catalytic reactors (usually
in the order of 10° particles) is strongly hampered by the com-
putational cost related to the chemistry. In this respect, we
implemented an in situ tabulation speed-up technique'***'’
(ISAT) to reduce the number of required ODE integrations. In
particular, we first implemented the solution of the species
and energy balances in each particle by means of the opera-
tor-splitting’®*® (0S) approach. By doing so, the chemistry
and gas—particle transport phenomena were solved separately,
within a time step for each particle in the system, enabling
the efficient application of ISAT to the chemistry solution,
and the analytical solution of the interphase transport phe-
nomena.”” The combined OS & ISAT speed-up algorithm
showed relevant speed-up factors up to 12 in a reactor of 10*

This journal is © The Royal Society of Chemistry 2020
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particles. However, the accuracy’® and the speed-up™® pro-
vided by the algorithm are dependent on the minimum time
step used to split gas—particle transport and reactions. This
was found to affect the maximum allowed simulation time
step depending on the characteristic times of gas-particle
transport and catalytic reactions. In the case that this maxi-
mum time step of splitting is very small, the computational
cost of the simulation becomes the limiting factor.

In this work, we propose a numerical framework based
on the coupled solution of transport and reaction terms (i.e.
coupled approach, CP). In fact, by accounting the reaction
and the transport at the same time, this method can be a
valuable alternative when OS becomes too limiting in the
selection of the maximum time-step. Moreover, to tackle the
computational burden in the CP approach, we propose a
particle agglomeration (PA) speed-up technique based on
cell agglomeration (CA).*°* According to this speed-up al-
gorithm, similar particles along the fluidized bed are
binned at each time step in computational parcels. The par-
cels are solved by means of the integration of the ODE sys-
tem describing transport and reactions coupled, and the re-
sults of the parcel are finally mapped back to the
underlying particles. As a result, the number of ODE inte-
grations are reduced with a consequent beneficial effect on
the computational time.

To assess the performance of the CP & PA speed-up algo-
rithm with respect to the previously proposed OS & ISAT, we
applied the two algorithms to the reactive CFD-DEM frame-
work"® under different operating conditions. The CP & PA al-
gorithm has provided a very good accuracy and a relevant
speed-up under the investigated conditions. However, when
the selection of the maximum time step turned out not to be
limiting, the OS & ISAT algorithm has provided higher speed-
up factors.

The selection between the two procedures cannot be
performed a priori, especially when complex mixtures are
present. As such, we propose a methodology for selecting the
best algorithm for different cases. First, a small test reactor is
considered and employed to identify the best performing al-
gorithm and to achieve an optimal selection of the parame-
ters of the speed-up technique. Then, the resulting optimal
algorithm is employed for the simulation of the target reac-
tor, where the same numerical tests are very computationally
demanding or even not sustainable.

Thanks to this procedure, we were able to simulate the 1.2
million Geldart A particle methanation reactor, experimen-
tally investigated in the literature by Li and Yang.*® The re-
sults have shown good agreement between the predicted out-
let compositions of the reactor and the experimental data
(error up to 7% for the main species) with a 20-fold speed-up
factor.

All in all, these methods make it possible to simulate flu-
idized bed with a particle resolved description of the chemis-
try and with the number of particles in the order of 10°. The
possibility of accounting for the chemical phenomena at the
particle level with such a number of particles paves the way

This journal is © The Royal Society of Chemistry 2020
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towards the hierarchical refinement®* of Euler-Euler models
for the simulation of devices of technical relevance.

Coupled & particle agglomeration
speed-up algorithm

The governing equations are reported in the ESI{ - section 1.
They consist of gas-phase and particle mass and energy con-
servation equations and the Navier-Stokes equations. These
equations are sequentially solved for a given time step.
Within the time step, the reaction and transport operators in
the mass and energy equations at the particle can either be
treated by means of operator-splitting (OS) or by means of a
coupled approach (CP) - the two operators are simulta-
neously accounted for in the numerical solution. In our previ-
ous work, we presented and assessed the OS approach with
the ISAT technique to speed-up the simulation. Here, instead,
we propose and assess a particle agglomeration (PA) algo-
rithm for the speed-up of the numerical solution of the ODE
system within the CP approach.

PA is a runtime classification technique, based on the cell
agglomeration (CA) algorithm,*® aimed at decreasing the
computational cost through the reductions of ODE integra-
tions by agglomerating similar particles along the fluidized
bed. According to PA, an index (ip) is computed at each time
step for each particle in the domain. This index is a measure
of the similarity among the particles in terms of characteris-
tic variables, i.e., composition, coverages, temperature and
the Reynolds number of the particle. The gas thermo-
chemical and fluid dynamic states are also considered in the
index formula for PA, since they are key factors in the quanti-
fication of gas-solid transfer rates. Then, the particles charac-
terized by the same index are grouped into a computational
parcel which is integrated by the ODE solver. Finally, the re-
sult of the parcel is used to update all the particles that be-
long to that parcel.

The index ip, is computed as follows:

ipy = i‘fi' in (v (1)
Py tOlpA

where NV is the total number of the characteristic variables,
and ¢; is the i-th normalized variable and tolp, is the tolerance
value. The ceiling of the ratio ¢;/tolp, is considered during the
computation of the index in eqn (1) to prevent negative values
of the logarithmic function. Here, differently from the CA algo-
rithm,>*** we consider the logarithmic operator in eqn (1) as a
hash mapping function. This is due to the fact that when sys-
tems with high dimensionality (i.e. NV) are considered, the typi-
cal CA hash function®® could result in numerical overflow in
the evaluation of the index. In eqn (1), tolp, affects the number
of particles per computational parcel: the lower the tolerance
value the stricter the particle similarity criterion, thus resulting
in fewer particles per parcel, and, in turn, larger number of total
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parcels. It is a numerical parameter which is usually determined
by means of a trial and error procedure for the different catalytic
chemistries under investigation.

The normalized variables ¢; are computed as follows:

B ln(yi) - In (yi.min)
S S S S .

where y;max and Y;min are the maximum and minimum
values of the ith variable. In case the minimum value of the
ith variable is zero, a value of y;min equal to 107>° is
employed as the minimum value. In particular, a normaliza-
tion of the variables based on a logarithmic scale ranging
from the minimum to the maximum value of the variable cal-
culated in the fluidized bed has been introduced with respect
to the linear scale usually adopted in the case of CA.**** We
found this choice to be more robust especially in the cases
where there is a strong uneven distribution of the species
mass fractions in the composition space, for instance, during
the simulation of the start-up of the fluidized bed reactor. In
these situations, linear scaling is not able to properly dis-
criminate the sharp transition, thus binning the particles
characterized by different compositions, unless a very low tol-
erance is employed. By using a logarithmic scale, instead, the
classification is refined close to low concentrations, thus im-
proving the efficiency of the classification without reducing
the tolerance.

Once the parcels are generated by means of eqn (1)-(2),
the properties of each parcel are computed as the arithmetic
average of the properties of the particles in the bin. Then, the

Lab Scale Reactor:
initial packed bed configuration

Feed Operating Conditions

Particle Characteristics
STEP 1

Test reactor
selection

Inlet Superficial Velocity and
Particle Number to obtain similar
Fluidization Ratio and GHSV

View Article Online

Reaction Chemistry & Engineering

parcel is integrated, and the results are mapped back to each
particle by means of the following formula:**

¥l =30 + 0 — ¥2) 3)

where y? , and y{p are the initial and final conditions of the
particle, whereas y? b and y{ p are the initial and final condi-
tions of the parcel where particles have been agglomerated.

Procedure for the selection of the
test reactor

The selection of the two procedures (i.e., OS & ISAT and CP
&PA) is not always obvious, especially when several species
are present with significantly different diffusion properties.
Here, we propose a methodology for selecting the best algo-
rithm and for tuning its parameters. As shown in Fig. 1, a
small test reactor — which retains the features of the target
reactor - is considered and employed to identify the most
adequate algorithm and to optimally tune the parameters of
the speed-up technique. In particular, once the test reactor
is selected (step 1), CP & PA and OS & ISAT are assessed by
using this test reactor and for the process under investiga-
tion, thus avoiding the simulation of the massive number
of particle reactor. By means of this step, the choice of the
best performing speed-up algorithm and the tuning of its
appropriate tolerance are carried out (step 2). Finally, the
simulation of the lab scale reactor is performed adopting
the selected and properly tuned speed-up algorithm (step 3).

Crucial for the reliability of the procedure is the selection
of the test reactor. The geometry of both the test bed and

STEP 3
Simulation of the lab scale
reactor with reactive CFD-

DEM and the chosen and
tuned speed-up algorithm

STEP 2 0S & Coupled
Selection and tuning ISAT
of the best 5

speed-up algorithm

Comparison of species distribution
predicted by reactive CFD-DEM with
and without speed-up algorithms

Fig. 1 Schematic representation of the three step strategy for the selection of the best performing algorithm along with the tuning of its
parameters. First, a test reactor is designed to provide similar fluid dynamic and chemical behaviour of the target reactor. Then, the most adequate
algorithm is found by comparing the accuracy and speed-up evaluated for the test reactor. Finally, the selected approach is employed to carry out

the simulation of the target reactor.
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particles has to be carefully set to reproduce the target reac-
tor behavior. Moreover, the inlet composition and tempera-
ture along with the inlet superficial velocity must be im-
posed to be representative of the target reactor. In doing so,
it is crucial to ensure that the test reactor shows the same
chemical and interphase transport phenomena occurring in
the target reactor. In particular, the geometry of the bed can
be the same shape of either the lab scale reactor or a
pseudo-2D parallelepipedal reactor, typically used in the lit-
erature for the numerical investigation of small fluidized
beds.”>?” The ratio between the height and width of the
test reactor must be chosen to avoid the occurrence of slug-
ging behavior.>® The mechanical characteristics of the parti-
cles must be the same as the ones used in the target reactor
since they affect the fluidization behavior of the bed.>* The
temperature and composition of the target reactor are
adopted, since they lead to the similar characteristic times
for both the interphase species mass transfer and catalytic
reactions. The inlet superficial velocity and the number of
particles in the bed (and, in turn, the height of the bed) are
finally selected to achieve fluid dynamic and chemical simi-
larities with respect to the target reactor. The fluid dynamic
similarity is obtained by comparing the fluidization ratio of
the two reactors, defined as the ratio between the adopted
inlet superficial velocity and the minimum fluidization. The
chemical similarity is achieved by assuring a comparable
gas-hourly-space-velocity (GHSV) in the test and target reac-
tors. Both fluid-dynamics and GHSV are affected by the
number of particles. Thus, a trade-off between the two con-
straints must be achieved, and it can be reached by using a
maximum ratio of 2 between the GHSV of the two reactors
and between the fluidization ratio of the two reactors to as-
sure an adequate similarity between the test and lab scale
reactors.

Outlet

D=1.5cm
H=9cm
Hyy=1.2cm
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Computational domains and
numerical settings

We focus our analysis on the methanation million-particle
fluidized bed reported by Li and Yang,>® that we use as a
showcase in this work (target reactor). In this section, we
present the numerical details of the test reactor and of the
target reactor used for the analysis.

Million-particle lab scale reactor (target reactor)

The target reactor is characterized by a cylindrical geometry
with a diameter of 1.5 cm and a height of 9 cm, as shown in
Fig. 2. The bed consists of 1.2 million particles, which are ini-
tially packed at the bottom of the reactor. The geometrical
and mechanical characteristics of the particles are reported
in Table 1.

The following numerical settings have been adopted for
the simulation of the catalytic process. An atmospheric pres-
sure has been imposed at the top of the reactor, while a zero-
gradient condition has been assumed for the lateral walls
and for the bottom (i.e., inlet). At the bottom of the reactor,
three superficial velocities equal to 0.162, 0.270 and 0.323 m
s~ have been investigated. A no-slip condition has been im-
posed for the lateral walls of the cylinder. The temperature
and composition of the gas phase have been imposed at the
inlet of the reactor equal to the operating conditions of the
inlet feed stream. A zero-gradient condition has been im-
posed on the remaining boundaries. The simulations are car-
ried out under isothermal conditions. The computational
grid has been generated ensuring a minimum cell-to-particle-
diameter ratio equal to 3.>° Additional information on the
mesh and on the numerical schemes is reported in the ESIf
- section 2.

thit

Inlet, Ug

Fig. 2 Cylindrical reactor employed for the simulation of the lab scale reactor and packed bed configuration adopted as a starting point for the
reactive simulations of the methanation lab scale reactor reported by Li and Yang.%*

This journal is © The Royal Society of Chemistry 2020
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Table 1 Geometrical features of the methanation lab scale reactor
reported by Li and Yang23 along with the particles' mechanical properties

Geometrical properties

Particle diameter Dp [um] 125
Particle density pp [kg m™] 1684
Particle number Np [-] 1244130
Mechanical properties

Young modulus E [Pa] 10°
Poisson ratio v [-] 0.3
Restitution coefficient e [~] 0.8
Friction factor y [-] 0.3

Test reactor

The pseudo-2D parallelepiped geometry employed in our
previous work™ has been chosen. Its dimensions have been
adapted to obtain the reactor configuration (ie. 6 mm
width, 3 cm height and 500 um depth) containing 10* parti-
cles with the same mechanical properties reported in
Table 1. The number of particles is equal to the one simu-
lated in our previous work, which provided representative
fluidization behaviors of the bed and an affordable compu-
tational time. Thus, the inlet superficial velocity has been
selected to be equal to 0.152 m s™* in order to keep a maxi-
mum ratio of 2 between the fluidization ratio and the GHSV
of the two reactors, as reported in Table 2, for the case of
the superficial velocity equal to 0.162 m s™' assumed to be
representative of all the investigated conditions. Finally, the
same composition and temperature adopted in the million-
particle reactor have been used. The simulations are carried
out under isothermal conditions. Additional information on
the mesh and on the numerical schemes is reported in the
ESIT - section 2.

Average quantities, error estimation and speed-up calculation

The average composition of the bed (@) as a function of the
simulation time has been selected as the reference variable
representative of the reactor behavior:'*>*>¢

NP
> Opk
_r

(@), =

4

NP

where k is the k-th simulation time step and NP is the total
number of particles.

Table 2 Fluidization ratio and space velocity of the lab scale reactor
(¢ =15 cm, H =9 cm) and the pseudo-2D test reactor (0.6 cm x 0.05
cm x 3 c¢cm)

Test reactor Lab scale reactor

Fluidization ratio [] 20 40
GHSV [1/h] 70728 40416

282 | React. Chem. Eng., 2020, 5, 278-288
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The accuracy has been assessed by means of the evalua-
tion of the mean global error:"’

NP

>

_ y/ho speed-up
= YpAk Ypﬁk

(5)

€

, NP
where Y, is the vector containing the composition and tem-
perature of the p-th particle in the fluidized bed, and & is the
k-th simulation time step. Moreover, the temporal average of
the mean global error has been used:

NT
>k
k=1
== 6
£7NT (©)
where NT is the total number of time steps composing the
simulation.

The speed-up of the solution of the catalytic particles, i.e.,
the chemical speed-up factor (SP¢), has been computed to
measure the computational gain provided by each speed-up
algorithm:

no speed-up

_ 'k
SPe =~ Specdup @)

Tk

where 7{Pe4VP and p° PeedUP gre the computational cost, i.e.,
the wall clock time, required for the solution of the inter-
phase transport and reaction in all the particles of the bed at
the k-th time step with and without speed-up algorithms. In
the case of parallel simulations, they represent the maximum
computational cost among the processors at the k-th time
step.

Results and discussion

Here, we first present the assessment of the performance of
CP & PA and OS & ISAT in the test reactor configuration for
two different processes, ie., methanation and steam
reforming. The assessment is performed in terms of both ac-
curacy and speed-up. The operating conditions are reported
in Tables 3 and 5. The test reactor for the methanation pro-
cess for the simulation of the target reactor reported by Li
and Yang> has been described in the previous section. For
the case of steam reforming, we have considered the same re-
actor geometry, particle dimensions and number of particles
as well as isothermal conditions of the test reactor for the
methanation case. Moreover, the inlet velocity has been set
equal to 0.128 m s™' to obtain the same fluidization ratio of

Table 3 Operating conditions of the methanation process>

Methanation

Temperature [K] 673.15
Pressure [bar] 1.01325
Inlet mole fractions [-]

Carbon monoxide 0.2
Hydrogen 0.6
Argon 0.2

This journal is © The Royal Society of Chemistry 2020
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Table 4 Minimum, maximum and average mass transfer characteristic
time for all the species present in the methanation system. Minimum and
maximum characteristic times are computed from minimum and maxi-
mum mass transfer coefficients calculated in the bed (eqn (8)), whereas
the average time is computed from the arithmetic mean of the mass
transfer coefficient over all the particles and all the investigated simula-
tion times

Tmin [HS] Taverage [HS] Tmax [HS] Tmax [HS]
CH,4 7.18 9.77 11.8 11.8
H, 3.33 3.84 4.10 4.10
CO 7.59 10.5 12.8 12.8
CO, 9.20 12.9 16.1 16.1
H,0 6.08 8.61 10.5 10.5
Table 5 Operating conditions of the methane steam reforming
process*>
Methane steam reforming
Temperature [K] 1048.15
Pressure [bar] 29
Inlet mass fractions [-]
Methane 0.1911
Steam 0.7218
Carbon monoxide 0.0001
Carbon dioxide 0.0200
Hydrogen 0.0029
Nitrogen 0.0641

the methanation test reactor under the operating conditions
selected for the methane steam reforming process (Table 5).

Then, the simulation of the target reactor (lab-scale reac-
tor with 10° particles) in the case of the methanation process
is performed by employing the algorithm and the parameter
obtained and optimized at the test reactor level. The accuracy
of the CFD-DEM and the computational gain in this system
characterized by such a massive number of particles are
assessed and quantified with respect to the experimental data
from the literature.>

25 T T T
(@ ——PA-tol =02, £=1.293%
—PA-tol=0.1, £=0892%

— PA-tol =0.05, £ = 0.841%

20

speed-up factor [-]

1
0.75 1

1 1
0 0.25 0.5
simulation time [s]
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Analysis of the speed-up algorithms in the test reactor

Methanation reaction. First, the methanation system is
considered. The rate equation kinetics proposed by Li and
Yang® has been adopted. The operating conditions are
reported in Table 3.

CP & PA algorithm. First, the CP & PA algorithm is ana-
lyzed. A time step of 5 us is employed, since the convergence
of the results predicted with the coupled approach (CP) has
been obtained for this time step. Three PA tolerances have
been investigated, i.e. 0.2, 0.1 and 0.05, to investigate their ef-
fect on the accuracy and speed-up. Fig. 3 shows the results of
the simulations in the test reactor for CP & PA in terms of
speed-up and average composition in the reactor. Fig. 3a
shows the comparison of the chemical speed-up factors
obtained with all the tolerances investigated. The CP & PA al-
gorithm is capable of providing a satisfactory chemical
speed-up factor between 2.5 and 10.5 according to the toler-
ance. In particular, a stricter (i.e., lower) tolerance decreases
the computational speed-up due to the larger number of par-
cels that have to be solved. The performance of the CP & PA
algorithm is then analyzed in terms of accuracy by means of
the evaluation of the temporal average error as compared
with the solution without the PA speed-up technique. A very
good agreement between the simulations carried out with
and without speed-up techniques is obtained with all the tol-
erances (maximum error 1.2% - Fig. 3a). The optimal (ie.,
trade-off between speed-up and accuracy) value of the toler-
ance is found to be equal to 0.1 at which a speed-up of
around 6 along with an average error of 0.9% is obtained. Be-
low such a tolerance, indeed, a decrement of the speed-up
without no substantial improvement in the accuracy of the al-
gorithm is observed.

Fig. 3b shows the average composition of the bed as a
function of the simulation time for the main species involved
in the process obtained with the coupled algorithm with and
without the PA speed-up technique. The comparison of the

0.2 T T T
(b) CH

4
VVVV o7y

1

=y

[$,)
T

Coupled no PA
v Coupled PA - tol = 0.1

species mass fraction <w> [-]
C o
3
T

Hy2 -
V.
w v
v } co,
VA v v v
005k vavvvvv v 2 vv \%Z0) vv
v v Vil % a v v
CO
O 1 1 1
0 0.25 0.5 0.75 1

simulation time [s]

Fig. 3 Speed-up (a) and accuracy (b) obtained with the CP & PA algorithm in the case of the methanation process. The speed-up is evaluated by
comparing the speed-up factor related to the solution of the particle ODE systems obtained for the three PA tolerances investigated. The average
speed-up value over the whole simulation is also reported for each tolerance (dashed line). The accuracy is assessed by comparing at each time
step the average composition of the bed obtained without speed-up (solid line) and the one obtained with CP & PA (open symbols) for the optimal

PA tolerance.
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results makes it evident that the excellent temporal averaged
error corresponds to a good agreement between the simula-
tions with and without the speed-up algorithm at each time
step (maximum mean global error ¢ equal to 2.49%), thus
proving the accuracy provided by the algorithm both during
the dynamics and the pseudo-steady state regime of the
process.

OS & ISAT algorithm. The performance of the OS & ISAT
algorithm has then been analyzed in the same reactor and
for the same operating conditions. First, an analysis of the ef-
fect of the time step on the predictions is carried out.

Fig. 4a shows the comparison of the average composition
of the bed as a function of the simulation time for the main
species involved in the process. The time step has a strong ef-
fect on the predictions of the species. We found that a time
step equal to 1 ps is capable of providing a solution which is
independent of the time discretization. In contrast, a time
step equal to 5 ps, i.e. the same employed in the case of CP &
PA, provides inaccurate results since an overestimation of the
hydrogen content in the order of 15% is observed, as shown
in Fig. 4a. In this case, a violation of the atomic balances is
observed due to the misprediction of the hydrogen concentra-
tion. The reason of the deviation is ascribed to the OS algo-
rithm which accounts for the competitive and simultaneous
transport and reaction phenomena in separate terms. To
guarantee the convergence to the solution, it is necessary that
the simulation time step is lower than the characteristic time
of the transport of the species.

To better clarify this issue, we have computed the charac-
teristic times of the gas—particle transport of all the reactive
species involved in the process according to eqn (8):*!

1
Tmass transfer,j = m (8)
where K. ; is the mass transfer coefficient of the j-th species
and S, is the specific geometric external area of the catalytic
particle. The characteristic time of species transport has been
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compared with the time step used in operator splitting (i.e.
the simulation time step). The minimum, maximum and av-
erage characteristic times of the species gas—particle transfer
for all the particles in the fluidized bed have been evaluated
(Table 4). The average time has been obtained as the arith-
metic average of coefficients computed for all the particles in
all the investigated simulation times. The characteristic time
of the hydrogen gas-particle transfer is lower than the split-
ting time, i.e., 5 ps. Thus, the loss of accuracy of OS is related
to the decoupled solution of the hydrogen interphase transfer
from the catalytic reactions when the time step is larger than
the maximum allowed. A smaller time step, ie. lower than
the hydrogen transport characteristic time, avoids the inaccu-
racies. Fig. 4b shows the average composition of the bed for
a simulation carried out with a time step equal to 1 ps, ie.,
lower than the characteristic time of the hydrogen transport.
An excellent agreement is observed with respect to the
coupled approach along the entire simulation time
confirming the capabilities of the OS to predict the species
profiles when the appropriate time step is considered.
However, the smaller time step required by the OS dramat-
ically increases the number of time steps necessary to simu-
late the same real time resulting in an additional computa-
tional burden. To improve the computational efficiency, we
assessed the effect of the ISAT technique in reducing the sim-
ulation computational cost."® The performance of the ISAT
speed-up technique has been tested by considering different
tolerances. In particular, three values equal to 1 x 107>, 5 X
107, and 1 x 10~ have been employed. ISAT boosts the simu-
lation by reducing the computational burden of the chemical
sub-step. An average chemical speed-up equal to 15.5, 14.9
and 9.0, respectively, has been found resulting in an overall
simulation speed-up'” in the order of 5.5, 5.4 and 4.5, respec-
tively. The simulation speed-up provided by ISAT is able to
only partially recover the additional cost due to the reduced
time step. However, the overall computational cost of the OS
& ISAT method is similar to the one of the sole CP algorithm.
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Fig. 4 Comparison of the average composition of the bed as a function of the simulation time obtained by solving the transport and reaction
according to operator-splitting (OS) and coupled (CP) approaches. The effect of the time step is assessed by comparing the results obtained with 5
ps (triangle) and 1 ps (square) (a) along with a comparison of the performance of the OS (square symbol) with respect to the CP (continuous line)

in the case of a time step equal to 1 us (b).
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Hence, the overall performance of the OS & ISAT is worse
with respect to the CP & PA method for these operating
conditions.

Steam reforming. An analogous analysis has been simu-
lated in the same reactor in the case of steam reforming.
Steam reforming has been selected as the second case study
since it involves the same species of the methanation reac-
tor, obtaining the same complexity of the mixture. The oper-
ating conditions are reported in Table 5 and they are se-
lected to span different ranges of both characteristic times
for the transport and reaction due to the higher pressure
and temperature with respect to the methanation case. The
rate equation kinetics proposed by Donazzi et al®* have
been employed.

CP & PA algorithm. We start with an analysis of the perfor-
mance of the CP & PA algorithm. The same PA user toler-
ances used in the methanation process have been herein
investigated. Fig. 5a shows the comparison of the chemical
speed-up factors obtained with all the tolerances investigated.
CP & PA provides a speed-up between 2 and 7 according to
the tolerance. A very good accuracy has been observed for all
the tolerance with average global error below 1%. Fig. 5b
shows the comparison of the temporal trend of the average
composition of the bed obtained with and without the CP &
PA speed-up algorithm for a tolerance of 0.1.

OS & ISAT algorithm. Then, the performance of the OS &
ISAT algorithm has been investigated by employing the same
three ISAT tolerances of the methanation case. Moreover, the
time step (i.e., the splitting time) selected for the CP & PA
analysis has been employed. The convergence of the OS solu-
tion with this time step was verified. Fig. 6 shows the results
of the OS & ISAT algorithm in comparison with the results
obtained by means of the reactive CFD-DEM framework with-
out any speed-up algorithm. Fig. 6a shows the comparison of
the chemical speed-up factors obtained with all the toler-
ances investigated and the corresponding temporal averaged
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error. The OS & ISAT algorithm is capable of providing a rele-
vant chemical speed-up factor up to 13. Moreover, it has been
found that the tolerance has a minor influence on the com-
putational gain since all the speed-up profiles are quasi-
superimposed. Nevertheless, it can still be noticed that a re-
duction of the tolerance decreases the speed-up as expected.
In this specific case, the optimal tolerance (i.e., trade-off be-
tween speed-up and accuracy) has been found to be equal to
10~°, below which no substantial improvements in the accu-
racy provided by the algorithm are observed (temporal aver-
aged errors between 0.66% and 0.65%) at the expense of a
detrimental effect of the speed-up. As a further insight, the
comparison of the average composition of the bed as a func-
tion of time for the main species involved in the process is
reported in Fig. 6b in the case of the optimal tolerance. An
excellent agreement has been obtained during the entire sim-
ulation for all the species. This is ascribed to the proper ac-
counting of the gas-particle species mass transfer phenom-
ena. Steam reforming is operated at both high temperature
and pressure. The effect of temperature and pressure on the
transport characteristic time is opposite. An increment of
temperature reduces the characteristic times due to the
higher diffusivity, whereas an increment of pressure in-
creases the characteristic times due to a decrement of the dif-
fusivity. In this specific case, the dominant effect is due to
the pressure, resulting in a slower gas-solid transport.
Table 6 lists the characteristic times of transport of all the
species. In particular, it is evident that the characteristic time
of the hydrogen transport is around 30 ps. This characteristic
time is higher than the splitting time step (5 ps) in line with
the fact that the solution is converged. The analysis of steam
reforming in the test reactor revealed that the OS & ISAT algo-
rithm surpasses the performance of the CP & PA since a three
times higher speed-up factor is obtained.

As a whole, the analysis revealed that different speed-up
strategies may have different performances even in similar
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Fig. 5 Speed-up (a) and accuracy (b) obtained with the CP & PA algorithm in the case of the steam reforming process. The speed-up is evaluated
by comparing the speed-up factor related to the solution of the particle ODE systems obtained for the three PA tolerances investigated. The aver-
age speed-up value over the whole simulation is also reported for each tolerance (dashed line). The accuracy is assessed by comparing at each
time step the average composition of the bed obtained without speed-up (solid line) and the one obtained with CP & PA (open symbols) for the

optimal PA tolerance.
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Fig. 6 Speed-up (a) and accuracy (b) obtained with the OS & ISAT algorithm in the case of the methane steam reforming process. The speed-up is
evaluated by comparing the speed-up factor related to the solution of the particle ODE systems obtained for the three ISAT tolerances investi-
gated. The average speed-up value over the whole simulation is also reported for each tolerance (dashed line). The accuracy is assessed by com-
paring at each time step the average composition of the bed obtained without speed-up (solid line) and the one obtained with OS & ISAT (open

symbols) for the optimal ISAT tolerance.

reacting environments elucidating the importance of the
selection of the most adequate algorithm for the efficient
simulation of reactors characterized by a large number of
particles.

Simulation of the million particle reactor: methanation

The results of the analysis of the test reactor enabled us to
properly define both the numerical algorithm and the param-
eters to carry out a numerical simulation of a lab scale reac-
tor. The selection of the best performing speed-up algorithm
and its tuning is key to enable the simulations of million par-
ticle reactors whose computational cost would be
unaffordable without any speed-up technique. Thus, we
employed the algorithm and the optimal parameters
obtained in the analysis of the test reactor. Thus, the metha-
nation lab scale reactor (“the target reactor”) experimentally
investigated by Li and Yang®® has been simulated by means
of the CP & PA algorithm, which has been the most effective
for this specific process.

The kinetics proposed by Li and Yang> (already used for
the assessment of the algorithms in the test reactor) have

Table 6 Minimum, maximum and average mass transfer characteristic
times for all the reactive species present in the methane steam reforming
system. Minimum and maximum characteristic times are computed from
minimum and maximum mass transfer coefficients calculated in the bed
(egn (8)), whereas the average time is computed from the arithmetic
mean of the mass transfer coefficient over all the particles and all the in-
vestigated simulation times

Tmin [P-S] Taverage [HS] Tmax [“S]
CH, 79 119 160
H, 31 43 54
CO 83 140 160
CO, 99 176 189
H,0 77 125 127
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been adopted, since it has been validated against the experi-
mental data®® for the operating conditions investigated in
this study.

The operating conditions employed in the experiments
have been adopted (see Table 3). Three different inlet veloci-
ties equal to 0.162, 0.270 and 0.323 m s have been selected
to investigate the effect of different fluid dynamic conditions.

The following procedure has been followed to perform the
simulation of the reactor. First, the packed bed configuration
(Fig. 2) has been generated by injecting the particles from the
top of the reactor and allowing them to settle. A particle flow
rate of 8 x 10° particles per second was employed. Then, the
system has been fluidized by using an inert stream of Argon
at 673.15 K injected from the bottom with a velocity of 0.162
m s~'. Once a steady fluidization is achieved, the syngas has
been fed from the bottom, and the reactor has been simulated
until a pseudo-steady state of the process has been achieved,
i.e. reproducing a real time higher than 8 times the residence
time in the bed. Then, the value of the relevant quantities, i.e.
pressure drops and concentrations, has been evaluated by tem-
poral averaging the last two residence times. The other simula-
tions have been carried out starting from the pseudo-steady
state results at 0.162 m s~ by changing the inlet velocity value.

First, we assessed the fluid dynamic predictions of the
reactive CFD-DEM framework by observing the temporal
trend of the pressure drops inside the reactor. Fig. 7 shows
the pressure profile which is characterized by an oscillating
behavior caused by the expansion and contraction behavior
of the fluidized bed as usually observed in fluidized bed
reactors. The temporal average of the pressure drops is in
excellent agreement (deviation below 5%) with the theoretical
value obtained as the ratio between the weight of the bed
divided by the cross-sectional area of the reactor.

Then, the accuracy has been assessed by a comparison of
the outlet composition measured in the experiments with the
one evaluated in the simulation. The reactor outlet

This journal is © The Royal Society of Chemistry 2020
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Fig. 7 Pressure drops in the methanation fluidized bed reactor as a
function of the simulation time (solid line). The dashed line represents
the theoretical value of pressure drop in the fluidized regime.

composition has been evaluated at each time step by means of
the cup-mix average over a section at a height of 4 cm from
the bottom, i.e. slightly above the end of the expanded bed.

Fig. 8 shows a parity plot between the concentrations mea-
sured in the experiments*® and the results of numerical sim-
ulations for all the investigated flow velocities. The results
show a good agreement with the experiments, since all the
species are within the experimental confidence interval (+5%
for the main species and +10% for CO,). These results con-
firm the accuracy of the CFD-DEM framework and of the CP
& PA algorithm for the simulation of catalytic processes in
fluidized bed reactors.

Finally, the computational gain offered by the CP & PA
speed-up algorithm in the case of the million-particle reactor
has been computed. The entire simulation without any
speed-up technique is unfeasible due to the computational
cost. Hence, the evaluation of the computational gain is not
carried out along the entire simulation but locally every 0.2 s
according to the following procedure. Two time steps have
been simulated with and without the speed-up algorithm,

30 T T T T T
co,

H,O

Simulations [v/v%)]
>
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A Ug=0.270 m/s
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Fig. 8 Parity plot comparing the numerical results with the
experimental data by Li and Yang?®® for the outlet reactor compositions
predicted with the reactive CFD-DEM framework and the CP & PA
speed-up algorithm proposed in this work at 0.162 m s™ (square),
0.270 (triangle) m s * and 0.323 (circle) m s inlet velocities.
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Fig. 9 Trend of the chemical speed-up factor provided by the CP &
PA algorithm as a function of the simulation time in the case of the
methanation million particle reactor.

starting from the results obtained by means of CP & PA.
Then, the ratio between the computational times required by
the reactive CFD-DEM framework with and without the
speed-up technique has been computed to evaluate the
speed-up factor according to eqn (7). Fig. 9 shows the evolu-
tion of the chemical speed-up factor during the simulation. A
chemical speed-up-factor up to 27 and an average value
around 20 has been quantified, corresponding to a signifi-
cant computational gain for the entire simulation.

Conclusions

A speed-up algorithm based on the coupled ODE integration
of the gas-particle transfer and catalytic chemistry (CP) and
the PA speed-up technique (ie. CP & PA) has been
implemented in the existing CFD-DEM framework and com-
pared to the operator-splitting & ISAT algorithm developed in
our previous work."® Then, a comparison between the perfor-
mance of CP & PA and OS & ISAT has been carried out in a
test reactor for both a methanation and a steam reforming
system.

The analysis revealed that the OS algorithm requires a
careful definition of the simulation time step which has to be
lower than the minimum characteristic time of transport
phenomena to achieve a converged solution. In contrast, the
CP algorithm partially overcomes this limitation due to the
simultaneous accounting for both the reaction and the trans-
port. At the same time the performances of the speed-up
techniques are different. The ISAT generally outperforms the
PA providing usually higher computational gain. In this view,
the selection of the approach, ie., CP & PA or OS & ISAT,
turned out to be strongly dependent from the system and the
operating conditions investigated. Hence, the analysis carried
out on the test reactor enables the assessment of the differ-
ent approaches along with the tuning of the algorithm
parameters.

The results of this analysis in the test reactor for the
methanation system enabled the selection of the approach

React. Chem. Eng., 2020, 5, 278-288 | 287
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(i.e., CP & PA) and optimized the algorithm tolerance. The re-
sults have proven the capability of the framework with the
speed-up strategies of simulating millions of bed particles. In
particular, a good agreement with the experimental data (er-
ror up to 7% for the main species) is obtained along with a
20-fold chemical speed-up factor, which translates into signif-
icant reduction of the computational cost related to the solu-
tion of the heterogeneous chemistry which now turns to be
comparable with the cost of the particle tracking.

As a whole, the application of the reactive CFD-DEM
framework by means of speed-up algorithms has been effec-
tive both in small test fluidized beds and in massive number
of particle lab scale reactors, thus, enabling both the funda-
mental investigation of lab scale reactors and their efficient
simulation in the context of a hierarchical analysis of fluid-
ized systems.
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