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Assessment of the vigor of rice seeds by near-
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Rice seed vigor plays a significant role in determining the quality and quantity of rice production. Thus, the
quick and non-destructive identification of seed vigor is not only beneficial to fully obtain the state of rice
seeds but also the intelligent development of agriculture by instant monitoring. Thus, herein, near-infrared

hyperspectral imaging technology, as an information acquisition tool, was introduced combined with

a deep learning algorithm to identify the rice seed vigor. Both the spectral images and average spectra of
the rice seeds were sent to discriminant models including deep learning models and traditional machine
learning models, and the highest accuracy of vigor identification reached 99.5018% using the self-built
model. The parameters of the established deep learning models were frozen to be feature extractor for

transfer learning. The identification results whose highest number also reached almost 98% indicated the

possibility of applying transfer learning to improve the universality of the models. Moreover, by visualizing
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the output of convolutional layers, the progress and mechanism of spectral image feature extraction in

the established deep learning model was explored. Overall, the self-built deep learning models

DOI: 10.1039/d0ra06938h

rsc.li/rsc-advances to efficiently perform this task.

1. Introduction

Rice (Oryza sativa L.) is considered to be one of the most vital
cultivated cereal crops for human consumption since more
than half the global population is fed by it."* Although the
stable annual rice production meets the current requirement to
sustain life, the expanding population means that the
improvement of rice production is an urgent need. Among the
most important factors, the vigor of rice seeds plays an essential
role in achieving high and stable yields. It is widely acknowl-
edged that the quality of rice seeds can be represented by their
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combined with near-infrared hyperspectral images in the determination of rice seed vigor have potential

germination percentage, but some unscrupulous merchants
deliberately mix rice seeds that have been harvested in different
years with similar physical shapes to reduce their costs, leading
to a low percentage of germination. The prolonged storage of
seeds also inevitably gives rise to their deterioration.® Thus, to
better monitor rice seed quality, it is imperative that measures
are put in place to identify the activity of rice seeds that may
have been collected from different years. However, the tradi-
tional artificial germination test to determine the vigor of seeds*
is laborious, time consuming and inefficient. Other methods
available include staining and conductivity tests to indirectly
estimate seed vigor by establishing relationships between the
measured physical and chemical features and germination
rates.>>® However, these methods require complex chemical
processing and relative professional techniques, which hinder
highly efficient seed vigor testing, and their large-scale use is
generally deemed to be time-consuming and unrealistic.
Near-infrared hyperspectral imaging (NIR-HSI) technology is
an information acquisition method that has been fully devel-
oped to rapidly and non-destructively accomplish various tasks
such as object classification and detection of bioactive mole-
cules in many application areas.”” What makes hyperspectral
imaging particularly beneficial is that it integrates both spectral
and spatial information in the spectral images and presents the
data in the form of a 3D data cube. The near-infrared spectrum
obtained contains abundant features related to the composition
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and structure of the sample tested and is produced by the
energy level transition that comes from molecule vibration
driving the ground state to a higher energy state. Especially
when parts of the sample are composed of hydrogen-containing
groups, distinct absorbance or reflectance at different wave-
lengths can be exploited and analysed.'>** Femenias et al. (2020)
applied the average spectra from NIR-HSI to build classification
and quantification models of deoxynivalenol (DON)-
contaminated wheat kernels and found its potential in DON
management.'” Furthermore, chilling injury in mature fruit was
detected using NIR-HSI by Babellahi et al. and a discriminant
model selected wavelengths that were related to the degradation
of phenolic content, achieving a satisfactory classification rate
of 87%."

Besides internal information, NIR-HSI gives more informa-
tive and adaptive external features such as the morphological
characteristics that lie in the spatial domain at the object level.**
Cao et al. (2020) proposed a new method based on the cascaded
support vector machine (SVM) using spectral-spatial informa-
tion to classify ground cover, and the results showed that the
performance of the model was satisfactory with much less
computation complexity."> After collecting numerous papers
using fusion of spectral and spatial information, Imani et al.
were able to characterize three main method groups, namely
segmentation methods, feature fusion methods and multi-
classifier voting methods to better comprehend the superior
performance of combined spectral-spatial information.'®
However, for samples of small sizes such as rice seeds, most
studies used the average spectra instead of spectral-spatial
fusion data in the near infrared range as their information
resource.'™” Therefore, it is necessary to devise other innovative
measures to utilize both the spatial and spectral information of
the comparatively small rice seeds in images to acquire much
more robust and accurate results.

For analysing big data, deep learning is the best algorithm
because of its powerful ability to extract and represent features.
With the rapid development of computer science and calcula-
tion capacity, deep learning algorithms have been widely
applied in various fields including image processing, speech
recognition, and object detection.” Compared to the traditional
machine learning methods, the intricate structure of the deep
learning model is more capable of automatically extracting the
hidden characteristics, providing a huge improvement in data
processing and reducing the complexity of manual calculations,
resulting in the model exhibiting a highly improved perfor-
mance.” The convolutional neural network (CNN), which is
composed of several convolutional layers, pooling layers and
fully connected layers has been proved to be an excellent algo-
rithm to process images. In the field of agriculture, Velumani
et al. (2020) built and trained a CNN model to identify the
presence and state of wheat spikes using RBG images to predict
the wheat heading date.”® An error of only two days occurred
compared with visual scoring by experts. Average spectra of okra
seeds and loofah seeds were fed into the CNN by Nie et al. (2019)
and a classification rate of greater than 95% was achieved.*
However, the researchers in these studies did not make full use
of the spectral-spatial information and did they not consider the
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generalization ability of the model. Separate models had to be
validated for each seed variety in the same task, requiring
a large amount of data. In these cases, transfer learning
including fine-tuning employs the similarity of tasks to apply an
established model created using one type of seed spectrum to
the learning process of another new type of seed spectrum,
perfectly resolving the problem of data shortage and improving
the generalized ability. Chen et al. (2020) achieved image-based
plant identification using pre-trained VGGNet with a validation
accuracy of 91.83%,*” proving that transfer learning can be used
successfully with image-sized data.

In this study, near-infrared hyperspectral images were ob-
tained from rice seeds of two different varieties that had been
collected in different years to investigate the possibility of the
rapid and non-destructive determination of their vigor. The
spectral-spatial information of NIR-HSIs whose size was limited
was adequately exploited using deep learning algorithms. The
specific objectives herein were as follows: (1) exploring the
possibility of establishing a high performance vigor identifica-
tion model based on hyperspectral images combined with deep
learning; (2) examining the influence of the training epoch
number on the results and determining the most suitable
combination for vigor discrimination; (3) investigating the
application of transfer learning within the vigor identification
of these two different rice varieties; (4) exploring the essence of
deep learning through structural visualization when it is used to
study rice seed vigor.

2. Materials and methods

2.1. Sample preparation

The seeds of two different rice cultivars, RBQ and KN4, were
provided by Nanjing Agricultural University. A total of 3960 RBQ
seeds were collected in 2011, 2012, 2017 and 2018, while the
2671 KN4 seeds were harvested in 2015, 2017 and 2018. The
seeds were indistinguishable in appearance and shape and were
carefully collected from the same area every year. After har-
vesting, all the seeds were sun-dried for 5 sunny days, and then
sealed in plastic bags and stored at 5 °C without further
processing.

2.2. Germination rate measurement

The viability of seeds is closely related to their harvest time and
the duration and conditions of their storage. The germination
rate is commonly used as the indicator of seed viability.>® The
germination of the stored rice seeds was tested in 2020 using
seedling trays covered with moist sackcloth to maintain mois-
ture and incubated at 25 °C. The germination of 100 randomly-
selected seeds per sample was assessed after 10 days based on
radicle protrusion of at least the seed length and a shoot of at
least half the seed length.***

2.3. Hyperspectral imaging system architecture

A laboratory-built near infrared hyperspectral imaging system
was used in this study. The images were obtained from a high-
performance spectrograph (ImSpector N17E; Spectral Imaging
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Ltd., Oulu, Finland) and captured by a CCD camera (C8484-05;
Hamamatsu, Hamamatsu City, Japan). The samples were
transported for imaging on a conveyer belt controlled by
a stepper electromotor (Isuzu Optics Corp., Taiwan, China). A
detailed description of the entire system and parameters was
provided by Zhang et al.*® A preliminary experiment was used to
determine the optimal settings for obtaining clear and non-
distorted images, the result of which the motor speed was set
to 13 mm s~ ', exposure time of 3 ms and the lens height at
16 cm. Hyperspectral data was collected in the range 873-
1734 nm with a spectral resolution of 5 nm and the size of the
hyperspectral image determined by the camera was 320 x 320
with 256 channels. The rice seeds were first placed systemati-
cally and separately on a black plate before placing them on the
conveyer belt. To correct the raw near-infrared hyperspectral
images, dark reference calibration was done by completely
covering the lens with its opaque cap and white reference cali-
bration using a white Teflon tile with nearly 100% reflectance.

2.4. Spectral data pre-processing

Although the images collected had 256 channels in the range of
873-1734 nm, the large amounts of noise in the extreme
channels could affect the performance of the model developed,
and therefore the data chosen for analysis consisted of 200
channels in the range of 924-1595 nm. Threshold segmentation
and the mask algorithm were then used to distinguish the
individual rice seeds from the background noise, and thus the
hyperspectral image of each rice seed was extracted with
a resolution of 32 pixels x 32 pixels. The average spectrum from
all the rice seeds in each image was also extracted and calcu-
lated. Although pre-processing resulted in the loss of some
spatial information, it maximized the crucial spectral infor-
mation for the purpose of the model. Both hyperspectral images
and average spectra were normalized to a similar distribution
before sending to the identification models used. The ratio of
training set to testing set was set to 7:3 in order to build
a robust model with the capacity for excellent generalization.

2.5. Data analysis methods

Several machine learning algorithms, including deep learning,
were used to explore the connection between the spectral
information and seed vigor. A flowchart of the data analysis
process is shown in Fig. 1.

2.5.1. Self-built convolutional neural network. Compared
with a simple image, the number of channels and the rela-
tionship between the different bands of the spectral image
provide much more information, but also result in plenty of
noise. A CNN is an effective and general deep learning algo-
rithm for extracting features and reducing dimensions, which
has been widely implemented to analyze the depth features of
images with multiple channels.*® Considering the limits of the
spectral image resolution of rice seeds, it was recognized that
the structure of an established model should not be complex in
the interest of ensuring accuracy. Therefore, self-built CNN
models were introduced to process the near-infrared hyper-
spectral images of the rice seeds, which maintained the form of
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Fig.1 Flow chart of the data processing used.

the original spectral image. Two convolutional blocks consist-
ing of one convolutional layer and one maxpooling layer were
responsible for extracting hyperspectral image features and
between the convolutional blocks there was a batch normali-
zation layer coupled with a dropout layer, which could accel-
erate the convergence of the model and alleviate the overfitting.
By introducing the ReLU function at the end of each convolu-
tional layer and fully connected layer, the nonlinearity of the
model was achieved. Finally, all the convolutional features were
flattened and sent into two fully connected layers to output the
classification results. The cross entropy function was chosen to
be the loss function that drove the model to ensure better
classification results. In addition, because of its superior ability
of straightforward implementation and computational effi-
ciency, adaptive moment estimation (Adam) with a learning rate
of 0.0001 was applied to guide the descent direction of the
gradient.”” Benefiting from the powerful calculation ability of
our CPU, all the images were fed into the model at one epoch.
The detailed structural diagram and parameters are displayed
in Fig. 2.

2.5.2. Residual neural network. A residual neural network
was also used to identify seed vigor. This network consists of

Batch normalization(64) \\
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+ Classification
results
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Fig. 2 Diagram showing the structure of the self-built convolutional
neural network.
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a series of residual blocks, which can be divided into the direct
mapping part and residual part.*® A schematic diagram of the
residual block used is shown in Fig. 3. With the residual blocks,
the features of the former layers could be kept and transmitted
to the latter layers, which contributes the continuous transfer of
significant features. In this study, the classic ResNet18 was
implemented from the torchvision package. Similar to the self-
built CNN, Adam was chosen as the optimization function and
the cross entropy function was introduced to output the loss of
the model. The other parameters of the ResNet18 model were
chosen to be the same as that of the CNN model.

2.5.3. Transfer learning method. Due to the difficulty of
constructing the training data and the separation of deep
learning models that are established for their own task, it does
not seem to be efficient to apply individual deep learning
models to identify the vigor of different varieties of rice seeds.
Transfer learning provides the opportunity to increase the
universality of the models by relaxing the hypothesis that the
training data and test data must be consistent in their distri-
bution.?® Therefore, discriminant models established with one
type of data can process another type of data for a similar task
without having to change the original structure or parameters,
which is a great improvement considering the shortage of data.
Therefore, with the aim of using models to identify the rice seed
vigor, the parameters of the well-trained model that was
established for one rice variety were frozen and assembled as
feature extractors to distinguish the rice vigor of the second
variety. Only the fully connected layers of the self-built CNN
models were set to be trainable for parameter renewal, and
therefore it was possible for those models to satisfy different
requirements in output form or class.

2.5.4. Traditional machine learning methods. To further
explore the ability of models based on different data analysis
principles to identify rice seed vigor, the average spectra of the
rice seeds were processed using the typical linear classifier
partial least squares discrimination analysis (PLS-DA) and
nonlinear classifier SVM. Firstly, the number of major compo-
nents required to be kept in the PLS-DA models was determined
as 5. The 10-fold validation was used to evaluate estimator
performance in both the PLS-DA models and SVM models.
Because the results from the PLS-DA models are not integers,
a prediction within the range of £0.5 of the correct category was
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| RreLU

Convolutional Layer
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| Batch Normalization Layer ‘
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v
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Fig. 3 Schematic diagram of the basic block in ResNet18.
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regarded as accurate. For the SVM models, distinct hyper-
parameters play a role in the qualitative analysis. The radical
basis function (RBF), which not only realizes the linear partition
of the original training data in the high-dimensional space, but
also has a low consumption in calculation, was chosen as the
kernel function.** The penalty coefficient C and the kernel
parameter gamma, which are the hyper-parameters affecting
the performance of SVM, were determined by the grid searching
method. Since two different rice varieties were separately
involved in the classification, there were two different combi-
nations of C and gamma, namely 1e6 and 0.001 for RBQ and 1e4
and 0.01 for KN4.

Principal Component Analysis (PCA) was used to compress
features and determine the contribution of each band among
the whole spectral data. Through variable transformation of
PCA, the original spectra were sequentially projected onto the
loading vectors, which are the direction of maximum variance.
Because there is a certain linear correlation within the NIR
spectrum, the information in the original spectrum is mainly
concentrated in the direction of the first few loading vectors.
This study focused on analyzing the first loading vectors whose
number corresponded with the number of spectral channels to
explore the inner reasons for the vigor classification by utilizing
chemometrics.

2.5.5. Feature visualization. Feature visualization makes it
possible to visually explore the feature extraction pattern and
fully understand the mechanism in the CNN models. In this
study, near-infrared hyperspectral images with 200 channels
were visualized as an individual figure in each channel for
reference. Then, feature images of the first two convolutional
layers that were generated from various filters were obtained
and individually visualized to explore the key points or features
that the CNN models focused on in the process of identifying
rice seed vigor. In addition, the feature maps of transfer
learning models were compared with the original models to
study the potential variation in the feature extraction pattern.

2.5.6. Software tools. A laboratory computer with the
Win10 64-bit operating system, Intel(R) Core(TM) i7-8700K
CPU, 3.70 GHz, 16GB RAM and GeForce GTX 1080 Ti was
used for the data analysis and establishing the model. The open
source machine learning framework PyTorch (https://
pytorch.org/) was introduced into the establishing and
training process of the deep learning architecture. Jupyter
notebook, an open-source application for interactive computing
based on Python 3.7.6 (https://www.python.org/), provided the
whole data processing platform. The figures and graphs pre-
sented were drawn using the Pro 9.0 data processing software
(Origin Lab Corporation, Northampton, MA, USA).

3. Results and discussion

3.1. Germination rate analysis

The germination rates of the rice seeds are shown in Fig. 4. For
RBQ, the germination rates of the seeds harvested in 2011 and
2012 were clearly less than 10%, while that of the seeds har-
vested in 2017 and 2018 were higher than 50%, and the highest
was as high as around 90%. For KN4, similarly, the germination

This journal is © The Royal Society of Chemistry 2020
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Fig. 4 Germination rate drop-line charts of RBQ and KN4 rice seeds collected from different years (A: RBQ rice seeds from four different years

and B: KN4 rice seeds from three different years).

rate of the seeds harvested in 2015 was around 5%, and that of
the seeds harvested in 2017 and 2018 increased gradually.
Obviously, the storage time had a huge influence on the
germination rates. There was some difference between the rice
cultivars, but overall, the older the seeds, the lower their
germination ability. It was inevitable that the inner biomass of
the rice seeds changed during the storage process, which was
characterized by the germination rate. These big differences
provided a suitable data set to establish a discriminant analysis
model.

3.2. Spectroscopy analysis

The average spectra of all the samples were sent to the PCA
algorithm for projection processing to obtain the first loading
vectors, which represent the significance of the channels.
Badaro et al. (2020) used the PCA loading plots to successfully
identify the wavelength with the most significant contribution
in building their determination model of pectin content.** As
shown in Fig. 5, the first PCA loading vectors, which corre-
sponded to the first components, contained almost 96% of the
original information. The shapes of the curves were nearly
identical for the same rice variety, but there were differences

——RBQ-2011_PCA_Loadingl

——RBQ-2017_PCA_Loading]
——RBQ-2018_PCA_Loadingl

Value
Value

900 1000 1100 1200 1300 1400 1500 1600
Wavelength(nm)

——RBQ-2012_PCA_Loadingl B

between two varieties, showing the power of the near-infrared
spectrum to identify differences. The curves showed the
weight of each band in the information, which were related to
the vibration of the hydrogen-containing groups. Thus, the
pattern of peaks or valleys played an important role in identi-
fying rice seed vigor. The curves of Fig. 5A peak at around
970 nm and exhibit a valley at around 1450 nm, corresponding
to the stretching vibrations of the free O-H in the first and
second overtone.*” The second overtone of combined O-H
stretching vibration could be observed with a peak at around
1120 nm, followed by the stretching vibration of C-H at the
valley at around 1200 nm. Moreover, the first overtone of the
free N-H stretching vibration was also present in the slight peak
at around 1540 nm. Although the peaks and valleys in Fig. 5B
were not as evident as that in Fig. 5A, from the point view of
weight values, the values of the corresponding bands of the
related hydrogen-containing groups were large enough to
address the significance. Thus, the spectra of the rice seeds
collected from different years in Fig. 5 had a strong association
with their constituents, perhaps especially the substances con-
taining hydrogen groups such as starch, proteins and lipids.
Zhang et al. (2019) established predictive models of the starch

——KN4-2015_PCA_Loadingl
0.08 - ——KN4-2017_PCA_Loadingl
: ——— KN4-2018_PCA_Loadingl

0.07

900 1000 1100 1200 1300 1400 1500 1600
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Fig.5 First PCA loading vector curves of different rice seeds (A: RBQ rice seed collected from four different years and B: KN4 rice seed collected

from three different years).
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Fig. 6 Accuracy of vigor identification after different numbers of training epochs and using different deep learning models (A: training set
accuracy curves (ResNet-RBQ and ResNet-KN4 shared the same accuracy of 100%) and B: testing set accuracy curves).

content in rice using NIR-HSI, and the correlation coefficient
reached 0.8029.** Sun et al. (2020) used HSI combined with
chemometrics to successfully detect the fat content in peanut
kernels, achieving a large correlation coefficient.** During
storage, there was an inevitable decline in seed vigor, which was
mainly manifested by the changes in the related substances,
resulting in a variation in the seed spectra. Therefore, it was
possible to extract spectral features that were related to the
constituents of rice seeds from different years to build
discriminant models, which were able to identify seed vigor.

3.3. Seed vigor identification

Spectral images, which combine both spatial and spectral
information, were used as input to be sent into different deep
learning models for vigor identification. Importantly, the

Table 1 The identification performance of different discriminant mode

impact of different numbers of training epochs, that is the
training time, on modeling performance was studied. As shown
in Fig. 6, both the training accuracies and testing accuracies
increased with an increase in the number of training epochs,
and when the training epoch reached around 8000, the testing
accuracy stopped increasing and became relatively stable.
Moreover, the testing accuracies of the self-built CNN models
were higher than that of the ResNet18 models, which had
a more complex structure with more trainable parameters. Also,
the ResNet18 models with 100% training accuracies seemed to
be trapped into an overfitting problem from the start of
training. It appeared that increasing the training epochs and
applying a self-built model were beneficial for identifying vigor.
A similar conclusion was reached by Geetharamani et al. (2019)
in their study to identify plant leaf diseases.*

ls based on spectral images and spectra

Self-built CNN

ResNet18

Training set

Testing set Training set Testing set

Variety Harvest year Amount Epoch (%) (%) F1-score (%) (%) F1-score
RBQ 2011 1213 10 000 99.8556 95.8789 0.994 100 94.6173 0.989
2012 1033 0.930 0.933
2017 894 0.975 0.963
2018 820 0.934 0.928
KN4 2015 1024 10 000 99.9465 99.5018 1.000 100 97.8829 1.000
2017 689 0.994 0.964
2018 958 0.995 0.965
PLS-DA SVM
Training set Testing set Training set Testing set
Average spectrum (%) (%) F1-score (%) (%) F1-score
RBQ 2011 1213 73.7373 72.3063 0.883 100 95.2020 0.994
2012 1033 0.692 0.940
2017 894 0.590 0.929
2018 820 0.690 0.960
KN4 2015 1024 87.2659 87.7805 0.933 100 99.2518 0.990
2017 689 0.841 0.985
2018 958 0.891 0.990
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As shown in Table 1, over 94% accuracy in identifying vigor
was achieved using the spectral images combined with deep
learning algorithms. With both RBQ and KN4, the use of self-
built CNN resulted in accuracies (95.87% for RBQ and 99.50%
for KN4) superior to that using ResNet18, perhaps implying that
a simple model structure can deal with information-rich data
such as spectral images. Wu et al. (2018) used several 1-
dimensional convolutional layers to classify Chrysanthemum
varieties using NIR-HSI and also obtained their best accuracy of
close to 100%.** Zhang et al. (2020) also found that a simple
deep learning structure combined only with spectra had great
potential for determining chemical composition.®* However, the
poor results from a traditional discriminant model based on
PLS-DA demonstrated that a too simple a model structure, such
as linear modelling, could not fulfill the task accurately. Non-
linear discriminant models such as SVM, with their unique
ability to process small datasets, can make full use of average
spectra to nearly reach the accuracy of deep learning models,
illustrating the significance of spectral information rather than
spatial information in identifying vigor. However, deep learning
models also possess the advantages of non-linear processing,
image processing and large dataset processing, making them
ideal for identifying seed vigor. In the study by Zhang et al. on
seed identification,®” they reached the conclusion that the
performance of models based on spectra was better than that
based on spectral images for their particular objective and
method of resizing images. Thus, it is always vital to choose the
most suitable model algorithm based on the size of the dataset
and the form of the data.

Upon comparing the classification results of the different
rice varieties, it was noticeable that the accuracies of both deep
learning models decreased the more recent the harvest. This is
mainly due to the restricted amount of training data, which
could not provide better mapping relation, and the properties of
the rice seeds harvested from different years. Although the F1-
scores generally corresponded to the performance of the
models, there were observable differences in the F1-scores
between RBQ2011 and RBQ2012 and between RBQ2017 and
RBQ2018. This can be explained by Fig. 4, which shows that the
germination rates of these two combination were close. Thus, it
also provides solid evidence that these classification results are
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strongly connected with the seed vigor from the relationship
between seed germination rate and harvest year.

3.4. Transfer learning

To improve the universality of the deep learning models, the
transfer learning method was performed using the established
models as feature extractors, and the results acquired after 4000
training epochs are shown in Table 2. Although an obvious
decline in the accuracy of both the training and testing sets can
be noticed, considering the training time, some of the results
are acceptable with an accuracy higher than 93%. It has been
found that transfer learning for HSI classification can outper-
form the state-of-the-art methods.*® However, due to the limi-
tation of training number and training image size, the superior
characteristic of transfer learning was not fully revealed in this
study. The performance of ResNet18 in transfer learning was
much worse than that of the self-built CNN, which further
proves that a complex structure with many trainable parameters
will not be beneficial for the identification of seed vigor using
NIR-HSI. It was also apparent that when the pre-trained model
of RBQ became the feature extractor, the model performance of
KN4 was relatively stable with the testing accuracy of 98.7547%,
in contrast to the results of the KN4 extractor models. Through
combined analysis with the results in Table 2, two reasons can
explain this difference in the transfer learning process. On the
one hand, the spectral features of KN4 itself made it easier to be
applied to distinguish the harvest year. On the other hand, the
trainable parameters of RBQ as a feature extractor were deter-
mined by more training samples, which made it more robust in
extraction. Zhu et al. (2020) successfully identified over 9000
soybean seed hyperspectral images combined with transfer
learning.* Therefore, to increase the universality of the model
for processing rice seed spectral images, it will be better to apply
a suitable structure with large number of training samples as
the feature extractor and consider the characteristics of the
spectral images before using transfer learning.

3.5. Visualization of convolutional layers features

Fig. 7 shows the first 7 channels of each convolutional layer
extracted and visualized in the form of a pseudo-color image. It
is clear that distinct features from the same spectral image were

Table 2 The identification performance of different transfer learning models based on spectral images

Self-built CNN ResNet18
Transfer learning Testing set Training Testing set
path Harvest year Amount Training set (%) (%) F1-score set (%) (%) F1-score
KN4_EX-RBQ 2011 1213 98.8452 89.2347 0.959 79.6824 65.8537 0.757
2012 1033 0.874 0.710
2017 894 0.870 0.542
2018 820 0.858 0.564
RBQ_EX-KN4 2015 1024 99.5182 98.7547 1.000 93.9507 93.2752 0.948
2017 689 0.985 0.912
2018 958 0.985 0.940
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Fig.7 Feature visualization images of the convolutional layer output in the first 7 channels (A: self-built CNN for RBQ vigor identification; B: self-
built CNN for KN4 vigor identification; C: transfer learning model for RBQ vigor identification; and D: transfer learning model for KN4 vigor

identification).

addressed by different convolutional layers. Firstly, the varia-
tion within the original channel images of both RBQ and KN4
give solid proof that the different channels of the spectral image
provide plenty of spectral information, which is different from
the simple RGB images. It can also be seen that channel images
from the first convolutional layer identified the physical shape
of the original seed by emphasizing the background and edge of
the rice seed. In the study by Pavlo et al. using feature visuali-
zation, they found that the CNN model, focusing on the main
part of the character in the whole image, tended to identify
hand written characters with high accuracy.*® With an increase
in the learning depth, the feature images with low resolution of
convolutional layer became more abstract. However, it was also
observable that the spectral information of different parts of the
rice seed in the form of a brighter pixel was concentrated in the
abstract channel images. Finally, these local features, which
contained both spectral and spatial information of different
channels, were flattened and sent into the fully connected
layers.

Briefly, on the one hand, the physical shape of these rice
seeds from different years was almost identical. Thus, the final
results of vigor assessment could hardly benefit from appear-
ance features. On the other hand, combining the results of
spectral analysis and convolutional layers features visualization,
it was predictable that the information related to the vibration
of hydrogen-containing groups within the high-dimensional
spectral images played an important role in the process. With
an increase in the depths of the deep learning model, spectra
from different parts of the whole seeds were locally focused and
analyzed in a space form by different convolutional kernels.

Fig. 7C and D additionally present the feature extraction
progress of transfer learning. It was predictable that the feature
extraction path of the transfer learning model was identical
with the corresponding self-built CNN model, which was
applied as the feature extractor, because the learning pattern of

44156 | RSC Adv, 2020, 10, 44149-44158

the feature extractor was frozen. Interestingly, a comparison of
Fig. 7B and C showed that similar channel images of each
convolutional layer were displayed, which validates the transfer
learning. A similar phenomenon can also be found in Fig. 7A
and B. The similarity of the transfer learning feature extraction
mode is to some extent expressed in the result of the transfer
learning and visualization images. Thus, making good use of
transfer learning is beneficial for reducing the computational
pressure and improving the versatility of models that handle
similar tasks.

4. Conclusions

In this study, near-infrared hyperspectral images combined
with deep learning were used to identify the vigor of rice seeds
harvested in different years. A total of 2671 KN4 rice seeds and
3960 RBQ rice seeds were acquired and analysed, and as ex-
pected, the rice seeds stored for the shortest time had the
highest vigor. Then, PCA was applied to reduce the dimensions
of the average spectra so that the first loading values, which
addressed the significance of the spectral channels, could be
presented. The differences in the PCA loading values were
consistent with the changes in seed vigor, satisfying the theo-
retical basis of the discriminant models.

Spectral images of both RBQ and KN4 were used to build the
self-built CNN and ResNet18 models. After testing and
comparing the performance of the deep learning model using
different training epochs and different structures, it was
concluded that increasing the number of training epochs and
applying a self-built model helped in identifying the seed vigor.
The identification accuracy of the self-built CNN for the KN4
cultivar reached 99.5018%. In addition, traditional machine
learning algorithms such as SVM and PLS-DA were used to build
discriminant models combined with average spectra. Non-
linear algorithms such as SVM were also able to achieve

This journal is © The Royal Society of Chemistry 2020
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nearly the best performance with the same amount and form of
training data as that herein, but were not more robust than the
self-built CNN. In addition, transfer learning in which the
established deep learning structure was frozen as the feature
extractor was also performed. The universality of the model for
processing rice spectral images could be increased by intro-
ducing a suitable structure with a large amount of training
samples as the feature extractor and a more classifiable spectral
image dataset. Finally, the channel images that came from each
convolutional layer of self-built CNN were shown to visually
demonstrate the validity of the deep learning model and the
feature extraction path of transfer learning. Therefore, this
study provides a potential method of identifying rice seed vigor
using near-infrared hyperspectral images combined with deep
learning, and suggests the possibility of increasing the univer-
sality of vigor identification models by transfer learning. A more
universal and powerful rice seed vigor identification model can
be established by extending the spectral database and applying
transfer learning in the future.
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