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Titanium dioxide is one of the most promising materials for many applications such as photovoltaics and

photocatalysis. Non-metal doping of TiO2 is widely used to improve the photoconversion efficiency by

shifting the absorption edge from the UV to visible-light region. Here, we employ hybrid density-

functional calculations to investigate the energetics and optical properties of carbon (C) impurities in

rutile TiO2. The predominant configurations of the C impurities are identified through the calculated

formation energies under O-poor and O-rich growth conditions. Under the O-poor condition, we find

that C occupying the oxygen site (CO) is energetically favorable for Fermi-level values near the

conduction band minimum (n-type TiO2), and acts as a double acceptor. Under the O-rich condition,

the Ci–VTi complex is energetically favorable, and is exclusively stable in the neutral charge state. We

also find that interstitial hydrogen (Hi) can bind to CO, forming a CO–Hi complex. Our results suggest

that CO and CO–Hi are a cause of visible-light absorption under oxygen deficient growth conditions.
1 Introduction

TiO2 is a material of great interest in electronics and optoelec-
tronics, especially in photocatalysis.1 It is also a promising
material for photovoltaic solar cells, especially for dye-
sensitized solar cells.2,3 TiO2 exists as three polymorphs:
rutile, anatase, and brookite. Both rutile and anatase TiO2 have
been extensively explored for photocatalytic applications and
different photocatalytic activities have been reported for both
polymorphs.4,5 Besides, TiO2 can be synthesized as coexisting
polymorphs by various growth processes,6,7 yielding better
photocatalytic performance than that of an individual poly-
morph. In general, rutile TiO2 has a large band gap of 3.0 eV (ref.
8 and 9) that can only be activated under UV light irradiation,
a major drawback for photocatalysis applications. Therefore, it
is of great interest to nd ways to extend the absorption wave-
length range of TiO2 into the visible region without decreasing
the photocatalytic activity. Various experimental techniques
including dye sensitization10,11 and transition metal doping12–14

enable photocatalysts to operate under visible light irradiation.
Recently, it has been reported that doping TiO2 with non-metals
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such as N, S or C extends the absorption edge from the UV to
visible region.15–17

The intentional and controlled incorporation of C impurities
into the TiO2 lattice is an efficient method to enhance visible
light photocatalytic activity.18–26 Carbon-doped TiO2 has been
prepared using different synthetic methods21,26 and the favor-
able conguration of carbon impurities in the TiO2 lattice has
been interpreted differently. In experiments, C dopants were
oen assumed to incorporate either as C substitutional on an O
site (CO)18–21 or as C occupying an interstitial site (Ci).22–25 In
addition, the mechanism underlying visible-light absorption is
still ambiguous.

First-principles calculations based on density-functional
theory (DFT) have been established as an important tool for
understanding and acquiring knowledge of the behavior of
defects and impurities in materials. Valentin et al.27 performed
DFT calculations within the generalized gradient approxima-
tion (GGA)28 to study various possible C doping species in both
anatase and rutile TiO2. In rutile, they found that carbon atoms
energetically prefer to occupy an interstitial site next to an
oxygen vacancy, Ci–VO, under oxygen-poor conditions, whereas
carbon atoms prefer to occupy the titanium site (CTi) under
oxygen-rich conditions. Generally, standard DFT methods
grossly underestimate band gaps. In their GGA calculations, the
calculated band gap of rutile TiO2 was 1.81 eV,27 much lower
than the experimental value, partly because of self-interaction
errors in DFT.29,30

Most defects and impurities can introduce levels in the band
gap, in which electrons can be exchanged with the Fermi-level.
This causes impurities, including C in TiO2 occurring in
This journal is © The Royal Society of Chemistry 2020
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multiple charge states. In their previous study, Valentin et al.27

considered only the neutral charge state for all carbon impuri-
ties. Moreover, their calculated band gap of rutile TiO2 was
underestimated; this might lead to an incomplete conclusion.

In the present work, we investigate the energetics and optical
properties of plausible C impurities in rutile TiO2 in their stable
charge states, including CO, CTi, Ci, Ci–VO and Ci–VTi complexes,
through DFT calculations within the Heyd–Scuseria–Ernzerhof
(HSE) hybrid functional for exchange and correlation. The HSE
hybrid functional has been proven to yield not only a better
description of the band gap, but also accurate defect levels and
formation energies.31,32 The energetically favorable congura-
tions of carbon impurities for certain Fermi levels and growth
conditions are determined based on formation energies. The
optical transitions are estimated using conguration coordinate
diagrams. We nd that under the O-poor condition, CO is
energetically favorable in n-type TiO2, where the Fermi-level
position is near the conduction band. We nd that the local-
ized states above the valence band produced by CO give rise to
visible-light absorption. In addition, the effect of H impurities,
which are ubiquitous and can unintentionally be incorporated
in the material synthesis process, is considered. Our calcula-
tions indicate that interstitial H attracts CO, forming a CO–Hi

complex. This complex could also be a cause of the visible-light
absorption, unlike NO–Hi, which eliminates the visible-light
absorption effects of NO in TiO2.33
2 Computational method

Our DFT calculations were employed within the HSE hybrid-
functional34 and the projector-augmented wave (PAW) method35

as implemented in the VASP code.36 We used a well-converged
energy cut-off of 420 eV for the projector-augmented plane
waves. In this study, Ti 3s23p64s23d2 states were treated as
valence states. For the calculations of lattice parameters, band
gaps, and formation enthalpies, we employed a 6-atom
conventional unit cell with 5 � 5 � 7 Monkhorst–Pack (MP)
meshes for the Brillouin zone integrations.

In the HSE approach, the Coulombic potential in the
exchange energy is divided into short-range and long-range
parts with a screening length of 10 Å. In the short-range part,
the non-local Hartree–Fock (HF) exchange is mixed with the
Perdew, Burke and Ernzerhof (PBE) GGA exchange energy.28 The
long-range part and the correlation potential are represented by
the PBE functional. We used the standard HF mixing a ¼ 0.25,
which is suitable for satisfaction of the generalized Koopmans’
theorem37 in both anatase and rutile TiO2.38 Geometry relaxa-
tions were performed for the cell volume and shape, as well as
for the atomic positions of the conventional cell until the
residual force was less than 0.02 eV Å�1.

For the calculations of C impurities, we extended the
conventional cell by 2 � 2 � 3 to produce a 72-atom supercell
and introduced a defect in the supercell. For the Brillouin zone
integrations of the supercell, the k-points were sampled at
a non-G-centered MP 2 � 2 � 2 mesh in which the Fock-
exchange part39 was reduced by a factor of 2. All atoms were
This journal is © The Royal Society of Chemistry 2020
allowed to relax with a xed cell volume until the residual forces
are less than 0.02 eV Å�1.

The likelihood of incorporating an impurity in TiO2 is
determined by its formation energy, which depends on the O
(~mO), Ti (~mTi) and C (~mC) chemical potentials. For example, the
formation energy of CO in charge state q is dened as

Ef(CO) ¼ Etot(CO) � Etot(TiO2) � mC + mO + q(3F + EV) + Ecor,(1)

where Etot(CO) is the total energy of the supercell with one C
substituted for O (CO) in a charge state q. Etot(TiO2) is the total
energy of the supercell without defects and 3F is the Fermi
energy ranging over the band gap. EV is the energy of the elec-
tron at the valence band maximum (VBM), which aligns the
average electrostatic potential of the atom far away from the
defect site in the supercell and with the corresponding potential
in a perfect crystal. The O atom that is removed from the
supercell is placed in a reservoir with energy mO, referenced to
the total energy per atom of an isolated O2 molecule. The C
atom is taken from a reservoir with energy mC, referenced to the
total energy per atom of C in a bulk phase. Similarly, in the case
of CTi, the Ti atom that is removed from the supercell is placed
in a reservoir with energy mTi, referenced to the total energy per
atom of Ti in a bulk phase (mTi ¼ ~mTi + Etot[Tibulk]). These
reference energies are given by our DFT calculations for the
total energy of bulk Ti per formula unit (�9.46 eV) and half the
total energy of an isolated O2 molecule (�8.55 eV).

The nal term, Ecor, is the image charge correction term,
which corrects for the Madelung energy of the defect point
charge in the uniform background. The Coulomb image-charge
corrections can be written as

Ecor ¼ aMq
2

3L
þ 2pqQ

33L3
(2)

where q is the nominal charge of the defect, Q is the quadrupole
moment, L is the linear size of the supercell, aM is a Madelung
constant and 3 is the static dielectric constant. As recently
shown by Lany and Zunger, the quadrupole term can be
approximated to about one-third of the monopole term for
cubic supercells.40 For the present calculations of Ecor, we obtain
the dielectric constant from the experimental value of
159.67.41

The chemical potentials ~mTi and ~mO are variables but must
satisfy the stability condition ~mTi + ~mO ¼ DHf(TiO2), where DHf(-
TiO2) is the formation enthalpy of TiO2. In principle, ~mO can vary
over a wide range fromO-rich (~mO¼ 0) to O-poor (~mO¼ (DHf(TiO2)
� ~mTi)/2). At the O-rich limit, the chemical potential of Ti is given
by ~mTi ¼ DHf(TiO2), while at the Ti-rich limit, ~mTi is bound by the
formation of Ti2O3, 2~mTi + 3~mO < DHf(Ti2O3). The calculated
DHf(TiO2) and DHf(Ti2O3) using the HSE approach are �9.93 eV
and �15.94 eV, which are in good agreement with the experi-
mental values of �9.78 eV42 and �15.74 eV,42 respectively.

Since the Ti-to-O ratio is higher in Ti2O3 than in TiO2, we
expect the growth of these alternate phases to be favorable
under Ti-rich growth conditions. The stable thermodynamic
condition of TiO2 is represented in the phase diagram illus-
trated in Fig. S1 (see ESI†). In this article, we present results of
RSC Adv., 2020, 10, 19648–19654 | 19649
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Fig. 1 Local atomic structures of carbon impurities: (a) CO, (b) CTi, (c)
Ci, (d) Ci–VO and (e) Ci–VTi in rutile TiO2. The red, blue, and brown
spheres represent O, Ti, and C atoms, respectively.
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the formation energies for O-poor and O-rich conditions. Our
analysis gives the chemical potential settings (~mTi, ~mO) corre-
sponding to Ti-rich (O-poor) and O-rich (Ti-poor) as (�2.10,
�3.95) and (�9.93, 0) in eV, respectively. Under the O-rich
growth condition, ~mC is limited by the formation of the CO2

molecule, i.e. ~mC ¼ DHf(CO2) � 2~mO, whereas under the O-poor
(Ti-rich) growth condition, ~mC is limited by the formation of TiC,
i.e. ~mC ¼ DHf(TiC) � ~mTi.

The thermodynamic transition levels are given by the Fermi
energy at which the formation energies of the two charged
states are equal:

3D
�
q
�
q
0� ¼

Ef

�
Dq; 3F ¼ 0

�
� Ef

�
Dq0 ; 3F ¼ 0

�

q0 � q
: (3)

The thermodynamic transitions are represented by kinks in
the plots of formation energy as a function of Fermi energy.
Note that 3F ranges over the band gap and is referenced to the
VBM. Optical transitions were determined based on congura-
tion coordinate diagrams following the standard procedure
described in ref. 43.
3 Results
3.1 Fundamental properties of rutile TiO2

Rutile TiO2 can be described by a six-atom primitive cell with
lattice parameters a and c, and an internal parameter u that
denes the distance between Ti and O atoms in the plane
perpendicular to the c direction, as shown in Fig. S2(a) in the
ESI.† The lattice parameters calculated by HSE (using 25% HF
exchange), band gap at G and formation enthalpy (DHf) are
listed in Table 1. The calculated lattice parameters are in very
good agreement with the experimental values. The calculated
electronic band structure and the Brillouin zone are presented
in Fig. S2 (see ESI†). Our calculated band gap is 3.34 eV, slightly
higher than the experimental value of 3.03 eV.8
3.2 Model structure of carbon doping

In principle, there are three possible ways to include C atoms in
the lattice. The rst one is the substitution of an O by a C atom
(CO); the second is the substitution of a Ti atom by a C atom
(CTi). The third possibility is that a C atom is stabilized at an
interstitial position (Ci). These three models of C impurities are
shown in Fig. 1(a)–(c). We denote CO and CTi as on-site cong-
urations since the C atoms remain at their respective lattice
sites, constrained by the crystal symmetry.
Table 1 Calculated structural parameters, band gap and formation
enthalpy of rutile TiO2

Functional a c/a u/a Eg DHf (eV)

PBE44 4.65 0.639 0.305 1.77 �9.33
HSE (a ¼ 0.20)44 4.59 0.642 0.305 3.05 �9.73
This work (a ¼ 0.25) 4.59 0.644 0.305 3.34 �9.93
Expt.8,42,45 4.59 0.644 0.306 3.03 �9.78

19650 | RSC Adv., 2020, 10, 19648–19654
However, in the case of CO and CTi, the carbon atoms can
signicantly shi from the ideal lattice positions toward three
nearby O atoms, stabilizing the low-symmetry (off-site) cong-
urations. For CO, the off-site conguration can be represented
as a complex between interstitial C and an oxygen vacancy (Ci–

VO), while for CTi, the off-site conguration can be represented
as interstitial C and a nearby titanium vacancy (Ci–VTi). The
most energetically favorable low-symmetry (off-site) congura-
tions of CO and CTi are shown in Fig. 1(d) and (e), respectively.
3.3 Carbon doped TiO2: formation energies

In our calculations, we vary the charge states of the defects to
identify the most stable charge state. The formation energies of
CO, CTi, Ci, Ci–VO and Ci–VTi as a function of the Fermi level are
shown in Fig. 2. The vertical dashed line indicates the experi-
mental band gap of 3.03 eV.8 Only the formation energy
Fig. 2 Defect formation energies as a function of Fermi energy under
(a) O-rich and (b) O-poor conditions. The vertical dashed line indicates
the experimental band gap.8

This journal is © The Royal Society of Chemistry 2020
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Fig. 3 Local atomic structures of (a) Hi and (b) CO–Hi in rutile TiO2.
The red and blue spheres represent O and Ti atoms, respectively. The
brown and pink spheres represent the carbon and hydrogen
impurities.
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associated with the lowest-energy charge state of each defect is
shown for the corresponding Fermi-level position.

Since C has two fewer electrons than O, CO is likely to be
negatively charged and acts as an acceptor. Fig. 2 shows that CO

is stable in the neutral, � and 2� charge states with thermo-
dynamic transition levels 3(0/�) and 3(�/2�) located at 1.77 and
2.12 eV above the VBM, indicating that CO is a deep acceptor
with positive-U behavior. We nd that CO is the prevalent defect
under the O-poor limit for Fermi-level positions near the
conduction band minimum (CBM). Deep transition levels of CO

indicate that it induces impurity states in the band gap, which
likely gives rise to optical transitions with lower energy than the
band gap. The calculated density of states for CO is illustrated in
Fig. S3 (see ESI†).

For Ci, we nd that the C atom binds to four O atoms with an
average C–O bond length of 1.40 Å. Since O has a much higher
electronegativity than C, the C atom tends to donate its four
valence electrons to the surrounding O atoms. Thus Ci is
exclusively stable in the 4+ charge state, acting as a quadruple
donor. Since the oxygen vacancy, VO, in rutile TiO2 is stable in
the 2+ charge state44 and Ci is stable in the 4+ charge state, the
Ci–VO complex is reasonably expected to occur in the 6+ charge
state. Our calculations show that the Ci–VO complex is stable in
the 6+ charge state and is prevalent under O-poor growth
conditions for Fermi-level positions from 0 to 2.46 eV above the
VBM. In addition, this complex can trap an additional electron
in the form of a small polaron. The formation energy of (Ci–

VO) + 1 polaron is included in Fig. 2, indicating that it becomes
more stable than (Ci–VO) for Fermi-level positions higher than
2.46 eV. In Ci–VO, the C atom binds with three neighboring
oxygen atoms, forming a carbonate ion-like structure, CO3

2�, as
shown in Fig. 1(d). The average planar C–O bond length is 1.28
Å, which is very close to the calculated C–O bond length in
CaCO3 of 1.29 Å.

Since Ti and C are isovalent, the substitution of Ti by a C
atom does not create an extra electron or hole and is expected to
occur in the neutral charge state. Our calculations show that CTi

does not create defect levels in the band gap and thus is stable
in the neutral charge state for the whole range of Fermi levels.
We also nd that a C atom is likely to be displaced from the Ti
site and bind with three nearby O atoms in the form of a Ci–VTi

complex (see Fig. 1(e)), which is 6 eV lower in energy than CTi.
The average planar and apical C–O bond lengths of CTi are 1.55
Å and 2.10 Å, respectively. In Ci–VTi, the interstitial carbon atom
also binds with three neighboring oxygen atoms, forming
a carbonate ion-like structure, CO3

2�, as shown in Fig. 1(e), with
an average C–O bond length of 1.29 Å. Much shorter C–O bond
lengths in Ci–VTi compared to those in CTi reect much stronger
C–O bonds, resulting in a signicantly lower formation energy.
Under the O-rich limit, the Ci–VTi complex is a predominant
defect for Fermi-level values higher than 1.13 eV above the VBM.
When the Fermi level decreases toward the VBM, the donor-type
defects Ci and (Ci–VO) become more stable. However, it is
unlikely for TiO2 to have that relatively low Fermi level.

In addition, we consider the effects of hydrogen, which is
ubiquitous and could be unintentionally incorporated during
the growth process. Hydrogen has been reported to play an
This journal is © The Royal Society of Chemistry 2020
important role in the electrical properties of many oxides and
affects the optical absorption of N impurities in TiO2

33 and
SrTiO3.46 First, interstitial H (Hi) is found to prefer to bind with
a host O atom without introducing any state in the band gap.
Our calculations show that Hi is stable in the 1+ charge state,
acting as a shallow donor. In addition, we nd that an extra
electron can be trapped at a Ti site in association with the
presence of H+

i . This result is in agreement with the DFT+U
calculations.47 However, we do not consider this electron trap-
ping here because the calculations could be very complicated
and beyond the scope of the present work. Besides, the migra-
tion barrier of H+

i in TiO2 has been reported to be 0.59 eV
parallel and 1.28 eV perpendicular to the tetragonal c-axis,48

indicating that it is highly mobile at low temperature unless it is
trapped by other defects or impurities. H+

i can be trapped by CO

acceptors via coulombic attraction.
Our calculated formation energies show that the CO–Hi

complex is stable in + and � charge states with the transition
level 3(+/�) located at 1.78 eV above the VBM. This characteristic
of the complex is unlike NO–Hi in TiO2,33 which is stable only in
the neutral charge state. For N�

O in TiO2, the in-gap localized
states of N�

O are completely passivated by Hi. For C2�
O , Hi

partially passivates one of the localized in-gap states, leaving the
other C-related states in the band gap. The average C–H bond
length in the CO–Hi complex is 1.096 Å, which is very close to the
calculated C–H bond length in the CH4 molecule of 1.09 Å. The
local atomic geometries of Hi and CO–Hi are illustrated in Fig. 3.

We also calculated the binding energy of the CO–Hi complex,
dened as

Eb[(CO–Hi)
q] ¼ Ef[CO

q0] + Ef[H
+
i ] � Ef[(CO–Hi)

q], (4)

where Ef[(CO–Hi)
q] is the formation energy of the complex in

charge state q (q ¼ +, �). Ef[H
+
i ] is the formation energy of Hi in

the 1+ charge state, and Ef[CO
q0] is the formation energy of CO in

charge state q0 (q0 ¼ 0, �, 2�). The calculated binding energy of
the CO–Hi complex is determined as a function of the Fermi
level, as shown in Fig. 4. For Fermi-level values near the CBM,
the binding energy is 0.61 eV, which is comparable to that of
NO–Hi in rutile TiO2 (0.58 eV).33 However, the binding energy is
reduced to 0.31 eV when the Fermi level moves forward to the
valence band. We note that the binding energies remain the
RSC Adv., 2020, 10, 19648–19654 | 19651
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Fig. 4 (a) Formation energies of CO, Hi, and the CO–Hi complex under
the O-poor limit. (b) The calculated binding energy (Ebind) of the CO–Hi

complex as a function of the Fermi level.

Fig. 5 Configuration coordinate diagram for CO in rutile TiO2. The
formation energies correspond to the similar O-poor condition in
Fig. 2 and 3F at (a) CBM for the C2�

O + hn / C�
O + e� process and at (b)

VBM for the C�
O + hn / C2�

O + h+ process.
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same regardless of O chemical potentials. We can also address
the stability of the complex by estimating the dissociation
energy given by Eb[CO–Hi]

� + Em(H
+
i ), where Em(H

+
i ) is the

calculated migration barrier of interstitial H of 0.58 eV.47 The
dissociation energy is estimated as 1.2 eV, thus indicating that
(CO–Hi)

� can be stable at temperatures up to �187 �C. Our
analysis shows that in the presence of hydrogen, (CO–Hi)

� will
be formed and predominant in n-type TiO2 under the O-poor
limit.

3.4 Optical absorption and emission

Here we focus on CO and CO–Hi, which introduce deep levels in
the band gap and could give rise to optical transitions with
lower energy than the band gap of TiO2. The optical properties
of CO were determined through the conguration coordinate
diagram shown in Fig. 5. The optical transition associated with
CO occurs through the process C2�

O + hn / C�
O + e�, as repre-

sented in Fig. 5(a). C2�
O absorbs a photon and is converted to

C�
O with an electron in the conduction band. The absorption

energy was obtained by calculating the difference in the
formation energy between C�

O in the C2�
O lattice geometry and

C2�
O . The calculated absorption energy corresponds to the CO-

related absorption peak centered at 1.83 eV, in which an elec-
tron is excited from the fully occupied state of C2�

O to the
conduction band. The calculated emission energy, representing
the recombination of the electron in the conduction band with
the hole in C�

O, i.e. C
�
O + e� / C2�

O + hn, is 0.74 eV.
Besides, another optical transition of CO occurs through the

process C�
O + hn / C0

O + e�, in which C�
O absorbs a photon,
19652 | RSC Adv., 2020, 10, 19648–19654
converting it to C0
O with an electron in the conduction band. The

absorption energy was obtained by calculating the difference in
the formation energy between C�

O and C0
O in the C�

O lattice
geometry. The calculated absorption energy for this process is
2.18 eV. The calculated emission energy for C0

O + e�/ C�
O + hn is

0.34 eV.
We also considered the transition through the process

C�
O + hn / C2�

O + h+, as depicted in Fig. 5(b), in which an elec-
tron is transferred to C�

O, converting it into C2�
O with a hole in

the valence band. The analogous transition process C0
O + hn /

C�
O + h+ also takes place. The absorption energies of both

processes were calculated by constructing the conguration
coordinate diagram, yielding values of 2.61 eV and 3.01 eV,
respectively. The absorption energies associated with valence
band electron exchange were slightly higher than those asso-
ciated with conduction band electron exchange. The emission
energies are 1.52 eV for C2�

O + h+ / C�
O + hn and 1.17 eV for

C�
O + h+ / C0

O + hn.
In addition, we consider the optical transition associated

with (CO–Hi) through the process (CO–Hi)
� + hn / (CO–Hi)

0 +
e�, in which an electron is excited from (CO–Hi)

� to the
conduction band, yielding an absorption energy of 2.16 eV.
Another transition process, (CO–Hi)

0 + hn/ (CO–Hi)
� + h+, gives

an absorption energy of 2.40 eV. These absorption energies are
slightly higher than the absorption energy associated with CO.
All the plausible optical transition processes and absorption
and emission energies associated with CO and the (CO–Hi)
complex are listed in Table 2.

Our calculated optical absorption energies listed in Table 2
elucidate that both CO and the (CO–Hi) complex give rise to
optical absorption in the visible-light region. Most of the
emission energies associated with CO and the (CO–Hi) complex
are in the infrared region. These C-related impurities become
predominant in n-type rutile TiO2 under highly O-decient
conditions. In experiments, C-doped TiO2 samples oen
exhibit mixed-phase structures (anatase–rutile, anatase–
brookite or anatase–rutile–brookite).49–52 An effort to prepare C-
This journal is © The Royal Society of Chemistry 2020
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Table 2 The optical transition processes and absorption and emission
energies associated with CO and the (CO–Hi) complex. The predicted
colors corresponding to the absorption and emission energies are also
listed

Procedure Type eV Color

C2�
O + hn / C�

O + e� Absorption, CBM 1.83 Red
C�
O + hn / C0

O + e� Absorption, CBM 2.18 Yellow
C�
O + e� / C2�

O + hn Emission, CBM 0.74 IR
C0
O + e� / C�

O + hn Emission, CBM 0.34 IR
C�
O + hn / C2�

O + h+ Absorption, VBM 2.61 Blue
C0
O + hn / C�

O + h+ Absorption, VBM 3.01 Violet
C2�
O + h+ / C�

O + hn Emission, VBM 1.52 IR
C�
O + h+ / C0

O + hn Emission, VBM 1.17 IR
(CO–Hi)

� + hn / (CO–Hi)
0 + e� Absorption, CBM 2.16 Yellow

(CO–Hi)
0 + hn / (CO–Hi)

+ + e� Absorption, CBM 1.60 Red
(CO–Hi)

+ + e� / (CO–Hi)
0 + hn Emission, CBM 1.41 IR

(CO–Hi)
0 + e� / (CO–Hi)

� + hn Emission, CBM 0.94 IR
(CO–Hi)

+ + hn / (CO–Hi)
0 + h+ Absorption, VBM 1.94 Red

(CO–Hi)
0 + hn / (CO–Hi)

� + h+ Absorption, VBM 2.40 Green
(CO–Hi)

� + h+ / (CO–Hi)
0 + hn Emission, VBM 1.17 IR

(CO–Hi)
0 + h+ / (CO–Hi)

+ + hn Emission, VBM 1.74 Red
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doped rutile TiO2 has also been reported; however, C dopants
were not successfully incorporated into the lattice sites.53 Pure
C-doped rutile TiO2 samples are still very scarce. Recently, black
carbon-doped rutile TiO2 was reported to have been successfully
synthesized by the substitution of O at C sites in TiC lm.54

However, it is ambiguous whether C atoms were atomically
dispersed in the TiO2 lattice sites, as indicated by the dominant
C–C bond characteristics in the X-ray photoemission spectros-
copy peaks. Therefore, we do not directly compare our calcu-
lated optical absorption energies with the available
experimental values. Our results presented here are provided to
support future experimental identication of C impurities using
optical-transition measurement techniques.
4 Conclusions

In summary, we employed hybrid density-functional calcula-
tions to investigate the thermodynamic stability and the effects
of C impurities on optical absorption in rutile TiO2. We nd
that, among other C impurities, only substitutional CO intro-
duces defect levels in the band gap and gives rise to optical
absorption in the visible region. Our calculated formation
energies show that CO is a deep donor and energetically stable
in n-type TiO2 under the O-poor limit. When the oxygen partial
pressure increases, Ci–VTi becomes energetically stable in n-type
TiO2; however, it is electrically and optically inactive. We also
nd that hydrogen can bind with CO in a (CO–Hi) complex which
is stable up to relatively high temperature. This complex does
not completely passivate the visible-light absorption induced by
CO but leads to a net red-shi in the absorption edge.

In addition, we nd that Ci and Ci–VO are shallow donors
and can act as compensating centers for CO acceptor and p-type
dopants in rutile TiO2. Therefore, substrates, precursors or
growth processes containing carbon should be avoided for the
efficient fabrication of p-type rutile TiO2. Our results presented
This journal is © The Royal Society of Chemistry 2020
in this work reveal the true nature of C impurities and the C
impurity–H complex in rutile TiO2. They not only serve as
a guide for C impurity identication in rutile TiO2 but also pave
the way for new applications of TiO2 in optoelectronics and
photovoltaics.
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