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Electrostatic interaction plays an essential role in protein—-ligand binding. Due to the polarization effect,
electrostatic interactions are largely impacted by their local environments. However, traditional force
fields use fixed point charge—charge interactions to describe electrostatic interactions but is unable to
include the polarization effect. The lack of the polarization effect in the force field representation can
result in substantial error in biomolecular studies, such as molecular dynamics and molecular docking.
Docking programs usually employ traditional force fields to estimate the binding energy between
a ligand and a protein for pose selection or scoring. The intermolecular interaction energy mainly
consists of van der Waals and electrostatic interaction in the force field representation. In the current
study, we developed an Effective Polarizable Bond (EPB) method for small organic molecules and
applied this EPB method to optimize protein-ligand docking in computational tests for a variety of
protein—ligand systems. We tested the method on a set of 38 cocrystallized structures taken from the
Protein Data Bank (PDB) and found that the maximum error was reduced from 7.98 A to 2.03 A when
using EPB Dock, providing strong evidence that the use of EPB charges is important. We found that our
optimized docking approach with EPB charges could improve the docking performance, sometimes
dramatically, and the maximum error was reduced from 12.88 A to 1.57 A in Optimized Docking (in the

case of 1fgx). The average RMSD decreased from 2.83 A to 1.85 A. Further investigations showed that the
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Accepted 31st March 2020 use of the EBP method could enhance intermolecular hydrogen bonding, which is a major contributing

factor to improved docking performance. Developed tools for the calculation of the polarized ligand
charge from a protein—-ligand complex structure with the EPB method are freely available on GitHub
(https://github.com/Xundrug/EPB).
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Introduction

Virtual screening'™** (VS), also known as in silico screening, is
a widely used approach to screen small molecule databases to
find putative active compounds for a specific target. Compared
to experimental screening™** methods, VS is much faster and
cost-efficient. There are two types of virtual screening methods:
ligand-based*™ and structure-based'®**® VS. For the ligand-
based VS methods, 2D or 3D chemical similarity analysis is

usually used to scan the compound library against known active
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compounds. For the structure-based VS methods, molecular
docking and scoring is usually applied to evaluate whether
a compound can fit well with the binding site of a target.

Since structure-based virtual screening methods play a crit-
ical role in early drug discovery, many efforts have been made to
improve the docking and scoring methods. There are many
docking software packages available,” including GLIDE,***
FlexX,*** Gold,*** Dock,** ICM,*” and Autodock.*®*' These
docking programs usually apply empirical force fields or scoring
functions to evaluate the binding affinity between a protein and
ligand. Thus, the performance of these docking programs is
largely impacted by the accuracy of the force fields**** used in
the docking process. Electrostatic interaction plays an essential
role in the protein-ligand binding process.***” Traditional
molecular force fields use fixed charge interactions to model
electrostatic interactions between atom pairs. Polar interactions
between molecules are largely impacted by their local environ-
ment. The polarization of polar groups contributes a lot to the
electrostatic interaction energy. The lack of a polarization effect
is one major drawback of traditional molecular force fields.

This journal is © The Royal Society of Chemistry 2020
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Electrostatic interactions play an important role in deter-
mining the structure and function of biomolecules.**** There-
fore, an accurate description of electrostatic interactions is
essential for the description of protein dynamics and for the
structure-function correlation studies of proteins. In the past
few decades, significant progress has been made in the devel-
opment of molecular mechanics (MM) force fields for biomo-
lecular simulation.***® However, the main drawback of
standard force fields is the lack of polarization effects. In 1976,
Warshel and Levitt® considered the protein polarization effect
within the QM/MM method. Since then, many attempts have
been made to develop molecular models that bring protein
polarization effects into standard force fields,****-** such as the
fluctuating charge model,”* Drude oscillator, induced
multipole,”** and hybrid QM/MM,* to represent the electronic
polarization. The similarities and differences between these
methods have been commented on and explained in a number
of papers.** We have worked to develop an efficient method,
termed the effective polarizable bond® (EPB), to treat the
polarization effect for protein dynamics simulation over the
past several years. The EPB method has shown good perfor-
mance in studying protein—protein binding and protein folding
simulation in previous studies.®***

Several groups have tried to include the polarization effect in
the molecular docking process. Hensen et al.®® introduced the
QM/MM approach to protein-ligand interaction energy calcu-
lation and found that the polarization effect can contribute as
much as one-third of the total electrostatic interaction energy.
Cho et al.®*~** developed a QM-polarized ligand docking (QPLD)
method, which combines Schrodinger's docking program
Glide*®*® and the QM/MM module QSite.***® Bikadi and Hazai*®
applied the PM6 semi-empirical quantum-mechanical partial
charge to the redocking test using AutoDock®® 4 software and
found that the docking accuracy was significantly increased.
Chaskar et al.”” developed a QM/MM scoring function with
a semiempirical self-consistent charge density functional tight-
binding method and CHARMM force field and found that the
QM/MM scoring yielded a substantially improved success.

We developed an efficient effective polarizable bond®” (EPB)
method to treat the polarization effect for protein dynamics
simulation over the past several years. The EPB method is an
effective fluctuation charge model in which all polar groups® in
proteins are polarizable. The polarizable parameters for each
polar bond are pre-determined by quantum chemical calcula-
tion of the model molecules under varying electrostatic envi-
ronments. The EPB method has shown good performance in
studying protein-protein binding and protein folding simula-
tion in previous studies.*®*** In the current study, we extended
the EPB method to derive the EPB parameters for small drug-
like molecules and applied the EPB method in an optimized
protein-ligand docking study.

The remaining of the article is organized as follows. The
Method section gives a brief overview of the EPB method, the
derivation of the polarizable bond parameters for small organic
molecules, and the optimized molecular docking details. The
Result and discussion section presents the performance of the

75-77

This journal is © The Royal Society of Chemistry 2020

View Article Online

RSC Advances

optimized docking results in the computational experiments.
The final section concludes the current study.

Methods
Brief description of the EPB method

The current EPB model only considers polar groups in proteins
and allows atomic charges of these polar groups to fluctuate
according to their local electrostatic environment. Here, we give
a brief description of the EPB model, while a more detailed
description can be found in previous publications.*”*® For
example, if we transfer a polar group CO from the gas phase to
the liquid phase, the energy of the system can be written as:

E= Eele + Ep-cosl = [qC¢C + l]o@o] + K(:uliquid - ,u'gas)z (1'1)

where E. is the interaction energy between the molecule and
the external electric field and Ej, .o represents the polarization
cost energy, gc and g are the ESP charges of the C and O atoms,
@ and P are the electrostatic potentials at the C and O atoms,
1/k is the polarizability of the CO group, and pjiquia and pgas are
the dipole moment of the CO group in the liquid and gas phase.
In the CO group, if the charge transferred from atom O to atom
C is Ag, the final charges of C and O atoms and the dipole
moment change along the CO bond in this process are given by:

go = 43" + Aq (1.2)
qc = q&° — Agq ’

Ap = Wiquid — Mgas = Ag X dco (1.3)

where dco is the CO bond. Combining eqn (1.1)-(1.3) and
minimizing the total electrostatic energy with respect to the
variation of Ag, the charge transfer and energy can be written as:
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Fig. 1 Polarization cost energy as a function of the change of the
dipole moment. The black points represent data of the CO group,
which was fitted to the quadratic curve colored red. Polarizable bond
parameters for small organic molecules.
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Fig. 2 Three molecular models containing a carbonyl group.
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where g¢ and g, are the effective charges of C and O atoms, and
the polarization parameter « for each polar bond is predetermined
from quantum chemistry calculations using appropriate molec-
ular models,” and we can get the polarization cost energy as
a function of the polarization state (as shown in Fig. 1).

In the current work, we extended the EPB method to include
small organic molecules. First, we identified all common polar
groups in small organic molecules and designed corresponding
model molecules to represent these polar groups. Next,
quantum mechanical calculations were performed to derive the
polarizable parameters « for each polar bond using model
molecules and ESP (electrostatic potential) charges were then
used to fit the polarizable parameters «.

Sampling of the molecular configurations by MD simulations

First of all, we needed to select appropriate molecular models
(Fig. S1-S137). For example, if we wanted to derive the polariz-
able parameter for the -CO group (see Fig. 2), we used acetone
as one of the molecular models. At first, the simulation was
performed with the AMBER14 package and the Leap module
was used to add hydrogen atoms. After that, the model molecule
was placed in an octahedron TIP3P water model with the
distance from the surfaces of the box to the closest protein
atoms set to 10 A. The periodic boundary condition and the
particle mesh Ewald®” method were employed to treat long-
range electrostatic effects.’” The energy minimization was
performed for the system without any constraints. After mini-
mization, the system was heated from 0 K to 300 K in 500 ps,
and then 5 ns NPT MD simulation was performed at 300 K. After
equilibration, a 30 ns production run was performed. For the
MD simulation, the integration time step was set to 1 fs and
Langevin dynamics'® was employed to regulate the temperature
with the collision frequency set to 2 ps~'. Besides, the SHAKE
algorithm'** was applied to all of the covalent bonds involving
hydrogen atoms during the MD simulations.

Quantum chemistry calculation of the molecular polarization

After the MD simulation, 15 000 configurations were selected
for quantum chemistry calculation. For each configuration, the
quantum chemistry calculation of acetone was performed with
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or without the electric field generated by the background charge
of water molecules. Then, we could obtain the polarization cost
energy as a function of the polarization state (shown in Fig. 1).
By fitting the data points in Fig. 1, we could derive an average
polarizable parameter for the CO group. The DFT***'** method
(M06/6-31G**)'** in Gaussian 09 (ref. 106) was used for
quantum chemical energy calculation and AMBER14 (ref. 107)
software was used for the MD simulation. The EPB polarizable
parameters for some representative polar bonds are listed in
Table 1.

Optimized docking approach

Glide**** software was employed to perform molecular docking
in the present work. The final ligand pose in Glide is primarily
determined by the total intermolecular electrostatic and van der
Waals energy. In Glide, the electrostatic energy is screened by
a distance-dependent dielectric constant. If we change atomic
charges used to calculate the electrostatic interaction energy in
molecular docking, the final ligand pose would also change. We
chose some co-crystal structures as a test set in our optimized
docking experiment. All the test cases were downloaded from
the Protein Data Bank'® (PDB) and structural waters were
deleted. The raw PDB files usually contain some missing atoms,
missing residues, or missing loop regions. In order to make
these structures suitable for the modeling tasks, we used the
Protein Preparation Wizard to prepare the protein structures.
The force field used for the docking process was the OPLS_2005
force field, which was available to us to use. To test the
performance of the polarized EPB charge in the docking, we
replaced the ligand charge with the EPB charge and kept the
other parameters unchanged in OPLS_2005. The protein was
kept fixed during the docking process while the ligand was
flexible. We calculated the root mean square derivation (RMSD)
between the final docking pose and the original ligand geom-
etry from the raw PDB files (the reference structure) as an
indicator for performance evaluation.

However, in practical virtual screening tasks, we had no prior
knowledge of the native binding mode. Thus, we could not
generate proper EPB charges before docking. We solved this
problem by performing docking and EPB charge calculation
iteratively (optimized docking). The iterative procedure can be
described as follows: (1) dock the ligand to the protein with the
original OPLS_2005 force field. (2) Select the top scoring pose
and derive the EPB charges of the ligand using the EPB method.
(3) Dock the ligand to the protein with the polarized EPB charge
derived in step 2. (4) Repeat steps (2) and (3) until the changes of

This journal is © The Royal Society of Chemistry 2020
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Table 1 EPB parameters for selected polar groups®

Table 1 (Contd.)
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«/(keal mol "

Polar bond debye™?) di(A)
C=—N R = aryl 1.28 1.16
/ R = alkyl 3.11 1.16
R
R = aryl 4.72 1.35
R F R = alkyl 5.63 1.33
(o)
|C! 1.43 1.81
7 NG
(o)
Q 1.38 2.12
7 N
ﬁ
1.36 2.11
R | | ¢
O
R = aryl 1.38 1.72
R=—Cl R = alkyl 1.78 1.78
@)
|Cl, 1.18 1.99
R/ ) Br
O
H 1.09 2.36
R/ K Br
ﬁ
1.06 2.37
R/ ”\ Br
0]
R = aryl 1.00 1.90
R<—Br R = alkyl 1.33 1.99
o R = aryl 3.04 1.23
|| R = alkyl 3.98 1.23
C R'
. P \N P
H
(@)
L! 3.51 1.23
™
R,/ R,

This journal is © The Royal Society of Chemistry 2020

«/(keal mol™*

Polar bond debye?) dl(A)
|C! 1.17 1.66
AN
R R,
R’ R =0,8,N 6.35 1.09
|| R’ = others 4.14 1.09
C
.
R H
N—
/ 3.49 1.21
R
—N
\ 6.82 1.01
H
By
| / 10.05 1.01
N*\
P
R H
H
il 6.74 1.01
R1/ \R2
I
c R
N 8.83 1.01
R; T
H
o)
” 3.80 1.22
N+
R/ \O_
o)
7.74 0.94
)k &
R o
R—@ R = aryl 9.15 0.94
R = alkyl 10.97 0.95
H
o R = aryl 2.85 1.34
\ R = alkyl 3.29 1.34
H
o)
“ 2.44 1.53
R1/ \R2
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Table 1 (Contd.)
k/(keal mol™"
Polar bond debye?) di(A)
I
3.07 1.47
~N
R1/|| Ry
(o)
1
R
o
AN
O——F|’:O 3.92 1.47
o)
L

R2

? The polarizable parameter « is in kcal mol " debye > and the bond
length d is in A.

Ecvaw (Which is the non-bonded interaction energy between the
ligand and the receptor, including the van der Waals and
Coulomb interaction) drop below 1.0 kcal mol " (see Fig. 3). A
test set consisting of 80 co-crystal structures was used for
optimized docking assessment. There was no metal ion or
covalent bond between the ligand and protein and all water
molecules were deleted.

Result and discussion
Validation of the EPB charges for docking

First, we needed to validate the above-described protocol for
optimized docking. The polarized charges derived from the
protein-ligand co-crystal structure were helpful during the

Input structures
(Protein & Ligand)

Docking (Glide SP)

Ecvdw changes less
than 1.0kcal/mol

l Yes

Output structures
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docking test. We chose a test set composed of 38 protein-ligand
co-crystal structures. Two different docking methods were per-
formed for comparison: the regular docking procedure using
the OPLS_2005 force field (OPLS_2005 Dock) and docking with
EPB charges derived from the co-crystal structure (EPB Dock).
The ligand atomic charges were calculated by the EPB method,
while the charges of the protein atoms were fixed (OPLS_2005
force field). The docked structure with the lowest nonbonded
binding energy (screened electrostatic energy and van der Waals
energy between the ligand and protein, termed E.q4, in Glide)
was used to determine the final ligand pose. The root mean
square derivation (RMSD) between the docking pose and the
ligand coordinates from the co-crystal structure was calculated
to assess the docking performance. Table 2 lists the E.yq and
RMSD values for each docking method. From Table 2, we can
observe that the E..q, value derived from EPB docking is lower
than that from docking with OPLS_2005 force field. This was
mainly due to the fact that the polarizable charges in EPB
docking enhance the electrostatic interaction between the
ligand and protein. Fig. 4 shows the RMSD changes from
OPLS_2005 Dock to EPB Dock. We can find that the docking
poses derived from EPB Dock are much better. In some cases,
the EPB Dock method yielded obvious improvements compared
to the OPLS_2005 Dock results. The maximum error was
reduced from 7.98 A to 2.03 A when using EPB Dock.

In the 1g4s case, the RMSD value was greatly improved when
using EPB Dock (from 4.52 A in OPLS_2005 Dock to 0.13 A in
EPB Dock). It is informative to analyze the detailed interaction
pattern for the 1g4s case. Fig. 5 shows different interaction
structures between the ligand and protein derived from three
sources: the co-crystal structure, OPLS_2005 docked structure
and the EPB docked structure. There are two intermolecular
hydrogen bonds between the side chains of the residue Q57 and
the ligand in the native co-crystal structure (Fig. 5a). The
docking geometry from EPB Dock has the same hydrogen bonds
as that in the native crystal structure. However, these two

replacing the
ligand charges by
EPB model

Fig. 3 Workflow of the optimized (iterative) docking procedure using the EPB method.
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Table 2 Validation study results for 38 randomly selected complexes
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OPLS_2005 Dock EPB Dock

PDBID Eevawl(keal mol™) RMSD/(A) Ecvawl(keal mol™) RMSD/(A)

lelc ~70.9 7.98 £ 3.65 -92.7 2.03 £ 0.71
1foj —24.4 6.66 + 2.72 —87.0 0.93 £ 0.07
1bh5 —49.9 6.34 £ 2.49 —65.2 1.64 £ 0.43
1g9b -39.7 5.91 + 2.19 —58.8 1.94 + 0.64
1dnp —88.5 5.56 £ 1.94 -96.5 0.65 £ 0.27
1al7 -30.7 5.29 + 1.75 —64.9 0.25 £ 0.55
1lcyd —84.2 5.08 £ 1.60 —89.4 1.43 £ 0.28
1g4s ~56.2 4.52 +1.20 —88.5 0.13 + 0.64
1fdr —100.3 4.38 £ 1.10 -127.1 0.83 £ 0.14
1c6y —61.8 4.22 + 0.99 -81.3 2.32 + 0.91
1a2n —~111.4 3.55 £ 0.52 —124.7 1.04 £ 0.01
1dap -115.9 3.45 + 0.45 —-123.8 1.75 + 0.51
1a80 ~99.6 3.09 £ 0.19 ~106.9 0.98 £ 0.04
1e3w —85.6 2.98 + 0.11 —-111.8 0.36 + 0.48
1fxu ~50.9 2.71 £ 0.08 —58.4 1.19 £ 0.11
1fpx —58.9 2.67 £ 0.11 —60.5 2.58 £ 1.09
1dzk —24.6 2.58 £ 0.17 —45.3 1.21 £ 0.13
1esm -102.2 2.40 + 0.30 —-116.7 1.26 + 0.16
1ah4 —-107.9 2.20 £ 0.44 ~110.2 1.17 £ 0.10
1geu -112.2 2.00 + 0.58 —-125.1 1.23 £+ 0.14
1cow ~126.4 2.00 £ 0.58 —-128.1 1.04 + 0.01
1d7r —52.0 1.70 £ 0.79 —67.0 0.64 £ 0.28
1f4e —37.5 1.57 £ 0.88 —45.6 0.95 + 0.06
1di9 -39.7 1.55 4 0.90 -51.0 0.21 + 0.58
1ddg ~100.0 1.51 + 0.93 ~103.4 1.66 + 0.44
1bqo —53.2 1.45 £ 0.97 —63.6 0.58 £ 0.32
1adr ~75.4 1.35 + 1.04 ~74.1 1.41 £ 0.27
1cq8 ~76.6 1.31 + 1.07 -81.3 0.51 + 0.37
1dbs —58.9 1.29 + 1.08 —57.7 1.25 £ 0.15
1bus —63.6 1.26 £ 1.10 —-62.3 1.39 £ 0.25
laqv ~70.9 1.25 £ 1.11 -73.1 1.01 + 0.02
1bvy -104.3 1.21 £ 1.14 -113.8 0.97 £ 0.04
1bep —80.8 1.17 £ 1.17 —89.3 0.47 £ 0.40
1fel ~59.9 1.07 £ 1.24 —65.4 0.17 £ 0.61
1cq7 ~77.6 1.03 + 1.26 —82.0 0.20 £ 0.59
1be4 —55.7 0.99 £ 1.29 —68.9 0.19 £ 0.60
1g5s —58.5 0.95 + 1.32 —59.4 1.10 £ 0.05
1flm —90.4 0.89 £ 1.36 —99.8 0.56 = 0.33

8.0

--OPLS 2005 Dock
-»-EPB Dock

RMSD(A)

Fig. 4 Comparison of RMSD values derived from OPLS_2005 Dock
and EPB Dock, as also listed in Table 2.

This journal is © The Royal Society of Chemistry 2020

hydrogen bonds were lost in OPLS_2005 Dock, which causes
part of the ligand to rotate to another direction and produces
a large RMSD value. The atom N4A of the ligand is involved in
a hydrogen bond interaction with residue Q57. The atomic
charge for N4A was —0.92 in OPLS_2005 force field. In the EPB
method, the charge of N4A was —1.06 due to polarization. The
polarizable effect in EPB Dock stabilizes the intermolecular
hydrogen bonds and the other three cases are shown in
Fig. S15.F

Optimized docking with EPB charges

In the validation study, we demonstrated that the EPB model
can increase the accuracy of the docking when using ligand
charge polarized by the protein from the native co-crystal
structure. However, in practical virtual screening, we have no
prior knowledge of the native binding mode. We thus need to

RSC Adv, 2020, 10, 15530-15540 | 15535
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Q57

N4A
N3A

Fig.5 Comparison of the detailed protein—ligand interaction structures in the 1g4s case: (a) native crystal structure; (b) structure derived from
OPLS_2005 Dock; (c) structure derived from EPB Dock. The red dot represents the change of the hydrogen bond.

perform docking first to obtain a preliminary complex structure
and to derive the EPB charge based on the docked structure.
Using the EPB charges thus derived, new docking is performed
to obtain a presumably better structured. This process is iter-
ated until the energy E..q is essentially unchanged (typically
less than 1 keal mol ). We call this the optimized docking and
the workflow of this approach is given in Fig. 3.

Fig. 6 shows RMSD values for different docking procedures.
We can find that the RMSD values drop sharply for many cases
when using the EPB iterative docking method (Optimized

14.0

-¢-OPLS_2005 Dock
-o-Optimized Docking 1

RS
w oo & 2 o g N
T E% 35 e

1fgx
1g7v |
lele F
ldnp
lal7
Idap |
sm
evj |
dr2
10;

7

q

X X O > N
] > 8

Fig. 6 RMSD changes from OPLS_2005 Dock to Optimized Docking.
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Docking). The maximum error was reduced from 12.88 A to 1.57
A in Optimized Docking (in the case of 1fqx). The average RMSD
decreased from 2.83 A to 1.85 A. Fig. 7 plots the performance of
two different docking methods through quantitatively
comparing the structures under a specific RMSD cutoff. From
Fig. 7, we can observe that the number of first-ranked structures
with RMSD values under 1.5 A increased from 38 in the
OPLS_2005 Dock to 61 in the Optimized Docking and the

o]
[}

Comparison of different docking methods
Il OPLS 2005 Dock
| I Optimized Docking

Ji L

0 Below 0.5 Below 1.0 Below 1 5 Below 2.0 Above 2.0
RMSD(A

N X
S O

W
o
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Fig. 7 Comparison of different methods in terms of the number of
first-ranked structures obtained that are under 0.5, 1.0, 1.5, 2.0 A and
above 2.0 A.
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Fig. 8 Change of RMSD value with the number of iterative EBP
dockings for the protein—ligand system 1fxu (pdbid).

number of structures with RMSD values above 2.0 A decreased
from 30 in OPLS_2005 Dock to 9 in the Optimized Docking.
These results suggest that the optimized (or iterative) EPB
docking method can increase the docking accuracy in many
cases in practical docking tasks. There are also some cases
where the improvement is limited. In some cases, the structure
of water is an important factor for the correct binding pose.
Since we deleted all water molecules in the test, it is difficult to
make improvements in those systems with the Optimized
Docking method.
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Let us focus on the 1fxu case to see how the charge values in
the force field impact the final docking pose. Fig. 8 shows how
the RMSD of the docked pose is improved as the number of
iterative cycles is increased in optimized docking and Fig. S18+
shows the detailed protein-ligand interaction in optimized
docking for the 1fxu system. Fig. 8 shows that the RMSD value
decreases during the iterative EPB docking process. In the 1fxu
case, the RMSD of the final docked pose was, respectively, 2.71 A
and 0.41 A for OPLS_2005 and for the optimized EPB dockings.
Fig. 9 shows the detailed interaction between the ligand and
protein in the crystal structure and docked structures. From the
native crystal structures (Fig. 9a), we see that two hydroxyl
groups of the ligand form hydrogen bonds with the side chains
of the residues H257 and Y88. In the complex structure gener-
ated by OPLS_2005 Dock, the hydrogen bond between one of the
hydroxyl groups and residue H257 was missing. In the docking
geometry from the optimized EPB docking, both hydrogen
bonds remained stable. The atoms O15 and O17 of the ligand
were involved in hydrogen bond interactions with residues
H257 and Y88. The atomic charges for O15 and O17 were both
—0.68 in the OPLS_2005 force field. When the EPB iterative
docking method was used, the charges for those two oxygen
atoms were polarized to —0.79 and —0.78, respectively. Thus it
can be seen that the polarized charges derived from the EPB
method enhance the intermolecular hydrogen bond strength in
the docking and the final docked pose tends to form more
stable hydrogen bond interactions. Previous studies® #1091
on protein dynamics in water indicate that traditional force
fields underestimate the hydrogen bond strength in many

cases, which could result in unstable structures in MD

(a)

(b)
H257

N24?0>

\

Fig. 9 Comparison of the detailed protein-ligand interaction structures in the case of 1fxu: (a) native crystal structure; (b) structure from
OPLS_2005 Dock; (c) structure from optimized (iterative) EPB docking. The red dot represents the change of the hydrogen bond.
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simulation. Fig. S167 shows the RMSD values for different
docking procedures and Fig. S171 shows a comparison of the
detailed protein-ligand interaction structures in another three
cases.

Conclusions

In this work, we developed the EPB model for small organic
molecules and used the EPB method to optimize protein-ligand
docking. In the EPB model, the charges of atoms in the polar
bonds fluctuate according to their local electrostatic environ-
ments. Validation tests using polarized charges derived from
native co-crystal structures suggest that the EPB method
improves the docking performance by providing more accurate
complex binding structures and the maximum error was
reduced from 7.98 A to 2.03 A when using EPB Dock. Further
investigation of the optimized or iterative EPB docking
demonstrates that the EPB method was robust in practical
docking and the average RMSD decreased from 2.83 A to 1.85 A
in 80 co-crystal structures. In particular, the EPB optimized
docking enhanced the intermolecular hydrogen bonding and
thus provided a more stable complex structure. Compared with
QM/MM docking procedures, the optimized or iterative EPB
docking is computationally efficient since the derivation of EPB
charges is efficient in the optimized docking procedure.
Python codes for the calculation of polarized ligand charge
from a protein-ligand complex structure with the EPB method are
freely available on GitHub (https://github.com/Xundrug/EPB).
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