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Non-fullerene acceptors have been widely investigated for organic solar cells (OSCs). In particular, fused-
ring electron acceptors (FREAs), composed of two strongly electron-withdrawing end groups connected by
a planar fused-ring core, have been successfully applied to develop high-performance OSCs (>16%). In this
work, we proposed two novel 3D FREAs named BFT-3D and BFTT-3D, which can reduce the formation of
crystalline domains and increase the interface with donors to promote exciton separation. These 3D FREAs
consist of three strongly electron-withdrawing end groups linked by a central triptycene hub to form
a three-bladed propeller nanostructure. In comparison with high-performance FREA (ITOIC-2F), these
FREAs have stronger absorption intensity and smaller exciton binding energy. These findings
demonstrated that these three-bladed propeller-shaped FREAs can absorb abundant energy from
sunlight to generate excitons, easily separate excitons to free electrons and holes, and reduce the
recombination of excitons. In addition, the electron mobility of BFT-3D (8.4 x 10™* cm? V™ s7%) is
higher than that of BFTT-3D (1.0 x 10™* cm? V™! s71), which indicated that the appropriate 3D core
structure was conducive to the electron mobility of the three-bladed propeller-shaped FREAs. It can
effectively improve the current density to enhance the performance of OSCs. These findings will provide
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Introduction

Organic solar cells (OSCs) have attracted considerable attention
because of their promising performance in the low-cost
conversion of solar energy. OSCs are also lightweight, flexible,
and semi-transparent devices that can be used for large-area
devices."™ The most common OSCs typically consist of an
electron donor and an electron acceptor to form a bulk heter-
ojunction (BHJ), which can effectively increase the exciton
separate interface to promote the generation of free holes and
electrons. Therefore, the optoelectronic properties of donors
and acceptors play a key role in the efficiency of OSCs. Non-
fullerene acceptors (NFAs) have gained considerable attention
because of their easy and flexible synthesis, variable energy
levels and electron affinities, and increased visible and near-
infrared absorptivity.>*® The power conversion efficiencies
(PCE) of OSCs based on NFAs have already exceeded 15%.'"*>
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new perspectives for experimental scientists to synthesize high-performance FREAs.

NFAs have been used for a long history, and in fact that the
first reported bilayer OSCs were based on perylene NFAs.™
However, in recent decades, fullerene and its derivatives,
benefitting from their strong electron affinity and high electron
mobility, are the most widely used acceptors.***° Until recently,
NFAs have been widely explored because of the bottlenecks in
developing fullerene-based OSCs. This drawback is due to the
narrow and weak absorption of sunlight and the poor adjust-
ability of the energy levels'”*® of fullerene and its derivatives,
resulting in their limited PCE of 12%.'** Thus far, two classes
of NFAs have been developed: rylene diimides**>® and fused-
ring electron acceptors (FREAs).>*' Many rylene diimides
form 1D stacks in the BHJ, thereby limiting the percolation
pathways for charges and leading to a lack of electron-transport
pathways from active layer to electrodes, resulting in a limita-
tion in the PCE of OSCs.** Recently, FREAs, composed of two
strongly electron-withdrawing end groups connected by
a planar fused-ring core, have been investigated by considerable
efforts. The frontier molecular orbital energy levels, ionization
energy and electron affinity, absorption wavelength, and solu-
bility can be tuned by varying the fused-ring cores,**** electron-
withdrawing groups,®*® and side chains.**?

Typical FREAs, such as ITIC*® and IT-4F,* feature an acceptor—
donor-acceptor (A-D-A) planar architecture, which can facilitate
local - stacking between intermolecular terminal moieties to
provide the main charge transfer channels.* Therefore, end

This journal is © The Royal Society of Chemistry 2020
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groups play a critical role in the performance of FREAs. The most
common end groups are 1,1-dicyanomethylene-3-indanone and
its derivatives (methylation or fluorination).>*** Fluorination can
lead to red-shifted absorptions, increased electron affinity,** and
production of intermolecular F-m interactions, thereby
increasing electron mobilities.** For example, ITOIC-2F utilizing
di-fluorinated 1,1-dicyanomethylene-3-indanone as end groups
exhibit a high PCE of 12.17% combined with a polymer donor
PBDB-T.** All these benefits result in PCE of 15%" and 16%" of
currently reported OSCs.

Furthermore, fused-ring cores also significantly affect the
performance of FREAs. Dialkylcyclopentadiene and diary-
lcyclopentadiene rings are typically fused with thiophene,
selenophene, and benzene as fused-ring cores.””***** These
fused-ring cores are usually combined with end groups to form
linear FREAs, such as ITIC,*® IT-4F,* and ITOIC-2F.*" Recently,
benzotri(cyclopentadithiophene) is used as an electron-rich
core for star-shaped FREAs, and a high PCE yield of 8.11% is
achieved.” In our previous work, we proposed a novel 2D fused-
ring core to design quad-rotor-shaped FREAs.' In comparison
with widely used non-fullerene acceptor ITICs, these FREAs
have lower frontier molecular orbital energy levels, greater
electron affinity, stronger absorption coefficients, smaller
exciton binding energy, and higher electron mobility. For these
reasons, FREAs have been actively explored as potential alter-
natives to fullerenes in OSCs.

On the downside, linear-shaped, star-shaped, or 2D FREAs
show planar structures, which are much more challenging to
achieve both small domain sizes and sufficient electron
mobilities. The problem is that large planar structures tend to
form excessively large crystalline domains,*® which can improve
electron transport but reduce the donor and acceptor interfaces
and impair the exciton separation. Furthermore, most FREAs
cannot form a 3D charge-transporting network as readily as
fullerenes do. Therefore, breaking the inherent planar struc-
tural characteristics of existing FREAs and designing FREAs
with new structural features have important research
significance.

In this work, we proposed two novel 3D FREAs named BFT-
3D and BFTT-3D. These 3D FREAs consist of three di-
fluorinated 1,1-dicyanomethylene-3-indanone electron-
withdrawing end groups linked by a central triptycene hub to
form a three-bladed propeller nanostructure. ITOIC-2F, which
has the same end groups with these 3D FREAs, is used as
a reference in this work. In comparing with ITOIC-2F, BFT-3D
and BFTT-3D shown stronger absorption intensity and smaller
exciton binding energy, which suggested that these three-
bladed propeller-shaped FREAs can absorb abundant energy
from sunlight and generate numerous excitons. The excitons
can separate to free electrons and holes easily and the recom-
bination of excitons can be reduced. In addition, the electron
mobilities of BFT-3D and BFTT-3D are on the same order of
magnitude as the electron mobility of ITOIC-2F. These results
implied that three-bladed propeller-shaped FREAs are poten-
tially important candidates for next-generation FREAs for high-
performance OSCs, thereby providing new ideas for experi-
mental scientists to synthesize high-performance FREAs.

This journal is © The Royal Society of Chemistry 2020
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Computational method
Quantum chemical calculations

The ground state geometry optimization and vibration frequency
of ITOIC-2F, BFT-3D and BFTT-3D were calculated at the BLYP/
def2-SVP level with the geometrical counterpoise correction to
remove artificial overbinding effects from the basis set superpo-
sition error.*” No imaginary frequency was detected on the same
calculation, indicating that the minimum energy states were
found. The highest occupied molecular orbital (HOMO) and
LUMO energy levels, vertical electron affinities, electron reorga-
nization energies (A7), spatial distribution of the frontier
molecular orbitals are calculated at B3LYP/def2-TZVP level. The
PBEO hybrid functional can estimate a reasonable colour for
most organic materials by time-dependent density functional
theory.*® Therefore, PBE0/def2-SVPD is used to investigate the
absorption spectra of these materials in chloroform, in which the
atom-pairwise dispersion correction (D3ZERO) is used to account
for the major parts of dispersion forces contribution to the
energy.” The excited states analysis and natural transition
orbitals analysis are obtained using the Multiwfn 3.6 package.*
All quantum chemical calculations are carried out based on
ORCA Revision 4.1.0 program.™

Multiscale simulations

The electron mobilities of ITOIC-2F, BFT-3D, and BFTT-3D
amorphous thin films were evaluated by a multiscale simula-
tion based on quantum chemical calculations, molecular
dynamics (MD) simulations, and Monte Carlo (MC) calcula-
tions, as detailed simulation processes were described in our
previous works.**»%

The geometry of ITOIC-2F, BFT-3D, and BFTT-3D are opti-
mized using the quantum chemical calculations as mentioned
above. Gromacs 5.1.4 molecular dynamic (MD) simulation
package® is used to accomplish the MD simulations for all
systems. Universal Force Field>® model is used as the atomistic
force field for all simulated systems. The amorphous systems
for ITOIC-2F, BFT-3D, and BFTT-3D are constructed and
imitated using the same procedure as described in our early
work.* First, 200 molecules were randomly added in a large box
(10 x 10 x 10 nm®) to generate the initial amorphous system.
Second, 50 000 steps of the steepest descent were carried out on
the systems to remove the undesired forces and structure
distortion. Third, 5 ns simulation at 600 K and 100 bar were
used to quickly make the molecules close enough. Fourth, the
systems were annealed between 300 and 420 K for six times in
10 ns. Finally, the systems were maintained at 300 K for 20 ns to
achieve completely converged systems, which were used as the
model of amorphous films to evaluate the electron mobilities.

Hopping model were used to calculate the electron mobil-
ities of the amorphous films of ITOIC-2F, BFT-3D, and BFTT-3D.
The hopping rate from one molecule to the adjacent molecules
can be described by the Marcus formula,> as follows:

1 ) T A
ki = ?lVij| mﬁxp(—m)
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where % is the reduced Planck's constant, Vj; is the transfer
integral between the ith and jth molecular, kg is the Boltzmann
constant, 7T is the temperature and is set to 300 K in this work
and A denotes the reorganization energy. The transfer integral
V; for molecular dimers (the shortest interatomic distance
between backbones which is less than 0.5 nm in amorphous
film) is computed using the Zerner's intermediate neglect of
differential overlap (ZINDO) method.*”

In hopping model, the charge-transport can be described as
a diffusion process. In the low-field limit, the carrier mobility
can be well-described by the Einstein formula

_eD
M= mv
where e is the electron charge, and D is the charge-diffusion
coefficient. In the n-dimensional system, D is defined as the
ratio between the square displacement and the diffusion time
2
D= 1 lim @,

2ni-w= t
where r(t)” is the square displacement. Therefore, the key point
to calculate the electron mobility is simulating the charge-
diffusion coefficient, which is proportional to the slope of r(£)>
and t. To estimate the charge-diffusion coefficient, we used
a Monte Carlo calculation to simulate the diffusion process,*
wherein the charge-carrier hops between adjacent molecules
according to the hopping rate (k;).

We constructed the adjacent molecular pairs (the shortest
interatomic distance is less than 0.5 nm) for each molecule
under periodic conditions based on the model of amorphous
films obtained from the MD simulations. The center-of-mass
(COM) of each molecular were utilized as the hopping point
in the MC simulations. During the hopping process, we first
randomly selected one molecule (i) as the initial charge center.
Then, the charge hops between the center molecule (i) and its
adjacent molecule (j) with a probability of P; = k;/> k;. The

hopping time was defined as 1/k;;, and the hopping distance was
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taken to be the molecular COM(7)-COM(j) distance. Finally, we
used the hopping coordinate and time to build the relationship
between square displacement and the diffusion time to esti-
mate the diffusion coefficient.

Results and discussion
Molecular design and geometry

In our previous work, we demonstrated that fluorination can
effectively inverse the electrostatic potential and produce
intermolecular F-m interactions to improve electron mobilities
in the ITOIC-2F amorphous film.** Therefore, we utilized di-
fluorinated 1,1-dicyanomethylene-3-indanone as the electron-
withdrawing end groups to construct new FREAs. To break
the inherent planar structural characteristics of most existing
FREAs, which may reduce the degree of phase separation, we
used a central triptycene hub as a core structure to design three-
bladed propeller-shaped FREAs. The chemical structure of
ITOIC-2F, BFT-3D, and BFTT-3D and their optimized spatial
structure at the top and side views are shown in Fig. 1. ITOIC-2F
was used as a reference in this work because it has the same end
groups. In comparing with ITOIC-2F, BFT-3D and BFTT-3D
exhibit a 3D structure similar to that of three-bladed propeller.
Each blade consists of a di-fluorinated 1,1-dicyanomethylene-3-
indanone end group, and the blades form an angle of 120° with
each other. This 3D structure can reduce the requirement for its
orientation with respect to the donor, in principle which can
affect the energetics and dynamics of charge separation.®®
Therefore, this distinct structure may impart different opto-
electronic properties to BFT-3D and BFTT-3D.

Electronic properties

The energy levels of frontier molecular orbitals, such as HOMO
and LUMO, can affect exciton separation, charge trans-
portation, and open-circuit voltage in OSCs.*® Thus, the HOMO
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Fig. 1 Chemical structure of ITOIC-2F, BFT-3D, and BFTT-3D and the optimized spatial structure in top and side view.
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and LUMO energy levels of BFT-3D and BFTT-3D compared with
the reference ITOIC-2F are shown in Fig. 2.

The HOMO and LUMO energy levels of ITOIC-2F are —5.53
and —3.74 eV, respectively, which are in good agreement with
the experimental results (—5.57 and —3.87 eV).*" These results
demonstrate the accuracy of the calculation method. Both BFT-
3D and BFTT-3D have a LUMO energy level of —3.64 eV, which is
slightly higher (0.1 eV) than that of ITOIC-2F. Compared with
ITOIC-2F, BFT-3D and BFTT-3D exhibit a similar electron
acceptability. The vertical electron affinity of ITOIC-2F, BFT-3D
and BFTT-3D are 3.12, 3.10 and 3.12 eV, respectively. The
difference between LUMO and LUMO+1 energy level of BFT-3D
and BFTT-3D are evidently only 0.01 eV, which implies the
degeneracy of LUMO and LUMO+1. The HOMO energy levels of
BFT-3D and BFTT-3D are 0.12 and 0.03 eV lower than that of
ITOIC-2F. The HOMO energy level difference between the donor
and these 3D FREAs can be increased, thereby increasing the
rate of exciton separation at donor and 3D FREAs interfaces.

The distribution of LUMO significantly affects electronic
transportation.®> Therefore, the spatial distribution of the
frontier molecular orbitals of ITOIC-2F, BFT-3D, and BFTT-3D
are inserted in Fig. 2. The LUMO of ITOIC-2F is delocalized from
the fused-ring core to the end groups to form a linear distri-
bution indicating that the electron transport within the mole-
cule is in a line and may result in an anisotropic electron
transport phenomenon. However, for BFT-3D and BFTT-3D,
their degenerated LUMO and LUMO+1 orbitals are distributed
on the end groups of the three blades. To further investigate the
electron distribution when the acceptor materials accept an
electron, we calculated the distribution of the obtained elec-
trons for ITOIC-2F, BFT-3D and BFTT-3D as shown in Fig. 3. The
obtained electron is delocalized on the whole backbone of
ITOIC-2F, which is in agreement with the LUMO distribution. In
the three-bladed propeller-shaped acceptor BFT-3D and BFTT-
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LUMO, -3.74 eV

—(
g AE;no=0.10 €V PR r—
> |
> i
o | ow B i
£0 XX wF o :
= ~yestngete - i oo o
32 RS &
= g G s P q‘
—— e e = e ————— g > 4
= HOMO, 5.53¢V | X ] L %,
8, +t——m——

AEgono=0.12eV . AEgpouo=0.03eV

|
e —— HOMO, -5.56 eV

HOMO, -5.65 eV

ITOIC-2F BFT-3D BFTT-3D

Fig. 2 Energy levels and the spatial distributions of the frontier
molecular orbitals of ITOIC-2F, BFT-3D and BFTT-3D.
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Fig. 3 Electron distribution of ITOIC-2F (a), BFT-3D (b) and BFTT-3D
(c) when they obtained an electron. Isovalue = 0.015 a.u.

3D, the obtained electron is mainly localized on the end groups
and has a slight distribution on the triptycene hub. Therefore,
electrons can be transported in three directions within these
molecules, facilitating the non-directional electron transport to
reduce its dependence on the crystallographic direction. Thus,
electrons can be transported in three directions within mole-
cules and are advantageous for increasing the percolation
pathways for electron transport in amorphous films.

As described by Marcus formula,* electron reorganization
energy (A7) influences electron transport. A~ of ITOIC-2F, BFT-
3D, and BFTT-3D are 0.120, 0.065, and 0.062 eV, respectively.
The detailed results are summarized in Table 1. A~ of the three-
bladed propeller-shaped acceptors are remarkably lower than
that of ITOIC-2F and can facilitate the electron transport in
these materials.

Absorption spectra

Excellent FREAs should exhibit strong absorption in areas of the
solar spectrum with high irradiance to generate more excitons
and improve the PCE of OSCs. Therefore, investigating the

Table1 HOMO, LUMO, and LUMO+1 energy levels, vertical electron
affinities (VEA), and electron reorganization energies (1) of ITOIC-2F,
BFT-3D, and BFTT-3D

LUMO+1

HOMO (eV) LUMO (eV) (eV) AE;, VEA(eV) 2 (eV)
ITOIC2F —5.53 —3.74 —3.51  1.79 3.12 0.120
BFT-3D  —5.65 —3.64 —-3.63  2.01 3.10 0.065
BFTT-3D —5.56 —3.64 —3.63  1.92 3.12 0.062

RSC Adv, 2020, 10, 12004-12012 | 12007
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Fig. 4 The molar absorption coefficient (a) and integrated absorption intensity (b) of ITOIC-2F, BFT-3D and BFTT-3D in chloroform.

absorption spectra of these three-bladed propeller-shaped
FREAs has important significance. Here, we utilized time-
dependent density functional theory to estimate the electronic
excitation of ITOIC-2F, BFT-3D, and BFTT-3D in chloroform.
The absorption spectra shown in Fig. 4(a) were generated by
using Multiwfn 3.6 in combination with Gaussian broadening
function and a fixed full width at half maximum (0.2 eV). The
absorption peak and absorption coefficient of ITOIC-2F are
763 nm and 4.7 x 10° L mol~* em™?, respectively. These values
are in agreement with the experimental data of 737 nm and 1.69
x 10° L mol™' em™".** They also demonstrate the reliability of
the calculation method. The calculated absorption spectra of
BFT-3D and BFTT-3D show two strong absorption peaks at 592/
716 and 647/769 nm, respectively. This phenomenon broadens
the absorption spectrum in the visible range, and their FWHM

values are 160 and 195 nm, respectively. They are considerably
wider than that of ITOIC-2F (94 nm). A good match between
FREAs's absorption spectrum with the solar spectrum can
increase the absorption of solar energy. The solar spectrum of
air mass zero (AMO) in Fig. S1T indicates that the main irradi-
ation region where the irradiance is larger than half of the
highest intensity is 383-799 nm. The main absorption region
where the absorption coefficient is larger than half of the
highest absorption of ITOIC-2F is 719-813 nm, which overlaps
with the main irradiation region of solar spectrum by 80 nm.
The main absorption regions of BFT-3D and BFTT-3D overlap
with the main irradiation region of the solar spectrum by 160
and 173 nm, respectively. The integrated intensity of the
absorption spectra was descripted in Fig. 4(b). The integrated
intensity of BFT-3D and BFTT-3D were 1.2 and 1.5 times that of
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Fig. 5 Detailed electron excited states contribute to the absorption spectra of ITOIC-2F (a), BFT-3D (b), and BFTT-3D (c), the charge density
difference (blue: positive; red: negative) for each excited state with oscillator strength larger than 1.00 is inserted in the related location.

12008 | RSC Adv, 2020, 10, 12004-12012

This journal is © The Royal Society of Chemistry 2020


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0ra00921k

Open Access Article. Published on 24 March 2020. Downloaded on 11/10/2025 1:46:16 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

ITOIC-2F, respectively. These findings demonstrated that BFT-
3D and BFTT-3D can absorb more sunlight to generate addi-
tional excitons and improve the performance of corresponding
OSCs.

To get deeper inside of the absorption spectra, the contri-
bution of each electron excited states to the absorption spectra
of ITOIC-2F, BFT-3D, and BFTT-3D was shown in Fig. 5. The
charge density difference for each excited state with oscillator
strength larger than 1.00 is inserted in the related location.
These results were calculated by Multiwfn 3.6 package.*® The
absorption spectrum of ITOIC-2F is mainly dominated by Sq —
S, transition (764 nm) with f of 3.46. The charge density
difference of this electron excited state indicated the electron
transfer from the center to the end groups, which was mainly
dominated by the transition from HOMO to LUMO (96%). The
absorption spectra of BFT-3D and BFTT-3D consist of three
major transition processes with flarger than 1.00, namely, S, —
S; (716 nm), Sy, — S, (732 nm), and S, — S, (614 nm) for BFT-
3D,and S, — S; (755 nm), Sy — S, (781 nm), and S, — S, (659

Table 2 Excited states analysis (wave length (), oscillator strength (f),
molecular orbital (MO) contribution and exciton binding energy (E.))
for the absorption of ITOIC-2F, BFT-3D and BFTT-3D with f larger than
1.00

Excited states A (nm) f MO* contribution E. (eV)
ITOIC-2F

So — S 764 3.46 H — L (97%) 1.86
BFT-3D

So — Sy 716 1.29 H — L (96%) 1.19
So = S, 731 1.23 H — L+1 (96%) 1.14
So — S4 614 1.12 H-2 — L+2 (79%) 1.16
BFTT-3D

So — Sy 755 119  H — L (96%) 1.09
So — S, 781 1.41 H — L+1 (94%) 1.05
So = S4 659 1.55 H-1 — L+1 (52%) 1.04

H-2 — L (52%)

¢ H = HOMO, H—1 = HOMO—-1, H—2 = HOMO-2, L = LUMO, L+1 =
LUMO+1, L+2 = LUMO+2.
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nm) for BFTT-3D. The molecular orbital (MO) contribution to
each excited state was summarized in Table 2. The charge
density difference of these excited states shows the electron
transport from the 3D center to the three end groups during
excitation, thereby increasing the interface between end groups
and donors and the probability of exciton separation.

When the acceptors absorb solar energy, they generate
numerous excited states, which dissociate into separate (non-
coulombically bound) holes and electrons to form free
charges at the acceptor and donor interface. Therefore, the
strength of exciton binding energy (E.) also affects the efficiency
of OSCs. Here, we utilized electron-hole theory by using Mul-
tiwfn 3.6 package® to calculate E. of each excited state. E. is
defined as the Coulomb attraction between a hole and an
electron and produced during electron transition. It is calcu-
lated via a simple Coulomb formula:

hole electron
Ec = JJ—p (rl)p (Vz) d}"]d}"z
|1 — raf

hole electron

,where p"*“(r;) and p () represent the hole and electron
densities at r; and r,, respectively. The detailed information on
each excited state is summarized in Table 2. E, of ITOIC-2F (1.86
eV) is higher than that of BFT-3D (1.14-1.19 eV) and BFTT-3D
(1.04-1.09 eV), indicating that the Coulomb interaction between
the electron and the hole of each excited state in BFT-3D and
BFTT-3D is smaller than that of ITOIC-2F. E. of these newly
designed three-bladed propeller-shaped FREAs is lower than
that of our early proposed quad-rotor-shaped FREAs (1.39-1.86
eV)."® These results demonstrate that these novel three-bladed
propeller-shaped FREAs can efficiently reduce the Coulomb
interaction between an electron and a hole and facilitate to
separate the excitons to free charges.

Amorphous films

As the active layer of OSCs is usually spin-coated by a solution
method and thermally annealed for ~10 min to form an
amorphous film. To discuss the aggregation properties, we
investigated the center-of-mass radial distribution functions of
BFT-3D and BFTT-3D amorphous films on the basis of molec-
ular dynamic simulation systems as shown in Fig. 6(a). No
distinct peaks formed in all these materials; the radial

Radial distribution function

0.0 05 1.0 1.5 2.0 25 3.0 35 40

Fig. 6
distribution of the transfer integral of the of BFT-3D and BFTT-3D.
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(a) Center-of-mass radial distribution functions of the electron-withdrawing end group of BFT-3D and BFTT-3D. (b) Normalized
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Fig.7 Squared displacement of five typical simulations and average over 2000 times versus the simulation time for electron diffusion of BFT-3D

(a), and BFTT-3D (b).

distribution function approaches to 1.0 when the center-of-
mass distance of the electron-withdrawing end group is larger
than 1.5 nm, confirming an amorphous arrangement in these
films.*® The first peaks of both BFT-3D and BFTT-3D appear
around 0.4 nm, respectively. As such, these novel three-bladed
propeller-shaped FREAs can form a close accumulation, which
beneficial to the electron transport. These amorphous films
were used to construct the molecular dimer for electron trans-
port networks as described in our early studies.*»*>** To inves-
tigate the transfer integral of the whole dimers in these
amorphous films, we showed the normalized distribution of the
transfer integral (V) of whole system of BFT-3D and BFTT-3D in
Fig. 6(b). The V of BFT-3D and BFTT-3D are distributed in 0-0.15
and 0-0.12 eV regions, respectively. Compared with BFTT-3D,
BFT-3D exhibited a slight distribution in the region of 0.12-
0.15 eV, which plays a major role in the actual electron trans-
port, indicating BFT-3D may exhibit higher electron mobility
than that of BFTT-3D.

Electron mobilities

In addition to absorbing solar energy and separating excitons,
the electron mobility of FREAs plays a decisive role in the
performance of OSCs because a high electron mobility can
facilitate electron transport and collection. Here, we used
a multiscale simulation method as described in our early
works*»*>** to identify the electron mobilities of BFT-3D and
BFTT-3D amorphous films.

Further, utilizing the results of the Monte Carlo simulations,
the squared displacement of five typical simulations and
average over 2000 times versus the simulation time for the hole
and electron diffusion of BFT-3D and BFTT-3D are shown in
Fig. 7. Although the data for each Monte Carlo simulation do
not have linear characteristics, the average of over 2000 times
exhibits a good linear relationship. The electron diffusion
constant can be estimated from the slope of the linear data. To
demonstrate the reliability of this calculation method, the
electron mobility of ITOIC-2F was estimated to be 4.2 x 10~ *
em” V' 57! as shown in Fig. $2,1 which is agreement with the
experimental result (6.0 x 10™* cm® V' s7)* and demon-
strates the reliability of this simulation method. The electron

12010 | RSC Adv,, 2020, 10, 12004-12012

mobilities are estimated to be 1.0 x 10~ * and 8.4 x 10~* cm?

v~ s for BFT-3D and BFTT-3D, respectively. These results are
on the same order of magnitude as the electron mobility of
ITOIC-2F. Thus, although the 3D structure has interrupted the
original planar structure of the linear-shaped FREAs, these
three-bladed propeller-shaped FREAs can maintain the original
electron transport ability. BFT-3D exhibit much higher electron
transport properties than that of BFTT-3D, which is in good
agreement with the results of the distribution of V discussed
above. Thus, the increase in the size of the 3D core structure was
not conducive to the electronic transportation of three-bladed
propeller-shaped FREAs while maintaining the electron-
withdrawing end group unchanged. This finding will provide
a new perspective for experimental scientists to synthesize 3D
FREAs with high electron mobility.

Conclusions

In summary, we proposed two novel 3D FREAs, namely, BFT-3D
and BFTT-3D. These 3D FREAs consist of three di-fluorinated
1,1-dicyanomethylene-3-indanone electron-withdrawing end
groups linked by a central triptycene hub to form a three-bladed
propeller nanostructure. BFT-3D and BFTT-3D exhibit two
strong absorption peaks at 592/716 and 647/769 nm, respec-
tively. This phenomenon broadens the absorption spectrum in
the visible range, and their FWHM values are 160 and 195 nm.
The absorption integrated intensity of BFT-3D and BFTT-3D
were 1.2 and 1.5 times that of ITOIC-2F. These results demon-
strated that three-bladed propeller-shaped FREAs can absorb
more energy from sunlight and generate more excitons. In
addition, the exciton binding energies for each excitation state
(with oscillator strength > 1.0) of BFT-3D (S¢—S;: 1.19 eV; So-S;:
1.14 eV; Sy-S4: 1.16 eV) and BFTT-3D (Sy-S;: 1.09 €V; S¢-S,:
1.05 eV; Syp—Sg: 1.04 eV) are smaller than that of ITOIC-2F (Sy-S;:
1.86 eV). These findings suggested that they can easily separate
excitons to free electrons and holes, and reduce the recombi-
nation of excitons. Furthermore, the electron mobility of BFT-
3Dis 8.4 x 10~ * em® V' s7', which is higher than that of BFTT-
3D (1.0 x 10™* em® V' s7') and ITOIC-2F (4.2 x 10 * em* V!
s™'). All these properties imply that three-bladed propeller-
shaped FREAs with a proper 3D core structure are efficient

This journal is © The Royal Society of Chemistry 2020
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acceptors for high-performance OSCs. These findings will
provide new perspectives for experimental scientists to synthe-
size high-performance FREAs.
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