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Spatially-varying inversion near grain boundaries in
MgAL,O4 spinel
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Complex materials, containing multiple chemical species, often exhibit chemical disorder or inversion.
Typically, this disorder is viewed as spatially homogeneous throughout the material. Here, we show,
using a simple grain boundary in MgAlL,O4 spinel, that this is not the case and that the level of inversion
at the grain boundary plane is different than in the bulk. This has ramifications for the energetics of the
boundary and how defects interact with it, as exemplified by the relative formation energy of vacancies.
Using these results as motivation, we construct a simple model of inversion versus grain size that
captures the salient behavior observed in experiments and allows us to extract inversion-relevant
properties from those same experiments, suggesting that grain boundaries in the experimentally
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Introduction

As nanostructured materials become ever more ubiquitous and
important in the quest to develop advanced materials, it is
imperative to understand the role that the interfaces play in
dictating their properties. This includes describing the structure-
property relationship of these interfaces down to the atomic
scale, as it is the atomic scale details of their structure that often
determine their properties. Thus, since the early 1970s," one
primary focus area of computational materials science has been
the atomic structure of interfaces, in particular grain boundaries,
and how those structures impact the properties of the material.
However, despite this long history, most studies have focused on
metallic systems, and the relatively few studies that have exam-
ined interfaces and grain boundaries in ionic materials have
tended to limit themselves to simple oxides, such as rocksalts*”
(e.g. NiO, MgO) or fluorites®*™* (e.g. CeO,, UO,).

This is not to say that there have been no atomistic scale
studies of grain boundaries in more complex ionic ceramics."”***
Indeed, work out of the CEA in France'® has comprehensively
examined the structure of grain boundaries in complex systems
such as spinels. These studies have revealed that the stability of
grain boundaries in spinels such as NiCr,O, and FeCr,0, is
driven by the cation coordination at the boundary. Grain
boundary formation energies ranged form 2-6 ] m ™ (with the
interatomic potential used in the study). They linked higher
energies to those grain boundaries in which the local coordi-
nation of cations deviated the most from bulk values. The
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prepared material are essentially fully inverse. Together, these
microstructure plays on the inversion in the material.

results highlight the role that

mechanical response of grain boundaries in these same mate-
rials was later examined."” There, the authors found that grain
boundaries in the Ni spinel tend to exhibit an overall higher
critical stress to cleavage than in the Fe spinel.

In these and other similar studies, the grain boundaries were
constructed by bringing two slabs of spinel together, mini-
mizing the energy versus rigid-body translations, and then
minimizing the ionic positions and the cell parameters.
However, one aspect that has still been neglected is how the
chemical structure of the material might vary in the presence of
a grain boundary. Complex oxides such as spinels and pyro-
chlores are often characterized by their level of inversion i or
disorder. Often measured experimentally, this parameter
describes the fraction of, for example, A cations that reside on
the octahedral, or B sublattice, in an AB,O, spinel. Some
spinels, such as MgAl,O,, exhibit a relatively small amount of
inversion, with natural spinels having i = 0.05-0.12'**° and
synthetic spinels reaching higher levels of inversion, i =
0.33.”%** In contrast, other spinels have greater propensity for
inversion,” and some, such as MgIn,0, are fully inverse (i ~
1),>* where all of the tetrahedral sites (A sublattice) contain In
and the Mg cations are all on the octahedral, or B, sublattice.
These structures are schematically illustrated in Fig. 1.

While inversion is typically thought of as an average
parameter for a given chemistry, recent experimental work has
revealed that, in the case of nanocrystalline MgAl,O,, inversion
is a function of grain size.>>*® As the grain size is reduced, the
inversion in the material increases. This suggests that inversion
is not constant throughout the material, but spatially varies
near, in this case, the grain boundaries of the material. This
grain-boundary-localized inversion has been linked with
increase strength of the material.”
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Fig. 1 Schematic representation of the difference between a normal
and an inverse spinel structure. In the normal structure, the tetrahedral
polyhedra are occupied by the A cation (Mg in MgALLO,4) while the
octahedral positions are filled with Al In the inverse structure, all
tetrahedral positions are filled by the B cation (Alif MgAl,O4 were to be
fully inverse) while half of the octahedral positions are occupied by Mg.

Inversion and disorder in materials such as spinels*”*® and
pyrochlores®*-** have been extensively studied computationally.
However, these studies have invariably looked only at bulk
behavior and not at the role of microstructural features such as
grain boundaries in modifying that inversion, with the excep-
tion of one study that looked at the formation of antisites near
a grain boundary in pyrochlore.** Here, using a simple grain
boundary we studied in past work,** we show, using atomistic
calculations, that inversion does indeed vary spatially, with
higher levels of inversion found near the grain boundary than in
the bulk. Further, this difference in structure has a direct
impact on the thermodynamics of at least some potential
defects in the system. We then use these results as the foun-
dation of a simple model of inversion versus grain size, showing
that the basic behavior reproduces the trends observed in
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experiment. Overall, our results point to the need to consider
chemical inversion or disorder near grain boundaries in
multicomponent materials.

Methodology

Our methodology is rather straight forward. We start with a =3
twin grain boundary in MgAl,O,, the same boundary we have
used in a previous study on dopant segregation.*® This is
admittedly the simplest boundary one could consider, and one
can argue that it is not very representative of higher energy
boundaries. However, it serves as a limiting case, a lower bound
on behavior that might be expected for more general bound-
aries. Further, constructing low energy structures for arbitrary
boundaries in materials such as spinel is a challenge.

Using a Buckingham potential with parameters as deter-
mined by Bacorisen et al.*® and reported in Table 1, we then
perform a canonical Monte Carlo (MC) simulation, swapping
Mg and Al cations. After each swap, we minimize the energy
and apply a standard Metropolis acceptance criterion on
whether to accept the swap or not. We do this 100 000 times
(each referred to as a “MC step”), at which point we see that the
energy of the system tends to settle around an average value,
suggesting that the system has reached some sort of quasi-
equilibrium. The MC simulations were performed at 1000 K.
The simulation cell, containing two grain boundaries, had
dimensions of 2.30 x 1.99 x 5.17 nm® and contained a total of
2464 ions. (Of course, we can never be certain that another
lower energy state space exists in the system. That is, the MC
simulations could get stuck in a set of states without being
able to reach another set of states that is more representative
of the system at this temperature. This is always an issue with
a finite number of iterations.)

The potential used assigns full formal charges to the ions,
even though it is known from both theory and experiment that,
in reality, the ions only obtain partial charges.*” However, in
a comparative study between this potential and density func-
tional theory, Murphy et al.*® showed that, while the numbers
certainly differ, the two approaches agree on the relative
stability of different defect reactions in MgAl,0,. Thus, we
expect that the basic physical trends reported here are qualita-
tively representative of the real material.

Using the lowest energy structure found during the course of
one MC simulation, we then compute the relative formation
energies of vacancies in both this ‘minimized’ structure and
compare them to the ‘ideal’ structure we started with. We
consider all three types of vacancies - Mg, Al, and O. We remove
each atom in the system, one at a time, minimizing the energy

Table 1 The parameters for the potential used in this study, as origi-
nally reported in ref. 36

Interaction A (eV) p (A) C(A°ev)
Mg-O 1279.69 0.29969 0
0-0 9547.96 0.21916 32.0

This journal is © The Royal Society of Chemistry 2020
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to determine the relative formation energy as a function of
distance from the two grain boundaries in the material (since
we are using periodic boundary conditions in all three dimen-
sions, there are necessarily two grain boundaries in the simu-
lation cell). Both the MC simulations and the minimizations
were performed using LAMMPS,*® though the MC simulations
used the extension developed by Sadigh et al.*® This extension
enables the use of LAMMPS as an engine to perform Monte
Carlo simulations of various types. Here, we have used it simply
to perform canonical MC simulations. In the electrostatic
calculations, we used the particle-particle particle-mesh
(PPPM) method.** The cutoffs for the short-range terms in the
potential were set to 8 angstroms.

Results and discussion

The central result from this work is highlighted in Fig. 2, which
shows the structure of the grain boundary before and after the
MC simulations. As is clear from the figure, there is a greater
degree of inversion near the grain boundaries than in the bulk.
In fact, at this temperature and potential, there is no inversion
or antisites created in the bulk. All antisites form at or near the
grain boundaries. This enhanced inversion extends just over
1 nm at each grain boundary and lowers the grain boundary
energy by 1.35 eV nm 2, or 0.21 ] m ™2, from 2.51 to 2.30 J m 2,
While not a very large change, as will be discussed, the change
in inversion for this boundary is also not particularly large, and
this change does represent a 10% lowering of the energy.
Finally, the spatial extent of the antisites is greater than the
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structural disorder inherent to the grain boundary and, thus,
the inversion, in some sense, increases the physical width of the
grain boundary.

From the result shown in Fig. 2, we can define both a grain
boundary width and a grain boundary inversion. We define the
width, w, as simply the distance between the planes that contain
any antisites on one side of the boundary to the other. For the
grain boundary inversion, igg, we count the number of Al
antisites (Alyg) - Al cations that reside on what, in the original
structure, was a Mg site — and divide that by the total number of
A sites (the sum of Alye and Mgy, in the same grain boundary
region defined by the width w). That is, the inversion at the
grain boundary is defined as igg = Alyg/(Alyg + Mg ) for those
sites within the region defined by w. We do this for both grain
boundaries and average the values, which are given in Table 2.
We find that, in contrast to the bulk, where the inversion from
these simulations is i, = 0, the inversion at the boundaries is,
on average, igg = 0.26. The average width of the inverse grain
boundary is 1.2 nm.

The behavior depicted in Fig. 2 also suggests a relatively
simple model for the average inversion of the sample as
a function of grain size. If we assume that all grain boundaries
have a similar width as we find for the =3 boundary studied
here, and that they also all have a similar grain boundary
inversion, we can view the material as comprised of bulk grains
surrounded by a skin of grain boundary region, of width w. A
schematic of this structure is given in Fig. 3a. If we assume
either cubic or spherical grains (the result is insensitive to this
choice), we can derive the average inversion of the material as
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aluminum
antisite

v )
@ o o o

. < magnesium
magnesium aluminum

v antisite
° 5
° o/®

oxygen

Fig.2 The structure of a £3(111) grain boundary in MgAl,O4. (a) The energy of the system versus Monte Carlo steps is reduced as more antisites
are formed near the GBs. (b) The ideal 'normal’ structure, as constructed in ref. 35, without consideration of any change in local inversion. (c) The
lower-energy ‘inverse’ structure, as determined from the Monte Carlo simulations. The larger spheres indicate antisites relative to the ideal
structure. For clarity, oxygen ions are not shown in (c). The large black arrows indicate where the structures were extracted from the MC

simulations.
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Table 2 The values of the parameters used in this study. The parameters are defined in the text

w ibulk (bulk iGB (GB
Origin of parameters (GB width [nm]) inversion) inversion)
Extracted from atomistics 1.2 0 0.26
From fitting eqn (1) to data in ref. 25 0.44 0.21 1.00

a weighted average of that of the bulk and that of the grain
boundary, arriving at the following relationship:

. . 3
ic VB + fpuk Voure . (r—w)
I/lc»lal r

lave = (i — fou) (1)
This equation indicates that the average inversion in the
material depends on the cubic power of the radius r of the
grains, modified by the width w of the grain boundaries. If r >
w, the average inversion i, in the material is ipy, as it should
be for very large grains. As r — w, the average inversion
approaches igg. This behavior is shown in Fig. 3b.

We also compare our result with previous experimental data
in Fig. 3b. It is clear that the average inversion we predict versus
grain size follows the basic trend of the experiment but is
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Fig. 3 Impact of grain boundary inversion on the average inversion
within the material. (a) Schematic of how the structure of the material
changes as grains are made smaller. Motivated by the results shown in
Fig. 2, each grain is treated as being comprised of an interior bulk-like
region, with a bulk level of inversion (‘normal’ for MgA,O,4) and a level
of inversion at the grain boundary. The diameter of the grain is 2r while
the width of the grain boundary is w. As the grain size is reduced, the
relative volume taken by grain boundaries increases. (b) Inversion
versus grain size as determined by using egn (1) (purple line) with
parameters determined from the atomistic simulations or (teal line)
parameters determined by fitting eqn (1) to the data in ref. 25, shown as
the teal points. The blue points, from ref. 26, are shown for
completeness, but were not used to fit a separate set of parameters
simply because a good fit was not obtainable for this small dataset.

M740 | RSC Adv, 2020, 10, N737-11742

systematically lower. Fitting eqn (1) to the experimental data in
ref. 25, we can extract effective w, igg, and iy from the
experiment. As reported in Table 2, the experimentally-fitted
inversions, both for the bulk and the grain boundary, are
significantly higher than extracted from our simulations. The
bulk value, iy, = 0.21, is reasonably close to experimentally
determined values for synthetic spinels, as noted previously.***
The grain boundary inversion and width of igg = 1.00 and w =
0.44 nm are larger and smaller, respectively, than what we
extract from our simulations. This suggests that, in the experi-
ment, grain boundaries are not nearly as wide as our simula-
tions suggest and that they exhibit a much higher degree of
inversion. Of course, in the values extracted from our simula-
tions, we considered the width to include the region containing
any antisites, even if the last plane only had one. It is possible
that we would obtain a better agreement with the experimen-
tally derived values if we limited the width of the grain
boundaries to only those planes with a relatively high concen-
tration of antisites.

That said, it is reasonable that the experimentally derived
grain boundary inversion is higher than that extracted from the
simulations. In the simulations, we considered a =3 twin
boundary, which, at least in metals, has essentially no interac-
tion with defects.*” Thus, of all grain boundaries one might
consider, this one interacts most weakly with defects and, by
extension, inversion and antisites. Any other grain boundary
would be expected to exhibit much stronger interactions and,
thus, a greater degree of inversion. Further, experiments reveal
inversion levels of on the order of 0.2-0.3 in the bulk, while our
simulations predict a bulk inversion of 0. This is likely a limi-
tation of both the potential, which over-penalizes the formation
of antisites, and the methodology, which, while accounting for
configurational entropy, neglects vibrational entropy. Past work
has shown that accurate predictions of inversion require the
treatment of vibrational entropy and short range order.”

What this simple model does reveal, however, is that we can
accurately fit the experimental data and obtain physically-
meaningful properties of the grain boundary. We conclude
that the grain boundaries are essentially fully inverse, at least in
this particular set of samples. This model assumes that the
grain boundary inversion is constant versus grain size. It is
possible that, as the grain size shrinks, the interactions between
grain boundaries leads to a further modification of the inver-
sion. However, the results presented here suggest that such
behavior is not necessary to explain the experimentally observed
trends.

Finally, to provide some sense of whether the spatially
dependent inversion has any consequences for the properties of

This journal is © The Royal Society of Chemistry 2020


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0ra00700e

Open Access Article. Published on 24 March 2020. Downloaded on 1/18/2026 6:36:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

the grain boundary, we examine the formation energy of defects
at both the original boundary and the MC-minimized boundary.
We calculated the formation energy of the Mg, Al, and O
vacancies as a function of distance from the two boundary
planes. These results are presented in Fig. 4. Interestingly, the
relative formation energies of Mg and O vacancies are not
significantly perturbed by the inversion. In the case of the O
vacancy, the formation energy is lower at one boundary when
inversion is introduced, but not the other. In fact, there are sites
a few planes away from the central plane of symmetry where the
inversion leads to a greater repulsion of the vacancies. However,
any behavior observed at one boundary is absent in the other,
obscuring any systematic trends. The same is true of the Mg
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Fig. 4 Energetics of vacancies near both the ideal (normal) and
minimized (inverse) =3(111) grain boundary for three types of vacan-
cies: (a) oxygen, (b) magnesium, and (c) aluminum.
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vacancy, where the formation energy of the vacancy is signifi-
cantly reduced at one boundary but not at the other, again
rendering any solid conclusions difficult to extract.

Only for the Al vacancy do we see consistent trends at the two
boundaries in the simulation supercell. At both boundaries, the
Al vacancy is effectively repelled, with higher formation energies
when inversion is introduced than when it is not. Further, there
are more sites with positive energy, indicating repulsion
compared to the bulk reference. Thus, while the interaction of
Mg and O vacancies can be enhanced or not when the inversion
is considered, the Al vacancies consistently show a weaker
interaction with the inverse boundary.

One might suspect that the defect mobility would also be
significantly modified due to the inversion. To gain some sense
of this might be the case, we examined the landscape of O
vacancies within the boundary plane for the first boundary in
Fig. 4 (results not shown). In this case, even though there are
lower energy sites for the vacancy when the inversion is present,
we do not see a significant shift of the landscape within the
boundary plane. That is, the relative energy of different sites
that connect the lowest energy sites in the boundary plane are
similar in both the inverse and normal boundaries. While this is
not conclusive, it suggests that the chemical disorder repre-
sented by the inversion does not dominate over the structural
disorder represented by the boundary itself in terms of the
landscape defects might experience as they migrate.

What does all of this tell us? The primary conclusion is that
inversion is indeed spatially dependent and will vary with the
microstructure in the material. Thus, considering only one level
of inversion, or more generally cation disorder, in complex
oxides such as spinels or pyrochlores or, indeed, any multi-
component ionic oxide is probably, at best, incomplete. To
understand the properties of these materials more completely,
one must consider these effects. This is true not only of grain
boundaries, but any microstructural feature, such as internal
surfaces due to porosity or dislocations. The fact that experi-
ments reveal size-dependent average inversion and correlate
this behavior with, for example, the strength of the material
highlights the importance of understanding these effects. At
this point, we have only provided proof-of-principle results that
highlight the reality of spatially-dependent inversion and its
potential importance. Further work is necessary to fully realize
the impact of this behavior on properties of interest.

Conclusion

To conclude, we have used atomistic simulations to examine
the relative inversion residing at and near a grain boundary in
MgAl, O, spinel. We find that, consistent with experimental
results, the inversion is not spatially homogeneous and that
a higher level of inversion exists at the boundary than in the
bulk. This inversion modifies the interaction of at least a subset
of defect types with the boundary, altering the thermodynamic
equilibrium defect content that would be present. A simple
model of inversion as a function of grain size captures the
trends observed in experiment and, further, allows us to extract
grain boundary-relevant inversion parameters. Overall, this

RSC Adv, 2020, 10, N737-11742 | 11741
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work highlights the importance of considering the spatial
variations in chemical order in complex microstructures for
a more complete view of the properties of complex, multicom-
ponent materials.
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