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rocessing of AFM PeakForce
curves to evaluate spatially resolved Young
modulus and stiffness of turgescent cells†

Marc Offroy, *a Angelina Razafitianamaharavo,a Audrey Beaussart, a

Christophe Pagnoutb and Jérôme F. L. Duval a

Atomic Force Microscopy (AFM) is a powerful technique for the measurement of mechanical properties of

individual cells in two (x � y) or three (x � y � time) dimensions. The instrumental progress makes it

currently possible to generate a large amount of data in a relatively short time, which is particularly true

for AFM operating in so-called PeakForce tapping mode (Bruker corporation). The latter corresponds to

an AFM probe that periodically hits the sample surface while the pico-newton level interaction force is

recorded from cantilever deflection. The method provides unprecedented high-resolution (a few tens of

nm) imaging of the mechanical features of soft biological samples (e.g. bacteria, yeasts) and of hard

abiotic surfaces (e.g. minerals). The rapid conversion of up to several tens of thousands spatially resolved

force curves typically collected in AFM PeakForce tapping mode over a given cell surface area into

comprehensive nanomechanical information requires the development of robust data analysis

methodologies and dedicated numerical tools. In this work, we report an automated algorithm for (i)

a rapid and unambiguous detection of the indentation regimes corresponding to non-linear and linear

deformations of bacterial surfaces upon compression by the AFM probe, (ii) the subsequent evaluation of

the Young modulus and cell surface stiffness, and (iii) the generation of spatial mappings of relevant

nanomechanical properties at the single cell level. The procedure involves consistent evaluation of the

contact point between the AFM probe and sample biosurface and that of the threshold indentation value

marking the transition between non-linear and linear deformation regimes. For comparison purposes,

the former regime is here analyzed on the basis of Hertz and Sneddon models corrected or not for

effects of finite sample thickness. Analysis of AFM measurements performed on a selected Escherichia

coli strain is detailed to demonstrate the feasibility, rapidity and robustness of the here-proposed

PeakForce data treatment process. The flexibility of the algorithm allows consideration of force curve

parameterizations other than that detailed here, which may be desired for investigation of e.g.

eukaryotes nanomechanics. The performance of the adopted Hertz-based and Sneddon-based contact

mechanics formalisms in recovering experimental data and in identifying nanomechanical

heterogeneities at the bacterium scale is further thoroughly discussed.
1. Introduction

Atomic Force Microscopy (AFM) is based on the analysis of
a given sample surface scanned by a local probe of given
00 Nancy, France. E-mail: marc.offroy@

0 Metz, France

ESI) available: Evaluation of the impact
dulus E (Fig. S1). Estimation of Young
n elastic properties for testing the
2). Histograms of Young modulus
in Fig. 8 (Fig. S3). Histograms of cell
tial maps given in Fig. 12 (Fig. S4).
sing offline Nanoscope analysis v1.9
1039/d0ra00669f

9275
geometry and chemical composition.1 This technique makes it
possible to map locally the dening physical and chemical
properties of various abiotic and biological materials like
minerals and bacteria, e.g. electrostatic charge,2 hydrophobic/
hydrophilic balance,3–5 surface elasticity,6 and surface depres-
sions/asperities,7 under well-controlled vacuum,8 liquid,9 or
ambient10 environments. The force operational between the
probe and the sample surface leads to bending of the cantilever
that supports the probe. The resulting change in probe deec-
tion is measured via a dedicated optical system, and so is the
vertical position of the sample surface modulated via piezo-
electric scanning. In turn, to each pixel of the probed sample
surface is associated a force versus separation or indentation
curve, depending on whether or not sample and probe are in
contact. Physical models are then required to extract the desired
This journal is © The Royal Society of Chemistry 2020
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spatially resolved physical or chemical features of the sample
from the force measurements performed over the whole scan-
ned sample surface area. Atomic force microscopy (AFM) is now
recognized as a valuable tool for measuring mechanical char-
acteristics of biological samples like bacteria, yeasts or animal
and human cells.11,12 Via the acquisition of such nano-
mechanical properties used as proxies to follow (bio)surface
reactivity patterns, AFM provides a way to apprehend the impact
of various factors such as temperature, humidity or medium
salinity on e.g. biomaterial swelling features.13,14 The technique
further allows the analysis of the effects of underlying substrate
on cellular stiffness,15 or the investigation of drugs action on
biological surface integrity,16 on cell–cell interactions,17 cell
migration18,19 and on pathogenicity.20,21 The mechanical char-
acterization of biological surfaces has gained a prominent
position in a large spectrum of applications, e.g. in (micro)
biology, pharmaceutics, environmental sciences and cell
engineering.16,22–24

Over the last ten years, the need to lower the limits of spatial
detection for addressing the biomolecular processes that
control cells response to changes of neighboring environments,
has given rise to the development of faster and more accurate
force curve measurement technologies, in particular the Peak-
Force AFM tapping mode (Bruker technology).25,26 This mode of
force curves acquisition allows a precise control of the sample to
AFM probe interactions and a high resolution (nanometer scale)
for AFM surface imaging. Methodologies differ according to e.g.
sinusoidal or linear paths (the former is the one considered in
this study) imposed to the probe upon approach/withdraw to/
from the sample surface.27 The magnitude of the forces
applied on the samples lies in the pico- to nano-newton range,
which preserves probe shape and prevents samples damage
during measurements, a feature that is particularly attractive
when studying fragile biological structures (Fig. 1a). The
amount of data typically generated during an AFM experiment
may be large, which is partly due to the rapidity and relative
simplicity in acquiring data by PeakForce tapping mode (e.g.
65 536 force curves recorded on a 500 � 500 nm2 bacteria
surface for a total experiment duration of ca. 4 minutes at 1 Hz
scan). As a consequence, the development of efficient data
treatments and of accompanying numerical tools has become
mandatory for a robust exploitation and interpretation of
spatially resolved force curves measurements. Fig. 1a provides
a schematic representation for the measurement principle of
nanomechanical interactions between an AFM probe and a so
biological sample (here a bacterium) in PeakForce tapping
mode. As a rst order approach, the force versus indentation
curves constructed from raw data measured on bacteria may be
decomposed into a non-linear and linear (or compliance)
regime operational at sufficiently weak and large indentation
values, respectively (Fig. 1b).23 The former regime reects the
propensity of the peripheral cell envelope to deform upon
compression by the AFM probe, a feature that is quantied by
the value of the Youngmodulus (E) or elasticity. The latter linear
regime arises from the internal cell (turgor) pressure that
counteracts the force exerting on the cell surface via the probe.28

The intracellular turgor (or hydrostatic) pressure is known to be
This journal is © The Royal Society of Chemistry 2020
operational in all bacteria and also in fungi and plants.14,23,29 For
turgescent cells, the linear compliance regime is always
measurable providing the magnitude of the loading force is
sufficiently large depending on how rigid the cell envelope is. In
practice, this turgor pressure may be expressed in terms of a so-
called cell spring constant or stiffness (kcell) that can be esti-
mated from the slope of the force versus indentation curve in
the compliance regime.23,28,30 Various theories of contact
mechanics are classically adopted to evaluate Young modulus
from raw force measurements in the non-linear indentation
regime, e.g. the Hertz,31 Johnson–Kendall–Roberts (JKR)32 or
Derjaguin–Muller–Toporov (DMT)33 models whose validity
differs according to AFM probe size/geometry, material stiffness
or extent of AFM probe/material adhesion.

The major difficulty for an adequate application of these
models, independently of their underlying approximations, is
a clear identication of the non-linear indentation domain in
the force curve and of the onset of the compliance regime
(Fig. 1b). Such identication goes in pair with a proper deni-
tion of the contact point34 (CP in short, hereaer denoted as the
critical point (1), see Fig. 1b) between the AFM probe and the
sample surface within the force versus indentation curve
representation. Unambiguous positioning of the CP is generally
not an easy task as it is inferred from both probe deection and
vertical position of the piezoelectric. As a result, it is impaired
by the action of probe–sample intermolecular forces (e.g.
hydrostatic, electrostatic or van der Waals) and by the low
signal-to-noise ratio in the domain of the force curve where
probe and sample are close to contact. Evaluation of the critical
indentation value marking the transition between non-linear
and linear regimes (denoted hereaer as the critical point (2),
see Fig. 1b) is less prone to controversy: the most straightfor-
ward method for that purpose is by ‘visual’ inspection of the
data, but then results may signicantly differ from one inves-
tigator to another. The suitable option for locating the afore-
mentioned transition and contact point is thus the elaboration
of a reliable and automated data-treatment strategy. To the best
of our knowledge, this possibility is currently not offered by
PeakForce data processing proposed by AFM manufacturers
(and by the oen adopted visual, ‘point and shoot’ determina-
tion of contact point), not to mention the limits of such proc-
essings for treating tens of thousands force curves at once and
for delivering associated spatial maps and distributions of
relevant nanomechanical parameters.

In order to automatize mechanical data treatment, several
solutions have been elaborated for a variety of samples.22,31,35–46

These solutions refer mostly to the analysis of force curves
acquired in force volume (FV) mode, which – unlike the Peak-
Force tapping mode – results in a more limited amount of data
(few thousands force curves collected over a 500 � 500 nm2

scanned surface area) and thus in a reduced resolution of the
spatial maps derived for the physical parameters of interest.
The fast force volume (FFV) mode offers a better performance
than the FV mode in terms of acquisition speed and amount of
measured force curves, but still it does not seem to compete
with PeakForce Tapping (PFT) solution. Indeed, Efremov et al.,45

with the AFM settings operational in their work, argue that ‘the
RSC Adv., 2020, 10, 19258–19275 | 19259
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Fig. 1 (a) Representation of experimental data ‘cube’ collected by Atomic Force Microscopy (AFM) operating in PeakForce tapping mode; (b)
illustration of the procedure according to which cell spring constant (kcell) and Young modulus (E) of the cell envelope are retrieved from the
analysis of a force versus indentation curve constructed from the corresponding cantilever deflection versus piezo position raw data measured
upon approach of the probe to the sample. For the sake of example, the equations that define the dependence of the force F on the indentation
d refer here to the Hertz model in sphere/plane geometry without Dimitriadis correction (in purple the non-linear deformation regime, and in
orange the linear compliance component). The Poisson ratio is denoted as n (¼0.5). R corresponds to the radius of the hemi-spherical AFM probe
apex (20 nm in this study). The critical points (1) and (2) stand for the AFM probe-to-sample contact point (CP) and for the onset of the linear
compliance regime, respectively. The physical meaning of the indentation d is further illustrated in the schemes both for the non-linear and linear
domains of the force curve. See text for details.
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acquisition time was �10 min for FV (32 � 32 points), �4 min
for FFV (64 � 64 points), and �10 min for PFT (256 � 256
points, but only 64 � 64 points array was saved due to the
hardware limitations)’. Accordingly, from these data one can
estimate that a FFV measurement delay of ca. 15 min corre-
sponds to ca. 128 � 128 force curves. In other words, one
requires 5min extra FFV acquisition time as compared to PFT to
collect 4 times less force curves. In addition, FV and FFV solu-
tions rarely interpret the linear compliance regime of the force
curves as measured for e.g. bacterial cells.23,28,30 The method-
ology proposed by Chang et al.6 is of particular interest due its
simplicity in terms of implementation, and its robustness for
the derivation of CP. The main underlying idea consists in
exploiting a signicant signal-to-noise ratio domain of the force
curves rather than that corresponding to the indentation
regime located in the direct vicinity of the contact point where
this ratio is necessarily low. Accordingly, Chang et al.6 devel-
oped and successfully tested a novel algorithm for automated
contact point detection through the analysis of 64 � 64 force
curves recorded by AFM in force–volume mode.6 Though effi-
cient, the approach solely integrates Hertzian mechanics and
thus discards the evaluation of the additional critical point
(Fig. 1b) marking the transition between linear and non-linear
indentation regimes (Fig. 1b), an operation that is however
required for bacterial cells.23,28 Aware of this limitation, Chang
et al.6 emphasized that efforts were further needed to extent
their approach for a proper treatment of more complex scenario
where non-linear and linear changes of the force with
increasing indentation are measured. In this report, we propose
a data treatment methodology that addresses the aforemen-
tioned limitations of previous methods while allowing for
19260 | RSC Adv., 2020, 10, 19258–19275
a clear and automated denition of the critical contact point
and of the transition point between non-linear deformation
regime and compliance domain (Fig. 1b). This step is all the
more crucial as any error in the identication of these two
critical points may lead to signicantly biased maps of cells
Young modulus and stiffness. Additional strengths of the here-
developed numerical data treatment are its capacity (i) to
handle a large amount of data, a feature that is mandatory for
the interpretation of force curves collected in PeakForce tapping
mode, (ii) to easily test the suitability of different mechanical
models (here, the Hertz31 and Sneddon46 models, corrected or
not for effects of nite sample thickness) in reproducing the
non-linear dependence of the force on indentation in the non-
linear deformation regime, and (iii) to easily exclude, if neces-
sary (e.g. when working on eukaryotes), the treatment of the
linear compliance regime that is relevant to turgescent cells.
The performance of our numerical algorithm, implemented in
the form of a MATLAB program run with a regular laptop, was
tested on more than hundred thousands of force curves
collected on Escherichia coli cells, the completion of the analysis
being achieved aer only ca. 25 minutes for treatment of 65 536
force curves acquired on a 500 � 500 nm2 cell surface area.

The article is organized as follows. First, we provide
a description of the Escherichia coli cells selected for the AFM
PeakForce measurements. We then present the key steps of our
algorithm together with the physical models adopted for anal-
ysis of data measured on bacteria, i.e. the Hertz31 and Sneddon46

contact mechanics formalisms corrected (or not) for nite
sample thickness, and the evaluation of cells surface stiffness
from exploitation of the linear compliance regime. Finally,
illustrative force curves data are analyzed according to our
This journal is © The Royal Society of Chemistry 2020
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numerical data strategy using the MATLAB home-made
program, leading in ne to the elaboration of resolved spatial
maps of cell Young's modulus, cells stiffness and critical
indentation at the transition between non-linear and linear
deformations of the biological sample. Given the approxima-
tions underlying the applicability of the Hertz and Sneddon
models – that are classically adopted for the lack of better
tractable alternatives – to analyse nanomechanics of biological
samples, a comparison of their respective performance is here
further reported and thoroughly discussed.
2. Materials and methods
2.1 Bacterial culture

AFM force curves were measured on the deep rough Escherichia
coli bacterial strain BW25113 (rod-shaped cells with 700 to
800 nm diameter and 2 to 3 mm length47) obtained from the Coli
Genetic Stock Center of Yale University, USA,48–53 and selected
here for testing the performance of our automated treatment of
force curves. For the experiments, cells were streaked from
glycerol stocks on LB agar plates. Overnight initial pre-cultures
were obtained by inoculating single cell colonies in 4 mL of M9
minimal medium (composition per liter: MgSO4 1 mM, CaCl2
0.1 mM, thiamine 10 mg mL�1, 2 g L�1 glucose, proline 20 mg
mL�1, uridine 25 mg mL�1) and incubation at 37 �C under
150 rpm agitation. The next day, 1 mL precultures volume was
introduced in 100 mL of M9 minimal medium, incubated at
37 �C and 150 rpm until OD600 nm reached 0.4–0.6. Then, cells
were washed twice by centrifugation–resuspension (5000� g for
8 min) in 10 mM KNO3 aqueous solution and adjusted to OD600

nm 0.4 prior to experiments. The deep rough mutant selected in
this work is decorated by lipopolysaccharides (LPS) lacking the
O-antigen part,53 with a resulting LPS length of ca. 4 nm as
independently conrmed by detailed electrohydrodynamic
analysis of BW25113 electrophoretic properties.51
2.2 AFM PeakForce measurements

Drops of cell suspension obtained as described above were rst
deposited on cleaned borosilicate glass slide previously covered
with a layer of polyethyleneimine (PEI) (Sigma, Mw ¼ 750 000 g
mol�1), a cationic polymer, upon immersion in 0.1% PEI solu-
tion during 30 min. Then, the glass slide was rinsed with 1 mM
KNO3 solution to remove unbound or loosely bond bacteria
from the surface. The living bacteria xed on the surface were
then maintained in a 1 mM KNO3 environment during AFM
experiments performed at ambient temperature and natural
pH. Measurements were then conducted with a FastScan
Dimension Icon with Nanoscope V controller (Bruker) operating
in PeakForce tappingmode in uid medium. This mode has the
advantage to provide simultaneously both cell surface images
with ca. 20 nm resolution (size of the hemi-spherical AFM probe
apex) and loading force measurements as a function of the AFM
probe-to-cell surface separation distance (Fig. 1a). The adopted
AFM probes were NPG Silicon Nitride probes (NPG-10, Bruker
corporation) with cantilever spring constant of 0.40� 0.2 Nm�1

determined as detailed elsewhere.54 Force curves were
This journal is © The Royal Society of Chemistry 2020
measured systematically at the apex area of the bacterial cells
and not at their periphery so as to minimize convolution
between probe geometry and sample surface topography. Prior
to each experiment, the deection sensitivity was determined
from measurement on a hard substrate and the thermal tuning
method was adopted for ne evaluation of the cantilever spring
constant. Force versus indentation curves were then derived
from raw data (i.e. cantilever deection [nm] versus vertical
piezo position [nm]) collected during the approach of the AFM
probe to the bacterial surface (see details in Section 3). These
raw AFM data were recorded pixel-by-pixel at the apex of the cell
with 500 nm scan size at 1 Hz scan rate and probe velocity
displacement of 1 mm s�1, which corresponds to 256� 256 local
force measurements on the investigated cell surface area. As
a result, 65 536 force curves were generated on 500 � 500 nm2

surface area of a single cell, which asks for a rapid and robust
numerical tool to handle their automatic analysis done
according to the methodology detailed below. Reproducibility
of the obtained data was addressed upon repeating the experi-
ments on several bacteria issued from one or different colonies.
Completion of the analysis of the force curves acquired on
a single cell was achieved aer 25 minutes at most with use of
a computer whose technical specicities are: Intel® Xeon® CPU
E3-1505M v5 @ 2.80–2.81 GHz and installed RAM memory of
32.0 GB with an operating system of 64 bits. The algorithm re-
ported in this work can be easily implemented in a computer
cluster.
2.3 Non-linear deformation models and corrections for
nite thickness of the probed sample

The formalism implemented in the algorithm which is detailed
below and is dedicated to PeakForce data treatment, refers to
the Hertz or Sneddon model (which is specied by the user in
the code), corrected or not for effects of nite sample thickness
(option also specied by the user), for interpretation of the non-
linear deformation regime achieved at sufficiently small
indentations (Fig. 1). This section briey recalls the fundaments
of each model and details how they are fully integrated in the
procedure elaborated for e.g. the automatic search of the probe-
to-sample contact point.

2.3.1 Hertz model and Dimitriadis correction. Unlike
Chang et al.6 who considered the standard Hertz model31 for
analysis of the non-linear deformation domain of the force
versus indentation curves, the algorithm detailed in this paper
integrates the factor formulated by Dimitriadis et al.36 which
corrects the classical Hertzian formulation of the force for the
effect of the nite thickness of the probed sample. In turn, the
relation between the force F and the indentation d is dened for
a spherical indenter of radius R by (eqn (1)):

F ¼ 4E

3ð1� v2Þ fcorrectionR
1=2d3=2; (1)

where n is the Poisson coefficient with value 0.5 (i.e. bacteria
samples are viewed as incompressible materials36,55,56), R is the
radius of the hemi-spherical AFM probe apex, and fcorrection is
the Dimitriadis' correction factor expressed by (eqn (2)):
RSC Adv., 2020, 10, 19258–19275 | 19261
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fcorrection ¼
�
1� 2a0

p
cþ 4a0

2

p2
c2 � 8

p3

�
a0

3 þ 4p2

15
b0

�
c3

þ 16a0

p4

�
a0

3 þ 3p2

5
b0

�
c4

�
; (2)

with c dened by

c ¼
ffiffiffiffiffiffi
Rd

p

h
; (3)

and h refers to the height of the sample (typically 800 nm for
a bacterium cell, the value adopted in this study). The constants
a0 and b0 involved in eqn (2) depend on the Poisson coefficient n
and differ for situations where sample is ‘not bonded’ or
‘bonded’ to the underlying substrate. In the former case, we
have (eqn (4)): 8>><

>>:
a0 ¼ �0:347 3� 2v

1� v

b0 ¼ 0:056
5� 2v

1� v

; (4)

whereas in the latter situation, expressions become (eqn (5)):
8>><
>>:

a0 ¼ �1:2876� 1:4678vþ 1:3442v2

1� v

b0 ¼
0:6387� 1:0277vþ 1:5164v2

1� v

(5)

It is stressed that the expression of the correction factor
fcorrection by Dimitriadis et al. (2002) is valid for h$ 0.1R and d�
h,36 conditions that are applicable under the PeakForce acqui-
sition conditions for bacterial cells with probe radius R¼ 20 nm
(mean d is of the order of �50–60 nm, see Section 4 and Fig. 9,
and h is ca. 800 nm). In the limit fcorrection / 1, eqn (1) reduces
to the standard Hertz expression. A key advantage of Dimi-
triadis' expression is that, depending on sample properties, the
analysis of the force curves based on eqn (1) may lead to
a rened estimate of Young modulus and, in turn, to a better
evaluation of the compliance regime via explicit account of the
sample height (eqn (2)). Eqn (1) is valid for low indentations
d compared to probe curvature radius R (d � R). This equation
further approximates the sample as a linear elastic and
isotropic material, which is an obvious and well-recognized
approximation for bacterial cell envelopes.57 For the lack of
better, this model is however widely used in AFM literature, and
our purpose is here to test its applicability for capturing or not
the power-law indentation-dependence of forces measured by
PeakForce tapping mode on bacteria. Given these elements, eqn
(1) may be rewritten in terms of the contact point CP (eqn (6)):

F ¼ 4E

3ð1� v2Þf correctionR
1=2ðS � SCPÞ3=2; (6)

with S the probe-to-sample separation distance (nm) and SCP
the value taken by S at the contact point where F¼ 0. In practice,
SCP deviates from the intuitively anticipated 0 value due to
effects of short-range AFM probe–sample interactions that
contribute to signal noise. Eqn (6) makes explicit the require-
ment to properly estimate the magnitude of SCP for an adequate
19262 | RSC Adv., 2020, 10, 19258–19275
evaluation of the Young modulus from force versus indentation
curve analysis. It is recalled that the radius of the AFM probe
chosen in this work is orders of magnitude lower than the
curvature of the cell surface, which guarantees the validity of
a sphere (probe) to planar surface (cell) indentation congura-
tion despite of the cylindrical shape of the bacteria.

2.3.2 Sneddon model and bottom effect cone correction.
For indentations d exceeding the tip radius R, Young moduli are
classically extracted from force curves measurements by use of
Sneddon model.46 The latter relates the load force to indenta-
tion depth for a conical shape indenter in an elastic and
isotropic material according to:46,58

F ¼ 2E

pð1� v2Þ fbecc tanðaÞd
2; (7)

where a represents the half opening angle of the cone (here
17.5�) and fbecc is the bottom effect cone correction (becc, in
short) that corresponds to the counterpart of the Dimitriadis
factor fcorrection in the sphere-plane indentation geometry.
Similarly to the factor fcorrection, the corrective scalar fbecc is
dened by two expressions depending on whether the sample is
bonded or not bonded to the underlying substrate, namely:

fbecc ¼ 1þ z
2 tanðaÞd

p2h
þ 16z2 tan2ðaÞ d

2

h2
þO

�
d3

h3

�
; (8)

with z ¼ 1.7795 and z ¼ 0.388 applying to adherent or non-
adherent cells, respectively. Eqn (7) can be recast in the form:

F ¼ 2E

pð1� v2Þ fbecc tanðaÞðS � SCPÞ2; (9)

where we made explicit the dependence of F on SCP, similarly to
eqn (6). It is stressed that the equivalent of eqn (7) for a pyra-
midal indenter, as reported by Bilodeau,59 also displays a load
force that varies according to the power law � d2. In turn, it is
virtually impossible to discriminate between conical and pyra-
midal shape effects on force curves from the analysis of the
dependence of F on indentation d: consideration of both
geometries will necessarily lead to equivalent data tting
quality, with a resulting Young modulus that simply differs
according to a constant multiplier.
3. Description of the algorithm

Fig. 2 reports a owchart that details step-by-step the here-
proposed algorithm for treatment of the force curves. To
summarize, the automated processing of AFM PeakForce curves
leading to evaluation of spatially resolved Young modulus and
cell spring constant (or stiffness) of biological samples proceeds
according to ve main actions: the extraction of the raw data
(i.e. 65 536 curves for 256 � 256 pixels covering a 500 � 500
nm2 scanned cell surface area) (Fig. 2, STEP 1), the establish-
ment of a baseline correction for each extracted curve (Fig. 2,
STEP 2), the determination of their respective linear (compli-
ance) domain (Fig. 2, STEP 3) and the subsequent calculation of
the associated cell spring constant kcell (Fig. 2, STEP 4), and
nally, the evaluation of Young's modulus from each measured
This journal is © The Royal Society of Chemistry 2020

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0ra00669f


Fig. 2 Flowchart detailing the program. 1Raw data correspond to cantilever deflection versus piezo position (Zsensor).
2The test ‘Yes’ or ‘No’ is

based on the minimal amount of data required for proper definition of the baseline, set here to 30% of the total number of measured points per
force curve. 3This ‘Yes’ or ‘No’ test is based on whether an imposed criterion evaluating the quality of the linear regression of the data within the
compliance regime is satisfied or not. 4This first evaluation of SCP makes use of a signal-to-noise criterion. 5The fit is performed upon adjustment
of SCP (initial guess value derived in the previous step) and of the Young modulus E (initial guess value to be updated according to the type of
sample considered, typically 1 MPa for bacterial cells). This fit is performed to achieve a clear identification of the range of S values corresponding
to the non-linear deformation domain of the force curves.
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force curve (Fig. 2, STEP 5). Each step is thoroughly discussed in
the following sections.
3.1 STEP 1: raw data extraction from Bruker instrument

The raw AFM data are rst extracted from the PeakForce Curve
le (.PFC format) generated by the Bruker instrument, with the
help of the MATLAB ‘utilities’ toolbox delivered by the Bruker
company. Accordingly, right from the beginning of the data
This journal is © The Royal Society of Chemistry 2020
process and all during data treatment (i.e. from raw data
extraction to generation of outputs and post-processing) work is
continuously performed in MATLAB® environment (version:
9.0.0.370719 (R2016a)), starting with a ‘cell array’ where the rst
column corresponds to the name given by the user to the
experiment with specication of the amount of measured force
curves; the second and third columns pertain to the approach
curve data, i.e. the AFM probe deection (in nm) versus the piezo
RSC Adv., 2020, 10, 19258–19275 | 19263
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position (denoted as Zsensor in nm) (Fig. 3a). The onset of the
retraction force curves (i.e. measured when the probe moves
away from the sample surface) is marked by a maximum in the
deection versus piezo position (red cross in Fig. 3a). As the
analysis is intended for the force curves collected upon
approach of the probe to the sample surface, the data corre-
sponding to Zsensor values above that maximum were not
considered in the following treatment steps.

Fig. 3b further illustrates that data with Zsensor values slightly
less than the maximum in piezo position were not subjected to
further analysis since they correspond to a transition between the
approach and the withdraw phases and, as such, they involve
a complex interplay between the probe-to-surface interactions of
interest and cantilever dynamics. To put it in a nutshell, data
corresponding to piezo positions where the derivative of the
signal increases or remains constant with increasing Zsensor were
retained for subsequent numerical treatment (Fig. 3b). The
second step consists in dening properly a baseline.
3.2 STEP 2: establishment of a baseline correction

Dening a proper baseline is a key element for any data inter-
pretation. In practice, force curve measurements may be
Fig. 3 Illustration of STEP 1: extracting the raw data (in panel (b),
baseline correction was further applied).

19264 | RSC Adv., 2020, 10, 19258–19275
affected by noise and thermal dri, which results in steady
changes of the force applied by the instrument on the sample.
As a consequence, a non-zero probe deection is measured in
the pre-contact region between the probe and the sample
surface. Also, the hydrodynamic force due to viscous friction of
the cantilever with the liquid results in a drag that contributes
to baseline deviation. Magnitude of the latter depends on,
among other parameters, probe velocity, damping effect or type
of force measurements performed. In the program, an option
allows the user to select a number of points to be considered for
dening the baseline. This number may vary from one experi-
ment to another depending on the nature of the sample
considered and on the liquid composition adopted for the
experiments. A linear regression of the selected data is then
applied as indicated in Fig. 4a and the obtained expression is
then subtracted to the complete set of deection data (Fig. 4b).
There are literature reports where baseline is tted according to
a non-linear procedure upon correction of the instrumental
response force versus time.60 For the data of interest in this
work, our adopted linear baseline correction procedure is
similar to that employed by Efremov et al.45 and the typical
pattern of our approach and retraction force curves signicantly
Fig. 4 Illustration of STEP 2: establishment of a baseline correction.

This journal is © The Royal Society of Chemistry 2020
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differs from that given by Ortega-Esteban et al.60 (Fig. 2c
therein).60 Our baseline correction procedure was applied to
each force curve measured over the sample surface. The next
step aims at determining the cell spring constant or stiffness.
3.3 STEP 3: determination of the cell spring constant (cell
stiffness)

To evaluate the cell stiffness denoted as kcell (Fig. 1b), the piezo
position marking the frontier between the Hertz regime and the
linear compliance regime needs to be clearly identied. For that
purpose, several linear regressions of the tip deection (here-
aer denoted as D) versus piezo position (Zsensor) data are per-
formed over distinct ranges of Zsensor values in the interval
[Zsensor,i; Zsensor,0] where Zsensor,0 corresponds to the largest
piezo position at the edge of the compliance regime and Zsensor,i
< Zsensor,i�1 the indexed piezo position where i is iterated from 1
to N and N is lower than the total number of measured data
points (Fig. 4). The error sum of squares ESS2 is then computed
for each linear regression (indexed i) over the range [Zsensor,i;
Zsensor,0] (range of deection values [Di; D0]) and the corre-
sponding ESSi

2 is dened here by eqn (10):

ESSi
2 ¼ 1�

Xi

k¼0

�
Dk � D̂fit;k

�2
ðDk �DkÞ2

; (10)

where �Dk is the average of the Dk, and D̂t,k is the estimated value
of the deection at Zsensor,k on the basis of the linear regression
in the compliance regime. The number N of points and, there-
with, the [Zsensor,N; Zsensor,0] range of piezo positions dening
the searched linear compliance regime corresponds to a ESS2

value that does not signicantly deviate (i.e. by less than 0.1%)
from that obtained on the basis of the regression performed
over N � 1 points. The further condition imposed when iden-
tifying this number N of points is that it should satisfy the
inequality N$ 5 (Fig. 5). The cell stiffness, kcell, is obtained from
the (dimensionless and positive) slope a of the now identied
linear compliance regime of the deection (nm) versus piezo
displacement (nm) curve according to eqn (11):23
Fig. 5 Dependence of the error sum of squares on the number of
points used for regression (see text for details).

This journal is © The Royal Society of Chemistry 2020
kcell ¼ kprobe �
	 a

1� a



; (11)

where kprobe (N m�1) is the spring constant of the probe evalu-
ated according to the procedure detailed by Arnoldi et al.28 and
Velegol et al.61 The next step of the analysis deals with the
estimation of the cell Young's modulus (E) on the basis of Hertz
or Sneddon model corrected for the Dimitriadis or becc term
(eqn (1) and (2) and eqn (7) and (8), respectively). The relevant
range of Zsensor values to be considered for that operation is
Zsensor < Zsensor,N and the evaluation of E requires the prior
identication of the contact point CP.
3.4 STEP 4: determination of the Young's modulus for
a given probed pixel of the cell surface

The data are now transformed into force (nN) versus separation
distance (nm) curve format according to Hook's law:

F ¼ kprobe � D (12)

S ¼ �(D + Z), (13)

where we recall that D is the deection [nm], S is the separation
distance [nm] and Z ¼ Zsensor is the piezo displacement [nm]
satisfying the inequality Zsensor < Zsensor,N. In line with the
strategy adopted by Chang et al.6 a range of S values to be further
considered for data tting to eqn (6) or eqn (9) is rst deter-
mined by choosing ‘arbitrarily’ an initial guess value for SCP on
the basis of a signal-to-noise ratio-based criterion. In detail, an
estimation of that noise level in the pre-contact region (baseline
domain) is done by averaging the force values measured in that
region and by evaluating the associated standard deviation
(denoted as s, Fig. 6a). This operation is performed by consid-
ering the 30% fraction of the data that corresponds to the lowest
separation distance S values recorded (Fig. 6a). Then, the
searched SCP guess value is that for which the force corresponds
to the mean force value plus 3 times s, the value ‘3’ being
classically adopted for evaluation of noise in e.g. spectroscopic
data. We veried that dening the SCP guess value as that where
the force is the mean force value plus 4 or 5 times s does not
modify the outcome of the nanomechanical end results
(Fig. S1†).

The experimental force versus separation distance data cor-
responding to S varying between the SCP value previously
determined and the onset of the linear compliance regime are
then tted to the Hertz–Dimitriadis expression (eqn (6)) with a0

and b0 dened by eqn (5), or by the Sneddon–becc expression
(eqn (9)), recalling here that the deposited Escherichia coli cells
are considered ‘bonded’ to the PEI substrate. The variables SCP
and E are here adjusted using mean-square Levenberg–Mar-
quardt regression procedure (Fig. 6b). The obtained SCP solu-
tion is subsequently used to transform the S range into
indentation range via d ¼ S � SCP (Fig. 6b). The so-obtained
force versus indentation curves are then tted to eqn (1) and
(2) or eqn (7) and (8) with adjustment of the Young's modulus E
(the latter is the ‘true’ modulus, i.e. obtained upon consider-
ation of the non-linear domain properly scaled to a CP where
RSC Adv., 2020, 10, 19258–19275 | 19265
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Fig. 6 Determination of the Young's modulus for a given pixel on the
basis here of Hertz–Dimitriadis model. (a) Estimation of SCP by finding
the point above the 3s threshold level; (b) determination of the region
where a first regression is performed to find the ‘correct’ CP and then
data are fitted to the Hertz–Dimitriadis model for determination of the
Young's modulus (corresponding ESS2 ¼ 0.99).
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separation distance is rigorously zero). The quality of the
theoretical reconstruction of the force curve by means of eqn (1)
and (2) or eqn (7) and (8) is estimated by computing the error
sum of squares (ESS2) dened by eqn (10) where the deection D
is replaced by the indentation d. If ESS2 is less than a prescribed
value specied by the user in the range 0.9–0.99, the elastic
modulus (E) is rejected and so is the corresponding force curve
(and the associated kcell value).

3.5 STEP 5: saving the results for each probed pixel of the
cell surface

All different STEPS of the algorithm detailed above are saved in
a MATLAB ‘cell array’. This provides the possibility to post-
process the results pixel by pixel. In particular, the evaluation
of the Young's modulus (E) and the cell spring constant (kcell)
pertaining to each pixel of the scanned cell surface areamakes it
possible to generate spatial maps of these nanomechanical
parameters and to address their homogeneous or heteroge-
neous distributions depending on samples and measurement
conditions. For the specic example adopted in this study to
19266 | RSC Adv., 2020, 10, 19258–19275
illustrate data treatment methodology, the E (as inferred from
Hertz–Dimitriadis or Sneddon–becc formalisms) and kcell maps
can be used to infer information on e.g. the spatial distribution
of LPS structures at the periphery of the bacterial cells. Another
proxy of interest is the critical indentation value d*marking the
transition between non-linear deformation and compliance
regimes. We shall further comment on this in Section 4.
Following the strategy indicated by the owchart in Fig. 2, we
report in Fig. 7 illustrative spatial maps of E and kcell values
derived from analysis of the 65 536 force curves (corresponding
to 65 536 pixels) measured over the 500 � 500 nm2 probed area
of the Escherichia coli cells described in Section 2.1. In detail,
the E maps given in Fig. 7 are those derived from treatment of
the force curves for which the error sum of squares ESS2 asso-
ciated with data tting to Hertz–Dimitriadis theory is higher
than 0.95. In the given example, these curves represent 92% of
the total force curves collected over the scanned cell surface
area. The spatially resolved nanomechanical properties of the
bacterial cells highlight irregular surface at the nanometer scale
and the existence of patches that likely reect the heteroge-
neous distribution of lipopolysaccharides all over the probed
cell surface area, in agreement with literature.62 The spatial
distributions of E and kcell provided in Fig. 7a are further given
in the form of histograms (Fig. 7b). Another so-called whisker–
box representation of such data is commonly reported in liter-
ature for evaluation of statistical dispersion.63 Therefore, for the
sake of completeness, this mode of representation is also
provided in Fig. 7c. Therein, the le and right borders of the
boxes correspond to the 25th and the 75th percentiles denoted
as 25Q and 75Q, respectively. The blue bold band at the middle
of the box corresponds to the median. The red point within the
box is the mean of the data. Finally, the lower (upper) limits of
the whiskers representation correspond to the smallest (largest,
respectively) E and kcell values minus (plus, respectively) 1.5
times the interquartile range. The data that fall outside the
whisker box are called ‘outliers’. The automated force curves
processing also provides Young's modulus E and kcell mean
values with corresponding standard deviations. For the treated
example, the results read as E ¼ 507.07 � 90.43 kPa and kcell ¼
0.0629 � 0.0077 N m�1, which is in line with order of magni-
tudes typically reported for bacteria.6,23,58 Furthermore, the
program estimates median values for the variables of interest,
here 505.31 kPa and 0.0633 N m�1 for E and kcell, respectively.
The white points on the E and kcell spatial maps are pixels that
do not contain information as they correspond to rejected force
curves for which quantitative analysis according to Hertz–
Dimitriadis model failed. These safe-guards are necessary to
avoid over- or mis-interpretation of force curves of poor quality
that may bias the representation of cell mechanical properties.
Finally, the procedure detailed in this work was applied to
polydimethylsiloxane (PDMS) samples with known Young
modulus E ¼ 2.5 � 0.7 MPa provided by Bruker company for
calibration purpose (Fig. S2†). The median value derived for E
aer applying our automated data treatment procedure using
Hertz model without Dimitriadis correction (and without
consideration of the compliance domain, not applicable for
PDMS material) leads to E ¼ 2550.4 � 207.2 kPa, which is in
This journal is © The Royal Society of Chemistry 2020
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Fig. 7 Outputs of the automated force curves processing. (a) Spatial maps of E and kcell; (b) corresponding histogram distribution; (c) whisker–
box plot distributions. These results derive from analysis of typical force curves collected over a 500 � 500 nm2 cell surface area located at the
center of bacterial specimen devoid of septum. Data correspond to a processing performed on the basis of Hertz–Dimitriadis formalism andwith
considering an error sum of squares for the non-linear deformation regime that is above 0.95. See text for details.
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correct agreement with tabulated value. For samples like PDMS,
we emphasize that there is no compliance regime operational,
and the exibility of our soware allows treatment of such data
aer simple deactivation of the numerical module in charge of
identifying and treating the compliance part of the approach
This journal is © The Royal Society of Chemistry 2020
force curve. In addition, may the Hertz and Sneddon models be
inappropriate to properly capture the nonlinear part of the force
curves, then more relevant physical equations can be straight-
forwardly implemented in our code: it is simply an affair of
updating the specic subroutine that details the dependence of
RSC Adv., 2020, 10, 19258–19275 | 19267
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the force on indentation. As a last element of this section, in
Strauss et al.64 focus is given on the contribution of LPS to the
approach force curve. In this study, the analysis is performed on
the force versus separation distance (S) curves on the basis of the
Alexander-de Gennes expression for brush layer compression.64

In turn, the separation distance S in this work refers to the
distance between the AFM probe and the cell membrane that
supports the LPS layer assimilated to a brush. Apparently, the
contact point in their representation is set at the location where
the force dramatically increases (kind of hard wall behavior of
the ‘rigid membrane’), which putatively refers to the position
where the impact of the membrane on the force curves is most
easily detectable. The force prole pattern we obtain signi-
cantly differs from the one reported by Strauss et al.64 as our
prole rather exhibits a continuous increase of the force with
approaching/indenting the probe to/in the cell envelope, and we
do not observe any discontinuity in the prole, which contrasts
with the abrupt increase of the force at the ‘contact point’
detailed by Strauss et al.64 It is stressed that the continuous type
of prole we get very well conforms to that recurrently found in
AFM work on Escherichia coli, see e.g. the work by Mathelié-
Guinlet et al.57 and others14,23,52 where data were collected on
Escherichia coli with AFM set up different from that adopted
here. We have tried to t our force prole measured in the
nonlinear indentation regime with help of the Alexander-de
Gennes expression and the t quality was dramatic as it is
difficult to assimilate a power law dependence to an exponential
one. This suggests that the LPS contribution, if present, is less
signicant than that of the overall elastic cell envelop under our
measurement conditions. This motivates our ignoring of the
LPS compression contribution.
4. Discussion

We provide here a discussion of the respective merits of Hertz–
Dimitriadis and Sneddon–becc formalisms for tting the non-
linear deformation regimes of the experimental force curves
and their implications – if any – on the nanomechanical proxies
kcell and d* (the latter corresponds to the indentation value
marking the transition between non-linear and linear force
versus indentation regimes). We further detail the results ob-
tained with/without account of the nite sample thickness and
discuss maps of the nanomechanical cell properties corre-
sponding to different values of the error sum of squares ESS2

(range 0.9–0.99) specied by the user within the procedure
adopted for tting the non-linear deformation regime. Fig. 8
reports the spatial maps of the Young modulus E derived for
BW25113 strain from application of Hertz (hereaer denoted as
H) and Sneddon (S) models without the contribution stemming
from the nite thickness of the sample, i.e. fcorrection and fbecc are
set to unity in eqn (1) and (7), respectively. Histograms of E
values associated to the maps displayed in Fig. 8 are provided in
ESI (Fig. S3).† The results derive from analysis of the force
curves in line with an error sum of squares ESS2 that is larger
than 99% (Fig. 8a and c) and 95% (Fig. 8b and d). The
percentage of force curves (counted with respect to the total
19268 | RSC Adv., 2020, 10, 19258–19275
amount of 65 536 measured curves) corresponding to such ESS2

values is further specied in Fig. 8 for both the H and S models.
As expected, the larger the ESS2 value imposed by the user,

the least is the number of force curves whose non-linear
deformation regime is correctly tted, and this feature holds
irrespective of the type of model (H or S) considered. For
a prescribed value of ESS2, there is a larger amount of force data
whose dependence on indentation d gets closer to that
subsumed in the S model. This nding coincides with the larger
magnitude found for the indentation d in the non-linear
deformation regime analysed according to S model, as
compared to the tip radius R. This latter element is reected by
the spatial maps of the critical indentation value termed
d* marking the transition between non-linear deformation and
compliance regimes (Fig. 9a–d). Recalling that d* somewhat
depends on the model adopted and on the chosen ESS2 crite-
rion (see Fig. 2), we observe that there is a signicant fraction of
indentation values d (<d*) satisfying the condition d > R, which
favors application of the S model. It should be stressed that
proper tting (depending on ESS2) of the force curves according
to S model necessarily spans over a domain of d values that are
lower than R, i.e. the region where this model is supposedly not
valid (Fig. 10). Similar argument can be formulated for the
applicability of the H model strictly dened for d � R though
data may be reproduced, depending on pixel location, in regime
where this inequality is not respected (Fig. 10).

Given the range of indentations achieved in PeakForce
mode, none of the H and S model (whose applicability corre-
sponds to extremes of the ratio d/R) therefore reproduces with
full satisfaction (i.e. with ESS2 > 0.99) the ensemble of force
curves measured over the whole probed cell surface area (see
Fig. 8). Despite this limitation, cell surface heterogeneities
revealed by the E and d* maps (Fig. 8 and 9, respectively) con-
structed from application of the H and S formalisms are
remarkably comparable. This conclusion is particularly clear for
ESS2 > 0.95 for which the number of rejected force curves (see
Fig. 2 and 8) represents at most 9% of the total number of
measured data. It is not straightforward to precisely identify the
reasons for the above features given the crude assumptions of
isotropic and elastic cell material underlying the obvious (and
well recognized) reduced applicability of both the Hertz and
Sneddon models for biological samples.57 In particular, eqn (1)
and (7) render impossible the differentiated evaluations of the
respective elastic and entropic contributions of the outer cell
membrane and of the surrounding lipopolysaccharidic cushion
(if relevant, see discussion in Section 3.5) or any other surface
biomolecules65,66 to the here-obtained effective Young modulus
E. Alternatives do exist, as proposed e.g. by Gaboriaud et al.,14

Guz et al.,67 Mercade-Prieto et al.68 for bacteria, brush-like
decorated human cells, and yeasts, respectively. In turn, E
moduli data should necessarily be viewed as qualitative. Their
relative variations with changing composition of the medium
(e.g. presence or not of external stressors like nanoparticles)57

remains however very informative provided that the forces
curves are systematically measured with the same set of acqui-
sition parameters. These variations may be captured by gener-
ating maps and/or distributions of normalized median-
This journal is © The Royal Society of Chemistry 2020
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Fig. 8 Illustrative maps of Young modulus E obtained from analysis of forces curves on BW25113 cells according to Hertz (H) or Sneddon (S)
models uncorrected (panels (a–d)) or corrected (panels (e–h)) for the finite thickness of the sample (indicated). Results are displayed for error
sum of squares larger than 0.99 and 0.95 (indicated) and the corresponding percent of concerned force curves is further specified. Maps
dimensions: 500 � 500 nm2. See text for further details.
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centered data, e.g. of the form (E� Emedian)/Emedian with here the
Young modulus (Fig. 11) that is most prone to vary with the
choice of the selected nanomechanical formalism (E obtained
from S model is ca. a factor 3 larger than that derived from H
model, see Fig. S3†).
Fig. 9 Histograms for– and correspondingmaps of– the threshold inde
models with or without correction for finite thickness of the sample (indic
Mean values and associated standard deviations are further specified. M

This journal is © The Royal Society of Chemistry 2020
Fig. 8e–h and 9e–h are the counterparts of Fig. 8a–d and 9a–
d for the modulus E and the critical indentation d* evaluated
with account of the nite thickness of the sample (i.e. fcorrection
and fbecc in eqn (1) and (7) are now dened by eqn (2) and (8),
respectively). Briey, for bacteria as considered in this work, the
ntation value d* derived from force curves analysis according to H and S
ated). All results are given for an error sum of squares larger than 0.95.
aps dimensions: 500 � 500 nm2.

RSC Adv., 2020, 10, 19258–19275 | 19269
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Fig. 10 Illustrative comparison between experimental force versus indentation curves (symbols) measured at selected pixel locations (their
indexation is indicated) of the cell surface and accompanying theoretical reconstructions (lines) according to H and Smodels (two columns at the
left and right, respectively) with or without correction (column (a) and (b), respectively) for finite thickness of the sample. The value of the E
modulus retrieved from analysis is specified together with corresponding ESS2.

Fig. 11 Illustrative histograms and associatedmaps of median-centered Youngmodulus derived from force curves analysis according to H and S
models (two top and bottom lines, respectively) with or without correction for finite thickness of the sample (indicated). Results are provided for
error sum of squares larger than 0.99 and 0.95 (two columns at the left and right, respectively). Maps dimensions: 500 � 500 nm2.

19270 | RSC Adv., 2020, 10, 19258–19275 This journal is © The Royal Society of Chemistry 2020
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Taylor expansions in eqn (2) and (8) do not signicantly deviate
from unity (because d/h� 1 and c � 1) so that the conclusions
relative to the impact of ESS2 on E and on the extent of appli-
cability of the H-Dimitriadis and S-becc formulations remain
similar to those discussed for situations where fcorrection and
fbecc are strictly set to unity. Account of the correction fbecc in the
S model leads to ltering of the largest E modulus values, as
judged from comparison of Fig. 8c and d with Fig. 8g and h and
associated histograms given in Fig. S3.† This property, already
identied by Gavara et al.58 originates from the Taylor expanded
form of fbecc, and it is lesser marked when analyzing data
according to H model corrected by the Dimitriadis factor
fcorrection. The distribution in Young modulus (indentation d*,
respectively) obtained fromH(-Dimitriadis) model are shied to
lower (larger, respectively) values compared to those evaluated
from the S(-fbecc) formalism (Fig. S3,† 8 and 9). Again, the
heterogeneous character of the cell surface highlighted by the
spatial maps of both E and d* remain basically similar whether
corrections for ne cell thickness are accounted for or not
(Fig. 9 and 11).

With respect to the nanomechanical proxy kcell, we nd that
its spatial distribution (Fig. 12) remains similar whether force
curves are interpreted according to H or S model. Its magnitude
(Fig. S4†) is further essentially independent of the type of model
adopted for analyzing the non-linear deformation regime, irre-
spective of the account or not for sample thickness correction.
The only differentiating property is the number of successfully
tted data (or force curve) per class of kcell values that is larger
with considering the S model. This is explained by the accep-
tation of kcell values that is tied to successful analysis of the non-
linear deformation regime and corresponding derivation of E
modulus (Fig. 8). In addition, the heterogeneity revealed by the
distribution in kcell is qualitatively reminiscent of that high-
lighted by the maps of E and d* even though differentiated
Fig. 12 Counterpart of Fig. 8 for the cell spring constant (cell stiffness),

This journal is © The Royal Society of Chemistry 2020
distribution patterns may be detected at various locations of the
probed cell surface. The connection between E and kcell is
explained by the fact that these two nanomechanical parame-
ters both involve contributions from exible surface structures
located at the bacterial envelope, as evidenced and discussed by
Francius et al.23 In particular, cell stiffness is a monotonous
function of the turgor pressure and depends on the stretching
modulus of the bacterial envelope whose magnitude is inti-
mately determined by the presence of protruding cell surface
structures.23,28 This explains why the median values of these
nanomechanical proxies as derived over given cell surface areas
vary in the same way with changing e.g. cell surface phenotype
of a given bacterial strain.23,52 Distinct heterogeneities may
however be revealed from maps of E and kcell depending on the
nature of the biological system analysed,52 recalling that E
particularly pertains to the outer cell envelope and kcell reects
more signicantly features of the whole membrane as a result of
its dependence on intracellular turgor pressure and cell surface
stretching modulus.52

Last, we report in Fig. S5 and S6† maps and histograms of
Young modulus generated along the lines detailed in Fig. 2
together with those provided by Bruker Soware (offline
Nanoscope analysis v1.9, “Run AutoProgram’’ option with
baseline correction and indentation steps) on the basis of Hertz
and Sneddon models without nite-sample thickness correc-
tion (the latter option is not implemented in Nanoscope anal-
ysis v1.9) and with unchecking the ‘Adhesion option’. This
comparison reveals the following features: (i) heterogeneities of
Bruker modulus maps look like those we obtain following our
procedure, regardless of the model adopted, (ii) Bruker histo-
grams of Young modulus differ from those we derive, and this
difference is most pronounced here when using Sneddonmodel
for data tting, (iii) the elasticity maps and Youngmoduli values
signicantly depend on the range of forces that is arbitrarily
kcell.

RSC Adv., 2020, 10, 19258–19275 | 19271
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selected for batch data analysis by Bruker soware, as intui-
tively anticipated. We report in Fig. S5 and S6† maps collected
for a given forces range of 0–2 nN, which provides better tting
than lower force e.g. 0–1 nN (not shown). There are several
reasons that possibly explain the above discrepancies: the way
the contact point is selected, i.e. ‘Best estimate’ option by
Bruker (‘this method emphasizes the minimum force at the
contact point while de-emphasizing forces due to noise or
interference in the non-contact region, reducing the likelihood
that the wrong point is selected’, as detailed by the manufac-
turer) versus our contact point determination outlined in
Section 3.4, the arbitrary choice of the [Fmin � Fmax] interval
where tting procedure is applied to all force curves versus our
automated evaluation (iterated for each force curve) of both the
non-linear and linear indentation regime boundaries. As addi-
tional information, we provide in Fig. S7† histograms of R2

values associated to the goodness of force curves tting per-
formed with Bruker soware. These histograms indicate –

regardless of the adopted H or S model (no nite sample
thickness included) without account of the linear compliance
regime – a tting that is far less satisfactory compared to the
one we provide (our tting corresponds to the condition ESS2 >
0.95 that applies to 91% and 97% of the whole set of force
curves treated according to our algorithm without nal sample
thickness correction in the H and S models but with proper
modelling of the linear compliance regime, see Fig. 8b and d,
respectively). We emphasize that our maps, unlike those
generated by Bruker soware, are constructed upon removal of
all force curves that do not satisfy a given prescribed criterion
xed by the user (ESS2 > 0.95 in Fig. S5 and S6, panels (a) and
(b)†). This ensures a control over the applicability of the adop-
ted Hertz or Sneddon theoretical equations for a given sample
and probed spatial location, and over the statistical coherence
of the obtained results. Besides the user-dependent setting of
[Fmin � Fmax] interval where data tting is performed and its
implications in terms of evaluation of Young modulus, the
above method adopted in Bruker soware appeared limited to
us for running in batch to analyze tens of thousands of force
curves (as required in PeakForce tapping mode). Indeed, there
is no reason to arbitrarily set such a transition regime once for
all for a full collection of force curves as the precise location of
this transition may change from one probed pixel to another
due to sample surface heterogeneities. In contrast, our soware
is designed to properly perform this task. To the best of our
knowledge, the above limitations of the Bruker analysis so-
ware also hold for Scanning Probe Image Processor Soware
(SPIP, https://www.imagemet.com/products/spip/). Last, what-
ever the method chosen for dening the contact point, SPIP and
Bruker soware analysis remain approximate in their evalua-
tion of Young modulus of bacteria (and all other cells with
internal hydrostatic pressure) because of the linear compliance
regime they do not rigorously identify and where e.g. Hertz or
Sneddon models are blindly applied despite of their invalidity
therein. Escape may be found by recording force curves at
sufficiently low loading forces to avoid measurement of the
compliance regime, albeit at the cost of missing relevant
information from exploitation of that compliance regime. It is
19272 | RSC Adv., 2020, 10, 19258–19275
noted that the incorrect application of the Hertz or Sneddon
model within both the non-linear and linear compliance
regimes (basically referring to the surrounding cell envelope
and the inner cytoplasm compartment, respectively, with obvi-
ously different compositions) contradicts the isotropic and
homogeneous composition assumptions underlying the validity
of these models.
5. Conclusions

We report here an original methodology for the automated
processing of tens of thousands of AFM PeakForce curves
measured over selected surface areas of biological cells. Data
treatment allows for the fast generation of spatially resolved
nanomechanical cell properties expressed here in terms of
Young modulus and cell stiffness. The interpretation of the
force curves is based on two classically adopted theoretical
models involving a non-linear deformation of the sample (Hertz
or Sneddon formalism corrected or not for nite sample
thickness) and a linear compliance regime (Hook's law), both
components being required for proper analysis of AFM data
collected on turgescent cells like e.g. bacteria. Without loss of
generality, the basic principles of the numerical data treatment
detailed in this study can be applied to (i) scenario where
contact mechanics theories other than those adopted here are
required, and (ii) (fast)force–volume data acquisition mode is
selected. A major asset of here-reported data processing strategy
relates to the speed of the analysis of a large amount of data
(typically 25 minutes long treatment of 65 536 force curves
using standard PC), which allows a full exploitation of AFM
PeakForce tapping mode at the single cell level. In addition, the
methodology can be easily extended to analysis of data collected
at the cell population scale for a robust assessment of repro-
ducibility, or for the identication of sub cellular populations
differing with respect to their dening nanomechanical prop-
erties. The algorithm further makes it possible to compare the
performance of different models for reproducing force curves
data measured on biological samples, and the code is exible
enough to be easily adapted for samples whose evaluation of
nanomechanical properties does not require consideration of
a compliance regime. It is therefore not limited to treatment of
data measured on turgescent cells. For bacteria, it is found that
the Sneddon model provides an excess of ca. 20% of success-
fully reproduced force curves as compared to Hertz model. In
addition, the spatial maps of the Young moduli and of the
threshold indentation values marking the frontier between non-
linear and linear deformation regimes, as derived from Hertz
and Sneddon models corrected or not for sample thickness,
display similar heterogeneities of the probed cell surface.
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1 F. Y. Dufrêne, D. Martinez-Martin, I. Medalsy, D. Alsteens
and D. J. Müller, Multiparametric imaging of biological
systems by force-distance curve-based AFM, Nat. Methods,
2013, 10, 847–854.

2 L. Ressier and V. Le Nader, Electrostatic nanopatterning of
PMMA by AFM charge writing for directed nano-assembly,
Nanotechnology, 2008, 19, 135301.

3 A. Sethuraman, M. Han, R. S. Kane and G. Belfort, Effect of
surface wettability on the adhesion of proteins, Langmuir,
2004, 20, 7779–7788.

4 A. Beaussart, D. Alsteens, S. El-Kirat-Chatel, P. N. Lipke,
S. Kucharikova, P. Van Dijck and Y. F. Dufrênes, Single-
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